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Abstract. Several algorithms were proposed in the literature to recover
the illuminant chromaticity of the original scene. These algorithms work
well only when prior assumptions are satisfied, and the best and the worst
algorithms may be different for different scenes. In particular for certain
images a do nothing strategy can be preferred. Starting from these con-
siderations, we have developed a region-based color constancy algorithm
able to automatically select (and/or blend) among different color correc-
tions, including a conservative do nothing strategy. The strategy to be
applied is selected without any a priori knowledge of the image content
and only performing image low level analysis.

1 Introduction

The colors in a digital image depend not only on the surface properties of the ob-
jects present in the scene depicted, but also on the illuminant conditions (lighting
geometry and illuminant color) and the characteristics of the capturing device.
Unlike human vision, imaging devices (such as digital cameras) can not adapt
their spectral responses to cope with different lighting conditions; as a result,
the acquired image may have a cast, i.e. an undesirable shift in the entire color
range. Color constancy aims to estimate the actual color in an acquired scene
disregarding its illuminant. The different approaches can be broadly classified
into color invariant and illuminant estimation [1]. The former approaches derive
from the image data invariant color descriptors without estimating explicitly
the scene illuminant. The latter is actually a two stage procedure: the scene
illuminant is estimated from the image data, and the image colors are then cor-
rected on the basis of this estimate to generate a new image of the scene as
if it were taken under a known, canonical illuminant. Many illuminant estima-
tion solutions have been proposed in the last few years although it is known
that the problem addressed is actually ill-posed as its solution lack uniqueness
or stability. To cope with this problem, different solutions usually exploit some
assumptions about the statistical properties of the expected illuminants and/or
of the object reflectances in the scene. We have recently considered some well
known and widely used color constancy algorithms that are based on color im-
age statistics, and we have shown that the best color correction algorithm with
respect to all the possible image typologies does not exist [2]. In particular color
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correction algorithms work well only when their prior assumptions are satisfied.
Moreover in certain circumstances a do nothing strategy can be preferred with
respect to a method that introduces a severe color distortion.

Most of the color correction algorithms based on a two step process, adopt for
the color correction step a diagonal model of illumination change. This model is
derived from the Von Kries hypothesis that color constancy is an independent gain
regulation of the three cone signals, through three different gain coefficients [20].
The Gray World and the White Patch, which correspond respectively to average-
to-gray and normalize-to-white, are perhaps the most commonly used. The Gray
world algorithm assumes that, given an image with a sufficient amount of color
variations, the mean value of the R, G, B components of the image will average out
to a common gray value. Once we have chosen the common gray value, each image
color component is scaledby applying aVonKries transformationwith coefficients:
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where Ravg, Gavg, Bavg are the averages of the three RGB channels, and GrayR,
GrayG, GrayB represent the gray value chosen. There are several versions of the
white patch algorithm: the basic concept is to set at white a point or a region
that appears reasonably white in the real scene. The skill lies in identifying this
point or region in the acquired image. The Von Kries coefficients are evaluated

Fig. 1. Examples of different color corrections. First column: original images; second
column: corresponding images processed by a white patch algorithm; third column
corresponding images processed by a Gray World algorithm. Note that for certain
images a do nothing strategy is preferred (for example for the image of the last row.)
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setting respectively the maximum value of each channel or a potential white
region at a reference white.

Example of images processed with these simple color correction algorithms
are reported in Figure 1. In the first column original images are shown. In the
second column the corresponding images processed by a White Patch algorithm
are reported. While the third column refers to images processed by a Gray
World algorithm. Note that for the image of the first row the White Patch
algorithm could be considered a good processing, while for the second row image
the Gray World performs better. For the image of the last row instead a do
nothing strategy is preferred.

Starting from these considerations, we have developed a region-based color
constancy algorithm able to automatically select (and/or blend) “do nothing
strategy”, Gray World and White Patch approach [10]. The selection/blending
strategy to be applied is selected without any a priori knowledge of the image
content and only performing image low level analysis.

2 Region-Based Color Correction

The region-based color constancy algorithm we propose is based on the Von Kries
hypothesis. We look for what we have called the ”White Balance Region (WBR)”
i.e. the reference region to be neutralized to obtain the three gain coefficients. The
idea is to select this region with respect to the color characteristic of the image
so that the color correction will introduce less damage as possible. A dominant
color in a scene could be a superimposed cast due to the illuminant, but it could
also be the intrinsic color of the scene such as in the case of close-up images or
portraits, or in case of images with a dominant portion of sky or sea or vegetation.
We try to distinguish among true casts and intrinsic dominant colors without an
image content analysis, but only analyzing the color distribution of the image in a
proper color space with simple statistical tools. In this way it is possible not only
to evaluate whether or not a cast is present, but also to classify it. The following
color correction, (i.e. the estimate of the sensor scaling coefficients) is assimilated
within the problem of quantifying the cast. Four cast classes are considered: i)
no cast images; ii) evident cast images; iii) low cast images; iv) critical images:
images with a predominant color that must be preserved or unclassifiable images.
When we identify a cast, our approach tends to be a white patch approach, in
case of low or ambiguous cast, we adopt a gray world like approach, while in
the case of critical images (dominant intrinsic colors) or images without cast we
adopt the do nothing strategy.

2.1 IPT Color Space

As we are interested in analyzing the image color distribution to correlate sta-
tistical measurements with the four cast classes defined above, we are interested
in a color space that is possibly simple and perceptually uniform. With this aim
we have adopted the IPT color space [11], that is more uniform in perceived hue
than other commonly used color spaces, such as CIELAB or CIECAM97s. In
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the IPT color space lightness dimension is denoted as I, the red-green dimension
is denoted as P,while the yellow-blue dimension is denoted as T. The model con-
sists of a 3x3 matrix, followed by a nonlinearity, followed by another 3x3 matrix.
The model assumes input data is in CIEXYZ for the 1931 2-deg. observer with
an illuminant of D65. The color transformation is described by Equations 2:
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2.2 Color Cast Image Classification

The basis of our procedure is that statistical analysis of image color distribution
can provide information about the color image characteristics, permitting to au-
tomatically adapt the color correction process. We assume here that the images
are coded in terms of RGB color coordinates. These RGB values are mapped first
into the CIEXYZ color space and then into the IPT color space following the
color transformation described by Equations 2. To classify the color cast of the
image into the four classes defined above, we analyze the 2D histogram F (P, T )
of the chromatic components PT. If the histogram is concentrated and far from
the neutral axis, the colors of the image are thus confined to a small region
in the PT chromatic diagram. The images are likely to have either an evident
cast (to be removed), or an intrinsic color (to be preserved: widespread areas of
vegetation, skin, sky, or sea or close-up image). Color histograms uniformly dis-
tributed around the neutral axis (P = 0, T = 0), instead, correspond to images
without cast. Examples of images respectively with a strong cast, with no cast
and with an intrinsic color, together with their corresponding color histograms,
are reported in Figure 2.

The statistical measures adopted to analyze the F (P, T ) color histogram are
simply the mean and the variance of the 2D color histogram distribution. We
define the mean values and the variances of the histogram projections along the
two chromatic axes P and T as follows:

μk =
∫

k

kF (P, T )dk (3)
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Fig. 2. Examples of 2D histogram of the chromatic components PT: evident cast (left),
no cast (center), critical image (right)

and
σ2

k =
∫

k

(μk − k)2F (P, T )dk (4)

with k = P, T . Using these measures we can associate to each image histogram
an Equivalent Circle (EC) with center C = (μP , μT ) and radius σ =

√
σ2

P + σ2
T .

To quantitatively characterize the EC we introduce a distance D defined as
D = μ−σ, where μ =

√
μ2

P + μ2
T , and the ratio Dσ = D/σ. D is thus a measure

of how far the whole histogram (identified with its EC) lies from the neutral axis
(P = 0, T = 0), while σ is a measure of how the histogram is spread. The idea
is that analyzing these measurements makes it possible to quantify the strength
of the cast. For instance, if the histogram (and thus its corresponding EC) is
concentrated (small value of σ) and far from the neutral axis (high value of μ
and Dσ), the colors of the image are confined to a small region. This means
that there is either a strong cast (to be removed), or what we have called a
dominant intrinsic color (to be preserved). On the other hand, color histograms
corresponding to spread EC (high values of σ), centered near the neutral axis
(low value of μ and Dσ) could correspond to no cast or feeble cast images. The
boundaries that distinguish among these cast classes in terms of mean, variance,
D and Dσ, were determined applying the Particle Swarm Optimization method
described in the next section, on a suitable training set.

3 Particle Swarm Optimization Description

The parameters for our Region-based color constancy are found using Particle
Swarm Optimization (PSO)[3] over the set of feasible solutions. PSO is a pop-
ulation based stochastic optimization technique which shares many similarities
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with evolutionary computation techniques. A population of individuals is initial-
ized as random guesses to the problem solutions; and a communication structure
is also defined, assigning neighbours for each individual to interact with. These
individuals are candidate solutions. An iterative process to improve these can-
didate solutions is set in motion. The particles iteratively evaluate the fitness of
the candidate solutions and remember the location where they had their best
success. The individual’s best solution is called the particle best or the local
best. Each particle makes this information available to its neighbours. They are
also able to see where their neighbours have had success. Movements through
the search space are guided by these successes. The swarm is typically modeled
by particles in multidimensional space that have a position and a velocity. These
particles fly through hyperspace and have two essential reasoning capabilities:
their memory of their own best position and their knowledge of the global or
their neighborhood’s best position. Members of a swarm communicate good po-
sitions to each other and adjust their own position and velocity based on these
good positions.

4 Experimental Results

4.1 Color Constancy Algorithms Used for Benchmarking

In this work, we chose for benchmark six widely used algorithms in the state of
the art. These algorithms were chosen as exploiting only low-level image infor-
mation.

These can be seen as different instantiations of a recently proposed equation[18]
that unifies a variety of algorithms. The algorithms considered are:

1. Gray World (GW) algorithm [14], which is based on the assumption that
the average reflectance in a scene is achromatic.

2. White Point (WP) algorithm [15], also known as Maximum RGB, which is
based on the assumption that the maximum reflectance in a scene is achro-
matic.

3. Shades of Gray (SG) algorithm [16], which is based on the assumption that
the p−th Minkowski norm of a scene is achromatic.

4. General Gray World (gGW) algorithm [17,18], which is based on the as-
sumption that the p−th Minkowski norm of a scene after local smoothing is
achromatic.

5. Gray Edge (GE1) algorithm [18], which is based on the assumption that the
p−th Minkowski norm of the first order derivative in a scene is achromatic.

6. Second Order Gray Edge (GE2) algorithm [18], which is based on the as-
sumption that the p−th Minkowski norm of the second order derivative in
a scene is achromatic.

As can be noticed, four of the algorithms considered have one or two param-
eters that can be opportunely tuned for a particular image: SG has the p−th
Minkowski norm, while gGW, GE1 and GE2 have both the p−th Minkowski
norm and the smoothing parameter.
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4.2 Dataset Selection

In our experiments we used a subset of the dataset presented by Ciurea and Funt
[4]. The original dataset is commonly used in the evaluation of color constancy
algorithms as it is labeled with the ground truth illuminants. In the dataset, 15
digital video clips were recorded (at 15 frames per second) in different settings
such as indoor, outdoor, desert, markets, cityscape, etc. . . for a total of two hours
of videos. From each clip, a set of images was extracted resulting in a dataset of
more than 11,000 images. A gray sphere appears in the bottom right corner of
the images and was used to estimate the true color of the scene illuminant. Since
the dataset sources were video clips, the images extracted show high correlation.
To remove this correlation, as already been done in [7,8], only a subset of images
should be used from each set. Taking into account that the image sets came from
video clips, we applied a two stage video-based analysis to select the image to
be included in the final illuminant dataset.

In the first stage, a video clip is reconstructed from each set of images removing
the right part of the images containing the gray sphere. The video clip is fed to a
key frame extraction algorithm [5] which dynamically selects a set of candidate
images by analyzing the visual contents of consecutive frames. Clips showing high
variability in their pictorial contents will have a high number of images extracted
while clips showing little or no variability will have only a single image extracted.

As a trade-off between the number of images to be included in the dataset
and the correlation problem, we set the parameters of the key frame extraction
algorithm so that the images extracted correspond to at least 10% of the clip
size.

In the second stage, we further processed the extracted images with a visual
summary post-processing algorithm [6]. For this work, we exploited only the key
frame grouping processing step that eliminates pictorially similar images, using
a hierarchical clustering algorithm.

The clustering algorithm further removes redundancies within the set of im-
ages. At each step one image is removed from the set and the clustering process
stops when the number of remaining images is exactly 10% of the clip size. The
final subset consists of 1,135 images.

4.3 Error Measure and Statistical Significance of the Results

To evaluate the performance of the algorithms on the dataset, we have used an
intensity independent error measure. As suggested by Hordley and Finlayson [9],
we use the angle between the RGB triplets of the illuminant color (ρw) and the
algorithm’s estimate of it (ρ̂w) as error measure:

eANG = arccos
(

ρT
wρ̂w

‖ρw‖‖ρ̂w‖
)

. (5)

It has been shown also [9] that the median error is a good descriptor of the
angular error distribution.

Our color constancy algorithms and four of the color constancy algorithms
considered for comparison (SG, gGW, GE1, GE2), needed a training phase to
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opportunely tune their parameters. The best parameters chosen for the SG,
gGW, GE1, GE2 are the same used in [7,8], where the median error has been
used as a cost function and it was optimized using a Pattern Search Method
(PSM)[12,13]. The training set consisted of 300 randomly extracted images from
the 1,135 images of the illuminant dataset. The remaining 835 images were
used as test set, on which the algorithm performance are assessed. In order to
compare the whole error distribution between different algorithms, together with
the median angular error, we used the Wilcoxon Sign Test (WST) [21]. A score
is generated by counting the number of times that the performance of a given
algorithm has been considered to be better than the others.

The results in terms of both the angular error and the Wilcoxon score for the
training and test sets are reported in Table 1. For what concerns the training set,
the performance of almost all the benchmark algorithms considered were statis-
tically equivalent. Our region-based algorithm, instead, performed statistically
better than all the benchmark algorithms considered. On the test set instead, the
benchmark algorithms tend to form two different statistically indistinguishable
groups. Our region-based algorithm was still statistically the best one.

Table 1. Median angular error obtained by the color constancy algorithms on the
training and test set. The best results for each column are reported in bold.

Training set Test set
Method Median WSTs Median WSTs

GW 5.62 1 5.95 0
WP 7.76 0 5.48 3
SG 5.56 1 5.80 0
gGW 5.57 1 5.80 0
GE1 5.45 1 4.47 4
GE2 5.47 1 4.65 4
Region-based 3.89 6 3.74 6

5 Conclusions

In this work we have proposed a new region-based illuminant estimation algo-
rithm for an effective color correction. The algorithm proposed is able to auto-
matically select among different color corrections, including also a conservative
do nothing strategy. The strategy to be applied is selected without any a priori
knowledge of the image content and only performing image low level analysis.

Experimental results, performed on a suitable subset of the widely used Funt
and Ciurea dataset, demonstrate that our algorithm is able to improve the results
with respect to widely used benchmark algorithms. From our experiments the
region-based algorithm proposed reduced the median angular error by 19.6%
with respect to the best benchmark algorithm considered.
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As future work we plan to investigate if the results of the combination tech-
nique proposed can be improved using more performing illuminant estimation
algorithms.
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