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Abstract. Under suitable conditions on the functions a ∈ C1(RN , RN2
),

F ∈ C1(RN , RN ), and V : RN → [0,∞), we show that the opera-

tor Au = ∇(a∇u) + F · ∇u − V u with domain W 2,p
V (RN ) = {u ∈

W 2,p(RN ) : V u ∈ Lp(RN )} generates a positive analytic semigroup on
Lp(RN ), 1 < p < ∞. Analogous results are also established in the spaces
L1(RN ) and C0(RN ). As an application we show that the generalized
Ornstein–Uhlenbeck operator AΦ,Gu = ∆u − ∇Φ · ∇u + G · ∇u with
domain W 2,p(RN , µ) generates an analytic semigroup on the weighted

space Lp(RN , µ), where 1 < p < ∞ and µ(dx) = e−Φ(x)dx.

1. Introduction

In recent years there has been an increasing interest in differential oper-
ators with unbounded coefficients on RN arising in the analytic treatment
of stochastic differential equations; see [6], [7], [10], [11], [12], [13], [14], [21],
[23], [24], [25], [27], and the references therein. An important example of
such operators is the generalized Ornstein–Uhlenbeck operator

AΦ,Gu = ∆u −∇Φ · ∇u + G · ∇u.

This operator has good properties in the space Lp(RN , µ) with weighted mea-
sure µ(dx) = e−Φ(x)dx. We show in Theorem 7.4 that AΦ,G with the natural
domain W 2,p(RN , µ) generates an analytic C0–semigroup on Lp(RN , µ) if
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1 < p < ∞, where in the simpler case G = 0 we only require that e−Φ is
integrable and that |D2Φ| is small compared to |∇Φ|2 (Corollary 7.8). Our
theorem extends and simplifies recent results by Da Prato and Vespri [13]
(for G = 0) and the authors [27] (for quadratic Φ and linear G); see also [7],
[11], [12], [21], and in particular [10] (where a description of the domain is
given if G = 0 and Φ is convex).

Via the transformation v = e−Φ/pu, the operator AΦ,G on Lp(RN , µ) is
similar to an operator of the form

Av = ∆v + F · ∇v−V v, or more generally, Av = ∇(a∇v) + F · ∇v−V v

in the unweighted space Lp(RN ), cf. [13]. In fact, most of our paper deals
with the operator A aiming at a precise description of the domain on which
A generates an analytic semigroup. We make the following assumptions on
the coefficients of A, where p ∈ [1,∞) is given.
(H1) ahk ∈ C1

b (RN ) are real-valued functions with ahk = akh and
N∑

h,k=1

ahk(x)ξhξk ≥ ν|ξ|2

for all x, ξ ∈ RN and some constant ν > 0.

(H2) U ∈ C1(RN ) is a function such that U ≥ c0 > 0 and |∇U | ≤ γU
3
2 +Cγ

for some constants c0, γ > 0 and Cγ ≥ 0.
(H3) V : RN → R is measurable and U ≤ V ≤ c1U for some constant

c1 ≥ 1.
(H4) The function F ∈ C1(RN , RN ) satisfies |F | ≤ κU

1
2 for some constant

κ > 0.
(H5) There is a constant θ < p such that θU + div F ≥ 0.

We will also require below that γ > 0 be sufficiently small. The auxiliary
potential U is mostly used to simplify the resulting hypotheses on the co-
efficients of AΦ,G. In addition, it allows us to avoid assumptions on the
oscillation of V itself.

There are several approaches to construct semigroups whose generator
extends the closure of A defined on test functions; see also the references in
[6], [11], [13], [23], [25], [33]. Assuming essentially (H1) and (H5), one can
imitate the arguments in [25, Section 4] yielding a contractive C0–semigroup
on Lp(RN ) for p ≥ 1, cf. Remark 2.7. If one adds hypothesis (H4), then the
quadratic form corresponding to A on the natural form domain is closed,
positive, and sectorial, see Section 6. Due to [33] the resulting analytic
C0–semigroup on L2(RN ) induces contractive C0–semigroups on Lp(RN ) for
p ≥ 1, which are analytic for p > 1; see also [15]. It is further possible to solve
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first a related stochastic equation assuming only a dissipativity condition
and use this solution to define a semigroup acting on, say, bounded Borel
functions. This approach is exposed in, e.g., [6] for operators such as the
generalized Ornstein–Uhlenbeck operator AΦ,G. One can then extend the
semigroup to weighted Lp–spaces under suitable hypotheses as is done in
[11]. In sup–norm context the semigroup can also be constructed using
apriori estimates of Schauder type and an approximation procedure, [23].
The assumptions in [6], [11], [23] differ from ours.

However, we point out that the approaches mentioned in the above para-
graph do not (directly) allow one to compute the domain of A (or AΦ,G) on
Lp. (In [11] the case p = 2 is treated by additional arguments.)

In our main results Theorems 3.4, 4.4, and 5.2 we establish that A with
the natural domain D(∆) ∩ D(V ) generates an analytic and contractive
C0–semigroup on Lp(RN ), 1 ≤ p < ∞, and C0(RN ) (where ahk = δhk if
p = 1,∞). The precise description of the domain corresponds to good apriori
estimates for the elliptic problem λu−Au = f stated in Corollaries 4.5 and
4.6. This semigroup then solves the parabolic partial differential equation
corresponding to the elliptic operator A. Here we improve results due to
Okazawa [28], who studied Schrödinger operators where F = 0 in Lp(RN )
with 1 < p < ∞, and results due to Cannarsa and Vespri [4], [5], who
replaced our condition (H5) by an additional bound on the constant κ in
(H4). We note that the results in [13] on AΦ,G rely on [5] and that the
additional restriction on κ in [5] leads to difficulties in [13] (cf. Example 2.4
and Theorem 2.7 in [13]).

Cannarsa and Vespri first show generation in L2(RN ), then in Morrey–
Campanato spaces, then in C0(RN ) and L1(RN ), and finally in Lp(RN ).
Our approach is much more direct. In Propositions 3.1 and 3.2 we prove
the crucial apriori estimates in Lp employing only integration by parts and
related elementary techniques (besides standard regularity properties of the
diffusion part, cf. (2.6)). We combine these apriori estimates with known re-
sults and methods in semigroup theory to obtain the semigroups on Lp(RN ),
1 ≤ p < ∞, which are analytic for p > 1. The Stewart–Masuda technique
then gives the generation result in C0(RN ). A duality argument yields ana-
lyticity for p = 1 (if also divF ≤ c2U).

As can be seen from the proofs of Propositions 2.3 and 3.2, hypothesis (H2)
is the essential ingredient to determine the domain. In fact, in Example 3.7
we present a Schrödinger operator A = ∆−V on L2(R3) such that (H2) holds
with a too large constant γ and D(A) � D(V ). Condition (H4) combined
with (H2) and (H3) allows us to control the drift term by the diffusion term
and the potential, employing Proposition 2.3. Assumptions (H4) and (H5)
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further lead to the sectoriality of A, while (H5) already guarantees that A
is dissipative; see Proposition 3.2 and Lemma 2.6.

In the next section we give some preliminary results. The following three
sections deal with generation in Lp, C0, and L1, respectively. In Section 6
we show additional qualitative properties of the semigroups, such as positiv-
ity, compactness, and maximal regularity of type Lq for the inhomogeneous
parabolic problem. Section 7 is devoted to the Ornstein–Uhlenbeck operator
AΦ,G.

Notation. C∞
0 (RN ) means the space of C∞-functions with compact support

and Cb(RN ) (C0(RN )) the space of bounded continuous functions (vanishing
at infinity). For 1 ≤ p ≤ ∞ and k ∈ N, W k,p(RN ) denotes the usual Sobolev
space. B(x, r) designates the open ball in RN with center x and radius r. The
norm of Lp(RN ) is denoted by ‖ · ‖p and that of Lp(B(x, r)) by ‖ · ‖p,r, thus
without indicating the center of the ball. We set A0u =

∑N
h,k=1 Dh(ahkDku)

and a(ξ, η) =
∑N

h,k=1 ahk(·)ξhηk for ξ, η ∈ RN .

2. Preliminary results

First of all, let us observe that if a function U satisfies assumption (H2),
then U + λ satisfies (H2) with Cγ = 0 for λ large enough. In this case, (H2)
is equivalent to the inequality |∇U− 1

2 | ≤ γ/2. From the mean value theorem
it follows that

(1 − δγ

2
)U(x)

1
2 ≤ U(x0)

1
2 ≤ (1 +

δγ

2
)U(x)

1
2 (2.1)

if |x − x0| ≤ r and r = δU(x0)−
1
2 . Some of the following results are valid

assuming only (2.1) but we prefer to keep (H2) in order to simplify the
exposition.

If N = 1 (or N > 1 and U is rotational symmetric), (H2) holds whenever
U does not oscillate too fast. For example, it is satisfied by all polynomials
and functions like eP , with P a polynomial. The picture is more complicated
in several variables, if U is not rotational symmetric. For example, the
function 1 + x2y2 fails (H2). However, (H2) is valid if U is a polynomial
whose homogeneous part of maximal degree is positive definite or if, more
generally, U is hypoelliptic, see [19, Chapter 11].

The interpolation result stated in Proposition 2.3 below will be crucial
throughout the paper. To establish this result, we need the following well-
known fact; its proof is given for the sake of completeness.
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Lemma 2.1. For every u ∈ C∞
0 (RN ) and 1 ≤ p ≤ ∞, we have

‖∇u‖p ≤ C ‖∆u‖
1
2
p ‖u‖

1
2
p (2.2)

with a constant C > 0 depending only on N .

Proof. For λ > 0 and u ∈ C∞
0 (RN ) we set f = λu − ∆u. Then

u(x) =
∫ ∞

0
e−λt

(
G(t)f

)
(x) dt,

where (
G(t)f

)
(x) = (4πt)−

N
2

∫
RN

e−
|x−y|2

4t f(y) dy

for t > 0 and x ∈ RN . Differentiating under the integral sign and using
Young’s inequality, we obtain

‖∇G(t)f‖p ≤ c√
t
‖f‖p ,

with c = c(N), whence

‖∇u‖p ≤ c′√
λ
‖f‖p ≤ c′√

λ

(
λ‖u‖p + ‖∆u‖p

)
for each λ > 0. The assertion follows if we take λ = ‖∆u‖p ‖u‖−1

p . �
We next show a variant of Besicovitch’s covering theorem, needed in the

proof of Proposition 2.3.

Lemma 2.2. There exists a natural number K(N) with the following prop-
erty. Let {B(x, rx) : x ∈ RN} be a collection of balls such that 0 < rx ≤ C
and |rx − ry| ≤ 1

2 |x − y| for every x, y ∈ RN . Then there exists a countable
subcovering {B(xn, rxn

2 )} of RN such that at most K(N) among the balls
B(xn, rxn) overlap.

Proof. Due to the Besicovitch covering theorem, [36, Theorem 1.3.5], there
exists a countable subcovering {B(xn, rn

2 )} of RN such that at most ξ(N)
among the balls B(xn, rn

2 ) overlap. Here we write rn for rxn and remark
that the number ξ(N) depends only on the dimension N . We now have to
estimate the number of overlapping doubled balls B(xn, rn), where we follow
the proof of [36, Theorem 1.3.4]. Fix x = xk for some k and assume that
B(x, rx) and B(xj , rj) overlap for j ∈ J . Then |x − xj | ≤ rx + rj , hence
|rx − rj | ≤ 1

2(rx + rj) by the assumption. This yields rx ≤ 3rj and rj ≤ 3rx.
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Thus the balls B(xj ,
rj

2 ), j ∈ J , are contained in B(x, 5rx). Since at most
ξ(N) of the balls B(xj ,

rj

2 ) overlap, we obtain

6−N |J |rN
x ≤

∑
j∈J

2−NrN
j ≤ ξ(N)5NrN

x

and hence |J | ≤ 30Nξ(N). This yields K(N) ≤ 1 + 30Nξ(N). �

Proposition 2.3. Let U be a function satisfying (H2). Then there are two
constants α, ε0 > 0 (depending only on γ, Cγ, c0) such that for all 0 < ε ≤ ε0,
1 ≤ p ≤ ∞, and v ∈ C∞

0 (RN ), we have

‖U 1
2∇v‖p ≤ ε‖∆v‖p +

α

ε
‖Uv‖p. (2.3)

Proof. We replace U by U + λ for λ ≥ 0 such that (H2) holds for U + λ
with Cγ = 0. Since U ≥ c0 > 0, estimate (2.3) for U + λ implies (2.3)
for U (with a different α). So we may assume that Cγ = 0 in (H2). Fix
x0 ∈ RN and choose η ∈ C∞

0 (RN ) such that 0 ≤ η ≤ 1, η = 1 in B(x0, r/2),
supp η ⊂ B(x0, r), |∇η(x)| ≤ c/r, and |D2η(x)| ≤ c/r2 for a constant c
independent of x0 and r. Using (2.2) for ηv and Young’s inequality, we
estimate

‖U(x0)
1
2∇v‖p, r

2
≤ ‖U(x0)

1
2∇(ηv)‖p ≤ C‖∆(ηv)‖

1
2
p ‖U(x0)ηv‖

1
2
p (2.4)

≤ ε
(
‖∆v‖p,r +

1
r
‖∇v‖p,r +

1
r2

‖v‖p,r

)
+

C1

ε
‖U(x0)v‖p,r

for a constant C1 and each ε > 0. We fix r = δU(x0)−
1
2 and δ = 1/γ. Then

(2.1) shows that 1
2U(x)

1
2 ≤ U(x0)

1
2 ≤ 3

2U(x)
1
2 if |x − x0| ≤ r. Thus, (2.4)

yields

1
2
‖U 1

2∇v‖p, r
2
≤ ε‖∆v‖p,r + εC2‖U

1
2∇v‖p,r +

C2

ε
‖Uv‖p,r (2.5)

for a constant C2 > 0. Let us first deal with the simpler situation where
p = ∞. In this case, varying x0 in RN , equation (2.5) implies

1
2
‖U 1

2∇v‖∞ ≤ ε‖∆v‖∞ + C2ε‖U
1
2∇v‖∞ +

C2

ε
‖Uv‖∞ .

Thus the asserted estimate holds with ε0 = (4C2)−1. Suppose now that 1 ≤
p < ∞. Applying Lemma 2.2, we find a countable covering {B(xn, rn

2 )} of
RN with rn = δU(xn)−

1
2 such that at most K(N) among the balls B(xn, rn)

overlap. Taking the p-th power of (2.5) relative to each ball B(xn, rn
2 ) and
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summing up, we arrive at
1
2
‖U 1

2∇v‖p ≤ 3
1
p′ K(N)

1
p

(
ε‖∆v‖p + C2ε‖U

1
2∇v‖p +

C2

ε
‖Uv‖p

)
,

where 1
p′ + 1

p = 1. The asserted estimate follows with ε0 = (12C2K(N))−1.
�

Remark 2.4. Let 1 < p < ∞. Thanks to the elliptic estimate

‖v‖W 2,p(RN ) ≤ Cp (‖A0v‖p + ‖v‖p) (2.6)

for v ∈ Lp(RN ), see e.g. [18, Chapter 9], for uniformly elliptic operators (and
U ≥ c0 > 0) one can replace ∆v with A0v in Proposition 2.3. This will be
used systematically in the next section. If 1 < p < ∞, there is also a simpler
proof of Proposition 2.3 with D2v instead of ∆v involving Taylor’s formula.

We now introduce the spaces

D1 = {v ∈ L1(RN ) : ∆v ∈ L1(RN ), Uv ∈ L1(RN )}.
Dp = W 2,p

U (RN ) = {v ∈ W 2,p(RN ) : Uv ∈ Lp(RN )}, 1 < p < ∞,

D∞ = {v ∈ C0(RN ) : v ∈ W 2,q
loc (RN ) for all

q < ∞, ∆v ∈ C0(RN ), Uv ∈ C0(RN )}.
Here ∆ is understood in the sense of distributions. These spaces are Banach
spaces endowed with the norms

‖v‖Dp = ‖v‖W 2,p(RN ) + ‖Uv‖Lp(RN ), 1 < p < ∞,

‖v‖Dp = ‖v‖Lp(RN ) + ‖∆v‖Lp(RN ) + ‖Uv‖Lp(RN ), p = 1,∞.

C∞
0 (RN ) is a dense subspace of Dp as we show in the next lemma. Therefore,

(2.2) and (2.3) also hold for v ∈ Dp. In particular, U
1
2 |∇v| ∈ Lp(RN ) for

v ∈ Dp, 1 ≤ p < ∞, and U
1
2 |∇v| ∈ C0(RN ) for v ∈ D∞.

Lemma 2.5. The space C∞
0 (RN ) is dense in Dp for 1 ≤ p ≤ ∞.

Proof. Let η be a cutoff function such that 0 ≤ η ≤ 1, η = 1 in B(0, 1),
supp η ⊂ B(0, 2). Define ηn(x) = η(x/n). For f ∈ Dp it is easy to see that
ηnf → f as n → ∞ in Dp. This shows that the set of all functions in Dp

having compact support is dense. On the other hand, if f ∈ Dp has compact
support, a standard convolution argument shows the existence of a sequence
of smooth functions with compact support converging to f in Dp. �

In the following lemma we establish the dissipativity of A under rather
weak assumptions.
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Lemma 2.6. Assume that assumption (H1) is satisfied.
a) If F ∈ C1(RN , RN ), V ∈ Lp

loc(R
N ), and V + 1

pdiv F ≥ 0 for some
1 ≤ p < ∞, then (A, C∞

0 (RN )) is dissipative in Lp(RN ).
b) If F ∈ C(RN , RN ), V ∈ C(RN , R), and V ≥ 0, then (A, C∞

0 (RN )) is
dissipative in C0(RN ).

Proof. (a) Let 1 ≤ p < ∞ and u ∈ C∞
0 (RN ). It is known that A0 is

dissipative in Lp(RN ); that is,

Re
( ∫

RN

(A0u)u|u|p−2 dx
)
≤ 0.

Moreover, from (∇u)u|u|p−2 = 1
p(∇|u|p) + iIm(u∇u)|u|p−2 it follows that

Re
( ∫

RN

F · (∇u)u|u|p−2 dx
)

= −1
p

∫
RN

|u|pdiv F dx.

As a result,

Re
( ∫

RN

(Au)u|u|p−2 dx
)
≤ −

∫
RN

(V +
1
p
div F )|u|p dx ≤ 0.

(b) The dissipativity of A in C0(RN ) is a standard consequence of the max-
imum principle. �
Remark 2.7. Suppose that the assumptions of Lemma 2.6 hold for some
p ∈ [1,∞) and that V is locally Hölder continuous. Then there exists a con-
tractive C0–semigroup on Lp(RN ) whose generator extends (the closure of)
A defined on test functions. This semigroup can be constructed as the limit
of the contraction semigroups on Lp(B(0, n)) which are generated by the
operator on Lp(B(0, n)) induced by A with Dirichlet boundary conditions;
compare [25, Section 4].

3. Generation of analytic semigroups on Lp(RN ), 1 < p < ∞.

In this section we establish that, under the assumptions (H1)–(H5), the
operator A with domain Dp = W 2,p

U (RN ) generates an analytic semigroup on
Lp(RN ) if 1 < p < ∞. We start by showing that A is regularly dissipative;
that is, for some φ ∈ (0, π/2) the operator e±iφA is dissipative. This property
is clearly equivalent to the estimate (3.4) below (with δ = cot φ).

Proposition 3.1. Let 1 < p < ∞ and assume that (H1), (H4), and (H5) are
satisfied with U replaced by V ∈ Lp

loc(R
N ). Then the operator A defined on

C∞
0 (RN ) is regularly dissipative in Lp(RN ) with angle φp > 0 only depending

on p and the constants in (H1), (H4), and (H5).
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Proof. We first assume that p ≥ 2. Let u ∈ C∞
0 (RN ) and set u∗ := u|u|p−2.

Integrating by parts, one computes

− Re
( ∫

RN

(Au)u∗ dx
)

= (p − 1)
∫

RN

|u|p−4a(Re(u∇u), Re(u∇u)) dx (3.1)

+
∫

RN

|u|p−4a(Im(u∇u), Im(u∇u)) dx +
∫

RN

(
V +

1
p
div F

)
|u|p dx.

If we put

B2 :=
∫

RN

|u|p−4a(Re(u∇u), Re(u∇u)) dx,

C2 :=
∫

RN

|u|p−4a(Im(u∇u), Im(u∇u)) dx, D2 :=
∫

RN

V |u|p dx,

then we deduce from (H5)

−Re
( ∫

RN

(Au)u∗ dx
)
≥ (p − 1)B2 + C2 + D2(1 − θ

p
) ≥ 0.

On the other hand, proceeding in a similar way for the imaginary part, we
have ∣∣∣Im

∫
RN

(Au)u∗ dx
∣∣∣ ≤ |p − 2|

∫
RN

|u|p−4a(Re(u∇u), Im(u∇u)) dx

+
∫

RN

|F ||u|p−2|Im(u∇u)| dx. (3.2)

Conditions (H1) and (H4) imply∫
RN

|F ||u|p−2|Im(u∇u)| dx ≤ κ

∫
RN

V
1
2 |Im(u∇u)||u|

p
2 |u|

p−4
2 dx

≤ κ
( ∫

RN

V |u|p dx
) 1

2
( ∫

RN

|u|p−4|Im(u∇u)|2
) 1

2 (3.3)

≤ κ√
ν

( ∫
RN

V |u|p dx
) 1

2
( ∫

RN

|u|p−4a(Im(u∇u), Im(u∇u)) dx
) 1

2
.

Therefore, ∣∣∣Im
( ∫

RN

(Au)u∗ dx
)∣∣∣ ≤ |p − 2|BC +

κ√
ν

CD.

Taking δp = δ such that δ2 = |p−2|2
4(p−1) + κ2

4ν(1−θ/p) , we see that∣∣∣Im
( ∫

RN

(Au)u∗ dx
)∣∣∣ ≤ δ

[
− Re

( ∫
RN

(Au)u∗ dx
)]

. (3.4)

This shows the assertion for p ≥ 2. If p ∈ (1, 2), we replace |u| by uε =√
|u|2 + ε for ε > 0 in the calculations involving A0. Passing to the limit
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ε → 0, one then establishes (3.1) and (3.2) (in particular, all integrands are
integrable). Thus estimate (3.3) is also valid and one can deduce (3.4) as
above. �

Next we prove the closedness of the operator (A, W 2,p
U (RN )) for 1 < p <

∞.

Proposition 3.2. Let 1 < p < ∞. Assume that the assumptions (H1),
(H3), (H4), and (H5) are satisfied. If (H2) holds with γ satisfying

θ

p
+ (p − 1)γ

[κ

p
+

Mγ

4

]
< 1, (3.5)

where M2 := supx∈RN max|ξ|=1 a(ξ, ξ), then (A, W 2,p
U (RN )) is closed. More-

over, there exist constants C, C ′ ≥ 0 depending only on M , p, on the con-
stants in (H1)–(H5), and on Cp from (2.6) such that

‖u‖
W 2,p

U (RN )
≤ C ‖u − Au‖p ≤ C ′ ‖u‖

W 2,p
U (RN )

for u ∈ W 2,p
U (RN ).

Proof. We assume preliminarily that (H2) is satisfied with Cγ = 0. Propo-
sition 2.3, (H3), and (H4) imply that A : W 2,p

U (RN ) → Lp(RN ) is continuous.
Since C∞

0 (RN ) is dense in W 2,p
U (RN ) and A is dissipative, it remains to show

the estimates

‖Uu‖p, ‖D2u‖p ≤ C‖Au‖p for u ∈ C∞
0 (RN ).

We consider first the case p ≥ 2. For a fixed real u ∈ C∞
0 (RN ) we set

f := −Au = −A0u − F · ∇u + V u. (3.6)

Integrating by parts, one deduces∫
RN

Up−1F · (∇u)u|u|p−2 dx =
1
p

∫
RN

Up−1F · ∇(|u|p) dx

= −1
p

∫
RN

(div F )Up−1|u|p dx −
(
1 − 1

p

) ∫
RN

Up−2|u|pF · ∇U dx,∫
RN

(A0u)Up−1u|u|p−2 dx = −
N∑

h,k=1

∫
RN

ahk(x)DhuDk

(
Up−1u|u|p−2

)
dx

= −(p − 1)
∫

RN

N∑
h,k=1

ahk(x)Up−1|u|p−2DhuDku dx

− (p − 1)
∫

RN

N∑
h,k=1

ahk(x)Up−2u|u|p−2DhuDkU dx. (3.7)
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If we multiply (3.6) by Up−1u|u|p−2 and integrate, we thus obtain∫
RN

V Up−1|u|p dx = −(p − 1)
∫

RN

N∑
h,k=1

ahk(x)Up−1|u|p−2DhuDku dx

− (p − 1)
∫

RN

N∑
h,k=1

ahk(x)u|u|p−2Up−2DhuDkU dx

− 1
p

∫
RN

(div F )Up−1|u|p dx −
(
1 − 1

p

) ∫
RN

Up−2|u|pF · ∇U dx

+
∫

RN

fUp−1u|u|p−2 dx.

Conditions (H3) and (H5) yield

V +
1
p
div F ≥

(
1 − θ

p

)
U,

so that∫
RN

(
1 − θ

p

)
Up|u|p dx + (p − 1)

∫
RN

|u|p−2Up−1a(∇u,∇u) dx

≤ (p − 1)
∫

RN

Up−2|u|p−1a(∇u,∇U) dx

+
(
1 − 1

p

) ∫
RN

Up−2|u|p |F | |∇U | dx +
∫

RN

fUp−1|u|p−1 dx.

Using (H2) and (H4), we estimate∫
RN

Up−2|u|p|F | |∇U | dx ≤ κγ

∫
RN

Up|u|p dx.

Moreover, (H2) implies that∫
RN

Up−2|u|p−1|a(∇u,∇U)|dx ≤
∫

RN

Up−2|u|p−1a(∇u,∇u)
1
2 a(∇U,∇U)

1
2 dx

≤ γ
√

M

∫
RN

Up− 1
2 |u|p−1a(∇u,∇u)

1
2 dx

= γ
√

M

∫
RN

U
p−1
2 |u|

p−2
2 a(∇u,∇u)

1
2 |u|

p
2 U

p
2 dx

≤ γ
√

M
( ∫

RN

|u|p−2Up−1a(∇u,∇u) dx
) 1

2
( ∫

RN

|u|pUp dx
) 1

2
. (3.8)
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From Hölder’s and Young’s inequalities it follows that for each ε > 0 there
is cε > 0 such that[

1 − θ

p
− κγ(1 − 1

p
)
] ∫

RN

Up|u|p dx + (p − 1)
∫

RN

|u|p−2Up−1a(∇u,∇u) dx

≤ (p − 1)γ
√

M
( ∫

RN

|u|p−2Up−1a(∇u,∇u) dx
) 1

2
( ∫

RN

Up|u|p dx
) 1

2

+ ε

∫
RN

Up|u|p dx + cε

∫
RN

|f |p dx.

Setting

B2 :=
∫

RN

Up|u|p dx and D2 :=
∫

RN

|u|p−2Up−1a(∇u,∇u) dx,

we arrive at[
1 − θ

p
− κγ(1 − 1

p
) − ε

]
B2 + (p − 1)D2 ≤ (p − 1)γ

√
MBD + cε‖f‖p

p.

Thanks to (3.5) we may choose a small ε to deduce

‖Uu‖p ≤ C‖f‖p.

Then (H4), (H2), Proposition 2.3, (2.6), and (H3) imply that

‖F · ∇u‖p ≤ κ(ε‖∆u‖p +
α

ε
‖Uu‖p) ≤ κCpε‖A0u‖p + cε‖Uu‖p

≤ κCpε (‖f‖p + ‖F · ∇u‖p) + c′ε‖Uu‖p

for ε ≤ ε0. Thus, for sufficiently small ε, we have

‖F · ∇u‖p ≤ C(‖Uu‖p + ‖f‖p) ≤ C̃‖f‖p.

Finally,

‖D2u‖p ≤ Cp

(
‖A0u‖p + ‖u‖p

)
≤ Cp

(
‖f‖p + ‖F · ∇u‖p + ‖V u‖p + ‖u‖p

)
≤ C ′‖f‖p.

If p < 2, then one can verify as in the proof of Proposition 3.1 that (3.7)
holds and, in particular, that D2 is a finite number. Thus estimate (3.8) is
also valid and one can conclude the proof as above.

In order to remove the assumption Cγ = 0 we fix a large λ such that U +λ
satisfies (H2) with Cγ = 0 and apply the previous estimates to the operator
A − λ. Then

‖u‖
W 2,p

U (RN )
≤ C ‖(λ + 1)u − Au‖p

≤ C
(
‖u − Au‖p + λ‖u‖p

)
≤ C(1 + λ) ‖u − Au‖p,
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by the dissipativity of A. �
Remark 3.3. If F ≡ 0 and ahk = δhk, then condition (3.5) becomes γ2 <

4
p−1 , which was already used by N. Okazawa in [28, Theorem 2.5].

We now come to the main result of this section.

Theorem 3.4. Assume that the assumptions (H1), (H3), (H4), and (H5)
are satisfied. If (H2) holds with γ satisfying

θ

p
+ (p − 1)γ

[κ

p
+

Mγ

4

]
< 1,

where M2 := supx∈RN max|ξ|=1 a(ξ, ξ), then (A, W 2,p
U (RN )) generates an an-

alytic C0–semigroup Tp(·) in Lp(RN ), 1 < p < ∞, such that ‖Tp(z)‖ ≤ 1 for
| arg z| ≤ φp and some φp > 0.

Proof. It suffices to show that 1 belongs to the resolvent set ρ(A) of A. In
fact, Propositions 3.1, 3.2, and the Lumer–Phillips theorem then imply that
the operators e±iφpA generate contractive C0–semigroups for some φp > 0.
This yields the assertion by [17, Theorem II.4.9].

To verify 1 ∈ ρ(A), we employ the continuity method, cf. [18, Theo-
rem 5.2]. For t ∈ [0, 1] and u ∈ W 2,p

U (RN ) we set Ltu := A0u+ tF ·∇u−V u.
Note that these operators satisfy the assertions of Propositions 3.1 and 3.2
with uniform constants. In particular

‖u‖
W 2,p

U (RN )
≤ C‖u − Ltu‖p

for every u ∈ W 2,p
U (RN ), with C independent of t ∈ [0, 1]. Then 1 ∈ ρ(L0)

if and only if 1 ∈ ρ(L1) = ρ(A). To establish that 1 ∈ ρ(L0), we use as in
[28] the approximating potentials Uε := U

1+εU and Vε := V
1+εV , where ε > 0.

Then we have
c0

1 + εc0
≤ Uε ≤ Vε ≤ c1Uε ≤

c1

ε
and |∇Uε| ≤ γU

3
2
ε + Cγ . (3.9)

Let f ∈ Lp(RN ). Observe that A0−Vε with domain D(A0−Vε) = W 2,p(RN )
generates a positive contraction C0-semigroup on Lp(RN ). Thus the equation

u − A0u + Vεu = f

has a unique solution uε ∈ W 2,p(RN ) satisfying

‖uε‖p ≤ ‖f‖p and ‖Uεuε‖p ≤ C‖f‖p,

where the last inequality follows from the Proposition 3.2. We remark that
the constant C does not depend on ε due to (3.9). From (2.6) we thus deduce

‖uε‖W 2,p(RN ) ≤ Cp(‖A0uε‖p + ‖uε‖p) ≤ C‖f‖p.
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Therefore, there exists a sequence (uεn) converging weakly to a function u
in W 2,p(RN ) as εn → 0. The Rellich–Kondrachov theorem implies that a
subsequence of (uεn) tends strongly to u in W 1,p

loc (RN ) and therefore we may
assume that uεn(x) → u(x) almost everywhere in RN . This shows that
‖Uu‖p ≤ C‖f‖p, and hence u ∈ W 2,p

U (RN ). Passing to the limit in Lp
loc(R

N )
in the equality uεn − A0uεn + Vεnuεn = f , we derive

u − A0u + V u = f.

This concludes the proof. �
Remark 3.5. Let c′ be a positive constant. By considering V + c′ instead
of V , Theorem 3.4 shows that (A,Dp) generates an analytic semigroup on
Lp(RN ), 1 < p < ∞, if we replace (H3) by U ≤ V + c′ ≤ c′1U.

Remark 3.6. As already pointed out in the introduction, condition (H4) is
crucial to treat the drift term F ·∇ as a perturbation of the Laplacian and of
the multiplication operator u �→ V u. This is done through Proposition 2.3.
We remark, however, that the operator F ·∇ is not a small perturbation of the
Schrödinger operator ∆−V . If this were true, the generated semigroup T (·)
would be analytic of angle π/2 and the same would hold for the Ornstein-
Uhlenbeck semigroups in Lp(RN , µ), treated in Section 7 (see the proof of
Theorem 7.4). However, this is false even for p = 2, see [24].

It is clear that (H4) is, in general, necessary for the domain character-
ization given in Theorem 3.4. In the following example we show that the
closedness of (A, W 2,2

U ) may fail even if F = 0 and U fulfills (H2) with a
(too) large constant γ.

Example 3.7. We consider the Schrödinger operator B = ∆ − V with
V (x) = 3

4 |x|−2 in L2(R3). Since 0 ≤ V ∈ L1
loc(R3), B can be defined by the

quadratic from

b(u) =
∫

R3

(
|∇u|2 + V |u|2

)
dx

for u ∈ D(b) = {u ∈ W 1,2(R3) : V |u|2 ∈ L1(R3)}. Observe that the function
w(x) = |x|1/2 satisfies ∆w − V w = 0 on R3 \ {0}. Let u = ηw, where
η ∈ C∞

0 (R3) is equal to 1 near the origin. It is easy to see that u ∈ D(b) ∩
W 2,1(R3) and that ∆u − V u = f ∈ C∞

0 (R3). It follows that u ∈ D(B) and
Bu = f . Observe, however, that neither ∆u nor V u belong to L2(R3).

Since |∇V (x)| = γV (x)3/2 with γ = 4/
√

3, it is not difficult to construct
bounded positive potentials Vn ∈ C1(RN ) such that 0 ≤ Vn ≤ Vn+1, Vn(x) →
V (x) as n → ∞, and |∇Vn(x)| ≤ γVn(x)3/2 (it is sufficient to regularize r−2

for r ≤ 1/n). Since Vn converges monotonically to V , we have (1 − ∆ +



Lp–regularity for elliptic operators 1145

Vn)−1g → (1 − ∆ + V )−1g for every g ∈ L2(R3), see [32, Theorem S. 14].
Taking g = u − f and possibly considering a subsequence (nk), we obtain
from Fatou’s lemma

∞ = ‖V u‖2 ≤ lim inf
k→∞

‖Vnk
(1 − ∆ + Vnk

)−1(u − f)‖2

and therefore 2ck := ‖Vnk
(1 − ∆ + Vnk

)−1‖ → ∞ as k → ∞. Since C∞
0 (R3)

is a core for ∆ − Vnk
, we find uk ∈ C∞

0 (B(0, Rk)), Rk ≥ 1, such that

‖Vnk
uk‖2 ≥ ck‖uk + ∆uk − Vnk

uk‖2. (3.10)

Take now points xk ∈ R3 and define Wk(x) = Vnk
(x − xk), vk(x) =

uk(x − xk), ηk(x) = η((x − xk)R−1
k ), where η is a cutoff function such that

η(x) = 1 for |x| ≤ 1 and η(x) = 0 for |x| ≥ 2. One can choose the points
xk with large distances |xk − xh| in such a way that the balls B(xk, 2Rk) do
not overlap. Hence, the positive potential W =

∑
k ηkWk ∈ C1(RN ) satisfies

|∇W | ≤ γW 3/2 + c′. On the other hand, (3.10) yields

‖Wvk‖2 ≥ ck‖vk + ∆vk − Wvk‖2

for every k. The operator W (1 − ∆ + W )−1 is thus unbounded in L2(R3),
and W 2,2(R3) ∩ D(W ) is not the domain of ∆ − W .

We remark that the constant c = 3/4 in the definition of V (hence
γ = 4/

√
3) is the best possible constant for such a counterexample. In

fact ∆ − c|x|−2 is closed on W 2,2(R3) ∩ D(|x|−2) for every c > 3/4, see [29,
Theorem 3.6] where a very detailed analysis of the potential |x|−2 is carried
out in Lp(RN ). However, the hypotheses of Theorem 3.4 hold for γ < 2 for
Schrödinger operators in L2(RN ).

4. Generation of an analytic semigroup on C0(RN )

In this section we use the Stewart–Masuda localization technique to prove
that the operator A with the domain

D∞ = {v ∈ C0(RN ) : v ∈ W 2,p
loc (RN ) for all

p < ∞, ∆v ∈ C0(RN ), Uv ∈ C0(RN )}
generates an analytic semigroup in C0(RN ). For simplicity, we assume that
the principal part of A is the Laplacian and that (H2) holds for all γ > 0. We
first show in two steps that A generates a contraction semigroup in C0(RN ).

Proposition 4.1. Assume that (H2) holds for all γ > 0 and that (H4) is
satisfied, where U = V . Then A = ∆+F ·∇−V with D(A) = D∞ is closed
in C0(RN ). Moreover,

‖u‖∞ + ‖∆u‖∞ + ‖V u‖∞ ≤ C ‖u − Au‖∞ ≤ C ′ (‖u‖∞ + ‖∆u‖∞ + ‖V u‖∞)
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for every u ∈ D∞, where C and C ′ only depend on γ, Cγ , c0, κ.

Proof. Proposition 2.3 shows the second estimate in the assertion. Con-
sidering V + λ instead of V for a sufficiently large λ = λ(γ) ≥ 0, and using
the dissipativity of A, we may assume that |∇V | ≤ γV

3
2 , as in the proof of

Proposition 3.2. The parameter γ will be fixed below.
Let u ∈ C∞

0 (RN ), f = Au, and fix x0 ∈ RN . We take a smooth cutoff
function η such that 0 ≤ η ≤ 1, η = 1 in B(x0, r/2), supp η ⊂ B(x0, r),
|∇η(x)| ≤ c/r, and |D2η(x)| ≤ c/r2 for some constant c > 0. Observe that

∆(ηu)+F ·∇(ηu)−V (x0)ηu = ηf+u∆η+2∇u·∇η+uF ·∇η+(V −V (x0))ηu.

Since V (x0) > 0, the dissipativity of ∆ + F · ∇ on C∞
0 (RN ) yields

‖V (x0)ηu‖∞,r ≤ ‖f‖∞,r +
c

r2
‖u‖∞,r +

c

r
‖∇u‖∞,r +

cκ

r
‖V 1

2 u‖∞,r

+ ‖(V − V (x0))u‖∞,r ,

where we have also used (H4). Let γ ≤ 1. We choose now r = (3γ)−1V (x0)−
1
2

so that (2.1) yields 5
6V (x)

1
2 ≤ V (x0)

1
2 ≤ 7

6V (x)
1
2 for |x − x0| ≤ r. Hence,

|V (x) − V (x0)| ≤ 13
36V (x) for |x − x0| ≤ r and

25
36

‖V u‖∞, r
2
≤ ‖f‖∞ +γC1(1+κ)‖V u‖∞,r +γC1‖V

1
2∇u‖∞,r +

13
36

‖V u‖∞,r ,

where C1 := 13c. Letting x0 vary in RN and then taking γ ≤ min{1, (6(1 +
κ)C1)−1}, we obtain

‖V u‖∞ ≤ 6 ‖f‖∞ + 6γC1‖V
1
2∇u‖∞.

Now the equation Au = f and (H4) imply

‖∆u‖∞ ≤ C2 (‖f‖∞ + ‖V 1
2∇u‖∞)

for C2 := max{7, κ + 6C1}. At this point we use Proposition 2.3 for 0 < ε ≤
ε0 and estimate

‖V 1
2∇u‖∞ ≤ ε‖∆u‖∞ +

α

ε
‖V u‖∞ ≤ cε‖f‖∞ +

(
εC2 +

6αC1γ

ε

)
‖V 1

2∇u‖∞ .

Setting ε := γ
1
2 and choosing γ small enough, we arrive at ‖V 1

2∇u‖∞ ≤
C‖f‖∞ and, by the previous inequalities, ‖∆u‖∞, ‖V u‖∞ ≤ C‖f‖∞, with
C independent of f . These facts show that

‖u‖D∞ ≤ C‖Au‖∞ ≤ 2C‖u − Au‖∞,

for u ∈ C∞
0 (RN ), using the dissipativity of A. Since C∞

0 (RN ) is dense in
D∞, the proof is complete. �
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Proposition 4.2. Assume that (H3) and (H4) hold, that V is continuous,
and that (H2) is satisfied for all γ > 0. Then A = ∆ + F · ∇ − V with
D(A) = D∞ generates a contraction semigroup T∞(·) on C0(RN ).

Proof. First we assume that U = V and we show that the operator
I − (∆ − V ) : D∞ → C0(RN ) has dense range. Therefore ∆ − V gen-
erates a contraction semigroup by Lemma 2.6, Proposition 4.1, and the
Lumer–Phillips theorem. The result for F = 0 is then deduced applying
the continuity method to the operators ∆+ tF ·∇−V , cf. [18, Theorem 5.2],
using the fact that the apriori estimate from Proposition 4.1 is independent
of t ∈ [0, 1].

Let p > N and γ be so small that the assumptions of Theorem 3.4 and
Proposition 4.1 are satisfied. We may assume that Cγ = 0 replacing V by
V + λ. We define Vε = V

1+εV ∈ Cb(RN ) for ε ∈ (0, 1] and fix f ∈ C∞
0 (RN ).

Note that ∆−Vε with D(∆−Vε) = D(∆) generates a contraction semigroup
on Lp(RN ) and C0(RN ). Thus there exists uε ∈ W 2,p(RN ) ↪→ C0(RN ) such
that

uε − ∆uε + Vεuε = f (4.1)

and ‖uε‖r ≤ ‖f‖r for r = p,∞. Moreover, ∆uε ∈ C0(RN ). Since Vε fulfills
(H2) and (H4) with uniform constants, Propositions 3.2 and 4.1 yield

‖∆uε‖r , ‖Vεuε‖r ≤ C1 ‖f‖r

for r = p,∞. (Here and below the constants do not depend on ε.) Lemma 2.1
then gives ‖∇uε‖∞ ≤ C2‖f‖∞. For a suitable sequence (εn), uεn thus con-
verges uniformly on compact sets to a continuous function u. Combined
with Lemma 2.1, this fact yields that u ∈ C1(RN ). Due to (4.1), also ∆uεn

converges uniformly on compact sets. Local elliptic regularity (see e.g. The-
orem 8.8 and Lemma 9.16 of [18]) now implies that u ∈ W 2,q

loc (RN ) for every
q < ∞. Moreover,

u − ∆u + V u = f

and ‖V u‖r, ‖∆u‖r ≤ C1‖f‖r for r = p,∞. Therefore u ∈ W 2,p(RN ), and
hence u,∇u ∈ C0(RN ) by Sobolev’s embedding theorem. We next show that
V u belongs to C0(RN ). Take η ∈ C∞(RN ) such that 0 ≤ η ≤ 1, η = 1 in
B(x0, R), η = 0 outside B(x0, 2R), |∇η| ≤ c/R, and |D2η| ≤ c/R2. Then

ηu − ∆(ηu) + V ηu = ηf − 2∇η · ∇u − u∆η

and Proposition 4.1 (applied on ηu ∈ D∞) shows that

|V (x0)u(x0)| ≤ ‖V ηu‖∞ ≤ C3

[
‖ηf‖∞ +

1
R
‖∇u‖∞ +

1
R2

‖u‖∞
]
.
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Since u, f ∈ C0(RN ), the above inequality implies that V u ∈ C0(RN ). Thus
∆u = u + V u− f ∈ C0(RN ) and u ∈ D∞. This proves that I −A has dense
range and concludes the proof in the case where U = V .

Finally, we deal with the general case U ≤ V ≤ c1U . Let Vt = U+t(V −U),
At = ∆ + F · ∇ − Vt, D(At) = D∞, 0 ≤ t ≤ 1, and observe that At =
A0 + (Vt − U). Since ‖U(1 − A0)−1‖ ≤ C by Proposition 4.1, we have
‖(Vt − U)(1 − A0)−1‖ ≤ t(c1 − 1)C. Thus standard perturbation theory
for contraction semigroups shows that At generates a contraction semigroup
C0(RN ) if t(c1 − 1)C < 1.

Due to Vt ≥ U , the maximum principle [22, Proposition 3.1.10] yields
0 ≤ (1 − At)−1 ≤ (1 − A0)−1 whenever (1 − At)−1 exists. Then

0 ≤ (Vs − Vt)(1 − At)−1 ≤ (c1 − 1)(s − t)U(1 − A0)−1

if s ≥ t, and hence ‖(Vs −Vt)(1−At)−1‖ ≤ (s− t)(c1 −1)C. The same argu-
ment as before applies and proves that At generates a contraction semigroup
in C0(RN ) for t(c1 − 1)C < 2. Iterating this procedure a finite number of
times, the proof is complete. �

In the following theorem we show that the semigroup is analytic in C0(RN )
if one more condition holds. In the proof we need the next lemma, which is
of interest in itself.

Lemma 4.3. Let 1 < p < ∞, 1 < q ≤ ∞, Ap = (A,Dp), Aq = (A,Dq)
and assume that the hypotheses of Theorem 3.4 hold for Ap if 1 < p < ∞
and that those of Theorem 3.4, respectively Proposition 4.2, hold for Aq if
q < ∞, respectively q = ∞. If q < ∞ and f ∈ Lp(RN )∩Lq(RN ) or if q = ∞
and f ∈ Lp(RN ) ∩ C0(RN ), then (λ − Ap)−1f = (λ − Aq)−1f for Re λ > 0,
and hence Tp(t) = Tq(t).

Proof. First let q < ∞. Then the proof of Theorem 3.4 applies and shows
that the operator λ − A, Re λ > 0, with domain W 2,p

U (RN ) ∩ W 2,q
U (RN )

is invertible in Lp(RN ) ∩ Lq(RN ). Hence the equation λu − Au = f with
f ∈ Lp(RN )∩Lq(RN ) has a unique solution u ∈ W 2,p

U (RN )∩W 2,q
U (RN ) and

the assertions easily follow. If q = ∞, the proof is similar using Theorem 3.4
and Proposition 4.2. �
Theorem 4.4. Assume that (H3) and (H4) hold, that V is continuous, and
that (H2) is satisfied for all γ > 0. If θU + div F ≥ 0 for some θ ≥ 0
then A = ∆ + F · ∇ − V with D(A) = D∞ generates a bounded analytic
C0–semigroup T∞(·) on C0(RN ).

Proof. Again we assume that Cγ = 0, replacing A by A − w for some
w = w(γ) ≥ 0, where we fix γ > 0 such that the hypotheses of Theorem 3.4
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and Proposition 4.2 hold. We fix p ∈ (N,∞) with p > θ such that The-
orem 3.4 is valid. Thus (A, W 2,p

U (RN )) generates an analytic semigroup in
Lp(RN ). Let f ∈ C(RN ) have compact support and Reλ > 0. Due to Propo-
sition 4.2 there exists u ∈ D∞ such that λu − Au = f . The above lemma
shows that u ∈ W 2,p

U (RN ) and hence |λ| ‖u‖p + ‖Au‖p ≤ C‖f‖p by Theo-
rem 3.4. Proposition 3.2 further yields ‖D2u‖p + ‖Uu‖p ≤ C‖f‖p. Using
these estimates as well as Hölder’s and the Gagliardo–Nirenberg inequalities,
we conclude that |λ| 12 ‖U 1

2 u‖p ≤ C‖f‖p and |λ| 12 ‖∇u‖p ≤ C‖f‖p. Taking
into account Proposition 2.3, we have shown that

‖D2u‖p +‖Uu‖p +‖U 1
2∇u‖p + |λ| 12 ‖∇u‖p + |λ| 12 ‖U 1

2 u‖p + |λ| ‖u‖p ≤ C‖f‖p.
(4.2)

(Here and below C is a generic constant independent of λ and f .) Fix
x0 ∈ RN and a smooth function η such that 0 ≤ η ≤ 1, η = 1 in B(x0, r/2),
supp η ⊂ B(x0, r), |∇η(x)| ≤ c/r, and |D2η(x)| ≤ c/r2. Observe that
λ(ηu)−A(ηu) = ηf − u∆η − 2∇u · ∇η − uF · ∇η. Applying (4.2) to ηu and
employing (H4), we obtain

‖D2u‖p, r
2
+‖Uu‖p, r

2
+‖U 1

2∇u‖p, r
2
+|λ| 12 ‖∇u‖p, r

2
+|λ| 12 ‖U 1

2 u‖p, r
2
+|λ|‖u‖p, r

2

≤ C
(
‖f‖p,r +

1
r2

‖u‖p,r +
1
r
‖∇u‖p,r +

1
r
‖U 1

2 u‖p,r

)
≤ CrN/p

(
‖f‖∞ +

1
r2

‖u‖∞,r +
1
r
‖∇u‖∞,r +

1
r
‖U 1

2 u‖∞,r

)
.

From the compactness of the embedding W 1,p(B1) ↪→ C(B̄1) and a rescaling
argument it follows that for every ε > 0 there is Cε > 0 such that

‖v‖∞, r
2
≤ C1r

−N/p
(
εr‖∇v‖p, r

2
+ Cε‖v‖p, r

2

)
‖∇v‖∞, r

2
≤ C1r

−N/p
(
εr‖D2v‖p, r

2
+ Cε‖∇v‖p, r

2

)
for v belonging to the respective spaces, where C1 does not depend on ε, r.
Hypothesis (H2) further yields

‖∇(U
1
2 u)‖p, r

2
≤ ‖U 1

2∇u‖p, r
2

+ C2‖Uu‖p, r
2

so that

‖U 1
2 u‖∞, r

2
≤ C1r

−N/p
(
εr‖U 1

2∇u‖p, r
2

+ C2εr‖Uu‖p, r
2

+ Cε‖U
1
2 u‖p, r

2

)
.

Using the above inequalities, one deduces

|λ| 12 ‖∇u‖∞, r
2

+ |λ| 12 ‖U 1
2 u‖∞, r

2
+ |λ| ‖u‖∞, r

2
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≤ (C3εr|λ|
1
2 + C ′

ε)
(
‖f‖∞ +

1
r2

‖u‖∞ +
1
r
‖∇u‖∞ +

1
r
‖U 1

2 u‖∞
)
.

We set r = M |λ|− 1
2 and let x0 vary in RN . Then we have

|λ| 12 ‖∇u‖∞ + |λ| 12 ‖U 1
2 u‖∞ + |λ| ‖u‖∞

≤ (C3εM + C ′
ε)

(
‖f‖∞ +

|λ|
M2

‖u‖∞ +
|λ| 12
M

‖∇u‖∞ +
|λ| 12
M

‖U 1
2 u‖∞

)
.

Taking first a small ε and then a large M , we arrive at

|λ| 12 ‖∇u‖∞ + |λ| 12 ‖U 1
2 u‖∞ + |λ| ‖u‖∞ ≤ C ′‖f‖∞. (4.3)

In view of the rescaling made at the beginning, this establishes the theorem
for A−w by density, that is, with f = λu+ωu−Au in (4.3). Since V ≥ c0 > 0,
the operator A + c0/2 satisfies the assumptions of Proposition 4.2 and thus
generates a contraction semigroup on C0(RN ). It is then easy to verify (4.3)
also for A, that is, with f = λu − Au. �

We state two useful consequence of the above proof refining our previous
apriori estimates.

Corollary 4.5. Under the hypotheses of Theorem 4.4, if Re λ > 0 and
λu − Au = f , then

‖∆u‖∞+‖U 1
2∇u‖∞+‖Uu‖∞+|λ| 12 ‖∇u‖∞+|λ| 12 ‖U 1

2 u‖∞+|λ|‖u‖∞≤C‖f‖∞.

Proof. Since V ≥ c0 > 0, the operator A is invertible on C0(RN ) and the
closedness of (A,D∞) yields

‖∆u‖∞ + ‖Uu‖∞ ≤ C‖Au‖∞ ≤ C
(
‖λu − Au‖∞ + |λ| ‖u‖∞

)
.

It now suffices to combine (4.3) for A with Proposition 2.3 to conclude the
proof. �

Corollary 4.6. Under the hypotheses of Theorem 3.4, if Re λ > 0 and
λu − Au = f , then

‖∆u‖p + ‖U 1
2∇u‖p + ‖Uu‖p + |λ| 12 ‖∇u‖p + |λ| 12 ‖U 1

2 u‖p + |λ| ‖u‖p ≤ C‖f‖p.

Proof. In (4.2) we have proved the statement for A−w, continuous f with
compact support and p > N . The proof given in Theorem 4.4 extends to all
p > 1 and all f ∈ Lp(RN ). Moreover, as above the initial rescaling does not
matter since A + (p−θ)c0

2p is dissipative. �



Lp–regularity for elliptic operators 1151

5. Generation of an analytic semigroup on L1(RN )

Also in this section we assume that A0 = ∆. We observe that Proposi-
tion 2.3 shows that A = ∆ + F · ∇ − V with domain

D1 = {v ∈ L1(RN ) : ∆v ∈ L1(RN ), Uv ∈ L1(RN )}
is well defined in L1(RN ). Recall that C∞

0 (RN ) is dense in D1 by Lemma 2.5.
It is known that D1 embeds continuously into W 1,p(RN ) for every p < N

N−1 ,
see e.g. [34, Theorem 5.8].

Proposition 5.1. Assume that (H2)–(H5) hold for some γ > 0 and θ < 1.
Then (A,D1) generates a contraction semigroup T1(t) in L1(RN ). If also the
assumptions of Theorem 3.4 for some p ∈ (1,∞), respectively of Proposition
4.2 if p = ∞, are satisfied, then T1(t)f = Tp(t)f for f ∈ L1(RN ) ∩ Lp(RN ),
respectively f ∈ L1(RN ) ∩ C0(RN ).

Proof. Let u ∈ C∞
0 (RN ) be real and set f = −∆u − F · ∇u + V u. If we

multiply this equation by signu, integrate by parts, and use the dissipativity
of the Laplacian on L1(RN ), we estimate∫

RN

(V + divF )|u| dx ≤ −
∫

RN

(∆u) signu dx +
∫

RN

(V u − F · ∇u) signu dx

=
∫

RN

f signu dx ≤ ‖f‖1

and therefore ‖(1 − θ)Uu‖1 ≤ ‖f‖1. Taking into account Proposition 2.3
and proceeding as in the proof of Proposition 3.2, we obtain the closedness
of (A,D1). Moreover, (A,D1) is dissipative by Lemmas 2.5 and 2.6.

As before we may assume that Cγ = 0 to show the surjectivity of I−A. We
first assume that F = 0. The general case is then deduced by means of the
continuity method, cf. [18, Theorem 5.2]. We keep the notation introduced
in the proof of Theorem 3.4. For f ∈ L1(RN ) there is uε ∈ L1(RN ) such
that uε − ∆uε + Vεuε = f . Then

‖uε‖1 ≤ ‖f‖1, ‖Uεuε‖1 ≤ C‖f‖1, (5.1)

with C independent of ε since Vε and Uε satisfy the assumptions with uniform
constants. It follows that ‖∆uε‖1 ≤ (2+C)‖f‖1. We fix 1 < p < N

N−1 . Then
‖uε‖W 1,p(RN ) ≤ C1‖f‖1 and so there is a sequence (εn) converging to 0 such
that un := uεn tends weakly in W 1,p(RN ) to a function u. By the Rellich-
Kondrachov theorem, a subsequence (unk

) converges to u in L1
loc(RN ) and

after relabeling we have un → u almost everywhere. We infer from (5.1)
that ‖u‖1 ≤ ‖f‖1 and ‖Uu‖1 ≤ C‖f‖1. Moreover, ∆un → ∆u in L1

loc(RN )
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and therefore u−∆u+V u = f and u ∈ D1. The last assertion can be shown
as in Lemma 4.3. �

In order to establish the analyticity of T (·) on L1(RN ) we employ a du-
ality argument taken from [31, Theorem 7.3.10], see also [1]. Under the
assumptions of the previous proposition, we define the formal adjoint of A
by

A′v = ∆v − F · ∇v − (V + divF )v.

This operator has the same structure as A with the new drift F̃ = −F and
the new potential Ṽ = V + divF . Set Ũ = (1− θ)U . Hypotheses (H2)–(H5)
yield Ṽ ≥ Ũ and that F̃ and Ũ satisfy (H2) and (H4). In addition, we
suppose that divF ≤ c2U for some constant c2 ≥ 0 and V is continuous.
Then (H3) holds for Ũ and Ṽ and

c1 + c2

1 − θ
Ũ + divF̃ ≥ Ṽ + divF̃ = V ≥ 0.

We can therefore apply Theorem 4.4 and thus A′ induces a generator A′
∞ of

a bounded analytic semigroup on C0(RN ). Observe further that∫
RN

(Au)v dx =
∫

RN

u(A′v) dx

for u ∈ C∞
0 (RN ) and v ∈ W 2,1

loc (RN ). Due to [31, Lemma 7.3.8] we have

‖u‖1 = sup
{∫

RN

uϕ dx : ϕ ∈ C∞
0 (RN ), ‖ϕ‖∞ ≤ 1

}
(5.2)

for u ∈ L1(RN ).

Theorem 5.2. Assume that (H2)–(H5) hold for all γ > 0 and some θ < 1,
that V is continuous, and that divF ≤ c2U for some constant c2 ≥ 0. Then
(A,D1) generates a bounded analytic semigroup on L1(RN ).

Proof. Let u ∈ C∞
0 (RN ) and Reλ > 0. As observed above, the formal

adjoint A′ induces a generator A′
∞ of a bounded analytic semigroup on

C0(RN ) by Theorem 4.4. In (5.2) we replace ϕ by ϕ = (λ − A′)v with
v ∈ D(A′

∞) and ‖ϕ‖∞ ≤ 1. Since ‖v‖∞ ≤ M/|λ|, we obtain

‖u‖1 ≤ sup
{∫

RN

u(λ − A′)v dx : v ∈ D(A′
∞), ‖v‖∞ ≤ M

|λ|
}

= sup
{∫

RN

v(λ − A)u dx : v ∈ D(A′
∞), ‖v‖∞ ≤ M

|λ|
}

≤ M

|λ| ‖(λ − A)u‖1 .
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This inequality implies the assertion because of Proposition 5.1 and an ap-
proximation argument. �

6. Consequences

In this section we establish several regularity properties of the semigroups
obtained above. In order to treat the scale of Lp spaces simultaneously, and
for the sake of simplicity, we assume here that

Au = ∆u + F · ∇u − V u,

that (H2)–(H5) are satisfied for every γ > 0 and some θ < 1, and that V
is continuous. When we need the analyticity in L1(RN ), we also have to
suppose that divF ≤ c2U for some c2 ≥ 0. Theorem 3.4 and Proposition 5.1
show that A with domain D(Ap) = Dp generates a contraction semigroup
(Tp(t))t≥0 on Lp(RN ) for 1 ≤ p < ∞ and on C0(RN ) for p = ∞. Moreover,
Tp(t)f = Tq(t)f if f ∈ Lp(RN )∩Lq(RN ), by Lemma 4.3 and Proposition 5.1.
Therefore we drop the index p and write simply T (t).

Observe that the analyticity estimate ‖AT (t)f‖p ≤ Ct−1‖f‖p for t > 0
and the domain characterization of the previous sections yield ‖∆T (t)f‖p ≤
Ct−1‖f‖p. Hence the gradient estimate ‖∇T (t)f‖p ≤ Ct−1/2‖f‖p holds,
which is well known for uniformly elliptic operators, and is also satisfied by
certain operators with unbounded coefficients, see e.g. [23].

We next associate a sesquilinear form a in L2(RN ) with the operator
(A,D2) setting

a(u, v) =
∫

RN

(∇u · ∇v + V uv − vF · ∇u) dx (6.1)

for u, v ∈ D(a) = {f ∈ W 1,2(RN ) : U
1
2 f ∈ L2(RN )}. The form is well

defined thanks to (H4). Moreover, as in Lemma 2.5 it can be verified that
C∞

0 (RN ) is dense in D(a). Integrating by parts and using (H5), with p = 2,
we deduce

Re a(u, u) =
∫

RN

(
|∇u|2+V |u|2+ 1

2 divF |u|2
)

dx ≥ ‖∇u‖2
2+(1− θ

2) ‖U 1
2 u‖2

2 .

(6.2)
This shows that a is a closed positive form. Since a(u, v) = (−Au, v) for
u ∈ D2 and v ∈ D(a), a is sectorial by Proposition 3.1 and the m–sectorial
operator induced by a coincides with −A, since we know that D2 ⊆ D(a).
If divF ≤ c2U , the adjoint form

a′(u, v) = a(v, u) =
∫

RN

(∇u · ∇v + (V + divF)uv + vF · ∇u) dx,
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with D(a′) = D(a) has the same properties as a and defines the adjoint
operator (A′,D2), where A′v = ∆v − F · ∇v − (V + divF )v.

We point out that this approach yields the analyticity of our semigroup
T (·) in Lp(RN ) for 1 < p < ∞ (see [33, Theorem 1.1]) but not the descrip-
tion of the domain of the generator. We refer to [15], [33], and the references
therein for recent developments of these methods using rather weak assump-
tions.

In the proof of Proposition 4.2 we have already proved the positivity of
T (·), employing the maximum principle for functions in D∞, [22, Proposi-
tion 3.1.10], to show the positivity of the resolvent on C0(RN ). Here we give
an alternative proof, based on form methods.

Proposition 6.1. The semigroup T (·) is positive; i.e., f ≥ 0 implies

T (t)f ≥ 0.

Proof. It suffices to treat the case p = 2, due to Lemma 4.3 and Proposi-
tion 5.1. Observe that the form a defined in (6.1) is real and if u ∈ D(a)
is real valued, then u+, u− ∈ D(a) and a(u+, u−) = 0. The positivity of
T (t) on L2(RN ) thus follows from the non–symmetric first Beurling–Deny
criterion, see [30, Theorem 2.4], since its generator (A,D2) is the operator
associated to a. �

The semigroup further improves the integrability of the initial datum.

Proposition 6.2. For every t > 0 and 1 < p < ∞, T (t) maps Lp(RN ) into
C0(RN ) and thus also into Lq(RN ) for q ∈ (p,∞).

Proof. It suffices to show that T (t) maps Lp(RN ) into C0(RN ). Let p > 1
and f ∈ Lp(RN ). Since T (·) is analytic, T (t)f ∈ W 2,p

U (RN ) ⊂ W 2,p(RN ).
If p > N/2 we are done due to Sobolev’s embedding theorem. If p ≤ N/2
we use Sobolev’s embedding theorem (and the semigroup law) finitely many
times to deduce that T (t)f ∈ Lr(RN ) for some r > N/2 and conclude as
above. �

In order to deal with the case p = 1 and to give an estimate of the operator
norm of T (t) acting from L∞(RN ) into L1(RN ), we use form methods as in
the proof of Proposition 6.1. The operator norm of T (t) : Lp(RN ) → Lq(RN )
can then easily be estimated by interpolation.

Proposition 6.3. There is a positive constant M such that ‖T (t)f‖2 ≤
Mt−

N
4 ‖f‖1 for t > 0 and f ∈ L1(RN ). If divF ≤ c2U , then ‖T (t)f‖∞ ≤

Mt−
N
2 ‖f‖1 for t > 0 and f ∈ L1(RN ).



Lp–regularity for elliptic operators 1155

Proof. Let us first show that

‖T (t)f‖2 ≤ Mt−N/4‖f‖1, (6.3)

without assuming that divF ≤ c2U . To this aim we employ the sesquilinear
form a introduced in (6.1) and observe that Re a(u, u) ≥ ‖∇u‖2

2 for every
u ∈ W 2,2

U (RN ) due to (6.2). Therefore, Sobolev’s inequality yields

‖u‖2+4/N
2 ≤ Ca(u, u)‖u‖4/N

1

for every u ∈ W 2,2
U (RN ). Now (6.3) follows as in [15, Theorem 2.4.6] since

T (·) is analytic in L2(RN ).
Next we assume that divF ≤ c2U and consider the adjoint A′v = ∆v −

F · ∇v − (V + divF )v with domain D2. It is associated with the adjoint
form a′ and therefore it is the generator of the adjoint semigroup (T (t)′)t≥0.
Therefore (6.3) holds with T (t)′ instead of T (t) and yields, by duality,

‖T (t)f‖∞ ≤ Mt−N/4‖f‖2.

By the semigroup law, the proof is complete. �
It is well known that the estimate ‖T (t)f‖∞ ≤ Ct−N/2‖f‖1 implies the

existence of a bounded kernel kt(x, y) such that(
T (t)f

)
(x) =

∫
RN

kt(x, y)f(y) dy

and, moreover, supx,y∈RN kt(x, y) ≤ Ct−N/2. This kernel is positive by
Proposition 6.1.

In the following proposition we show the compactness of T (·) assuming
that the potential V tends to infinity as |x| → ∞.

Proposition 6.4. Assume that lim|x|→∞ V (x) = ∞. Then Dp is compactly
embedded in Lp(RN ) if 1 ≤ p < ∞ and in C0(RN ) if p = ∞. The spectrum
of (A,Dp) is independent of p ∈ [1,∞]. Moreover, T (t), t > 0, is compact in
Lp(RN ) for 1 < p < ∞ and in C0(RN ). T (t), t > 0, is compact in L1(RN )
if divF ≤ c2U .

Proof. Let F be a bounded set in Dp and assume that 1 ≤ p < ∞. By the
assumption, given ε > 0, we can find R > 0 such that∫

|x|>R
|f(x)|p dx ≤ ε

for every f ∈ F . At this point the compactness of F in Lp(RN ) easily
follows from the compactness of the embedding of W 2,p(BR) into Lp(BR).
A similar argument works for p = ∞. The p-independence of the spectrum
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is now a consequence of e.g. [3, Proposition 2.6]. Since T (·) is analytic, its
compactness is equivalent to the compactness of the embedding of Dp into
Lp(RN ), respectively C0(RN ). �

An analytic semigroup S(·) on a Banach space X with generator B has
maximal regularity of type Lq (1 < q < ∞) if for each f ∈ Lq([0, T ], X)
the function t �→ u(t) =

∫ t
0 S(t − s)f(s) ds belongs to W 1,q([0, T ], X) ∩

Lq([0, T ], D(B)). This means that the mild solution of the evolution equation

u′(t) = Bu(t) + f(t), t > 0, u(0) = 0,

is in fact a strong solution and has the best regularity one can expect. It
is known that this property does not depend on 1 < q < ∞ and T > 0. In
recent years this concept has thoroughly been studied and applied in various
directions, see e.g. [2], [16], [35], and the references therein. For our purposes
we only need the following facts. Let X = Lp(RN ) for some 1 < p < ∞.
Then the operator B has maximal regularity of type Lq if its imaginary
powers satisfy ‖(−B)is‖ ≤ Mea|s| for some a ∈ [0, π/2) and all s ∈ R thanks
to the Dore–Venni theorem, see e.g. [2, Theorem II.4.10.7]. If p = 2 and
B is maximal dissipative and invertible, then ‖(−B)is‖ ≤ Meπ|s|/2 by a
result due to Kato, [20, Theorem 5]. Hence, if p = 2 and B is regularly
dissipative, then ‖(−B)is‖ ≤ Mea|s| for a = π/2 − φ and some φ ∈ (0, π/2].
Moreover, if B generates a positive contraction semigroup on Lp(RN ), then
‖(−B)is‖ ≤ Mε exp((ε + π/2)|s|) for each ε > 0 and s ∈ R because of the
transference principle [9, Section 4], see [8, Theorem 5.8]. If we combine
these facts with the Riesz-Thorin interpolation theorem, Proposition 3.1,
Theorem 3.4, and Proposition 6.1, we obtain the following result. (See also
[5, Theorem 7.1].)

Proposition 6.5. A has maximal regularity of type Lq on Lp(RN ) for all
1 < p, q < ∞.

7. Generalized Ornstein–Uhlenbeck operators

In this section we investigate the operator

AΦ,Gu = ∆u −∇Φ · ∇u + G · ∇u

on Lp(RN , µ), 1 < p < ∞, where µ(dx) = e−Φdx. Under the following
assumptions on Φ : RN → [0,∞) and G : RN → RN we show that AΦ,G

with domain W 2,p(RN , µ) generates a positive analytic semigroup T (·) on
Lp(RN , µ) employing our previous results.

(A1) Φ ∈ C2(RN , R), G ∈ C1(RN , RN ), and
∫

RN e−Φ(x)dx < ∞.
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(A2) For each ε > 0 there is cε > 0 with

|div G| + |D2Φ| ≤ ε|∇Φ|2 + cε.

(A3) There is a constant w ∈ R such that G · ∇Φ − div G ≤ w.
(A3’) div G = G · ∇Φ.
(A4) There is a constant d > 0 such that |G| ≤ d(|∇Φ| + 1).

Below we will see that (A1) and (A3’) say that the finite measure µ(dx) is,
up to a multiplicative constant, the unique invariant measure of T (·). In
fact, (A3’) is only needed for this purpose. Moreover, (A2) with ε = 1 and
(A3) imply that

∇Φ · (−∇Φ + G) ≤ w + c1 =: w′;
i.e., Φ is a Liapunov function for the ODE corresponding to the shifted
vector field −∇Φ + G − w′. Lemma 7.3 also shows that (A3) implies the
dissipativity of AΦ,G − w

p . We can omit (A3) if the constant d in (A4) is
small enough, see Remark 7.5. The growth assumptions (A2) and (A4) allow
us to use Theorem 3.4 and to compute the domain. Notice that the above
hypotheses simplify considerably if G = 0, i.e., for the (symmetric) operator
AΦ := AΦ,0, see Corollary 7.8. It can be proved that the analyticity of the
semigroup fails in some cases where (A4) is not satisfied, see [26].

We need some properties of the weighted Sobolev spaces

W k,p(RN , µ) =
{

u ∈ W k,p
loc (RN ) : Dαu ∈ Lp(RN , µ) if |α| ≤ k

}
.

First of all, we observe that C∞
0 (RN ) is dense in W k,p(RN , µ). This can

be seen as in Lemma 2.5. In the following lemma we do not need the full
strength of hypothesis (H2) but only a weaker, one–sided estimate.

Lemma 7.1. Let 1 < p < ∞, assume that (A1) holds, and that

∆Φ + (p − 2)(1 + |∇Φ|2)−1 〈D2Φ∇Φ,∇Φ〉 ≤ ε |∇Φ|2 + cε

for some ε < 1. Then the map u �→ |∇Φ|u is bounded from W 1,p(RN , µ)
to Lp(RN , µ) and the map u �→ |∇Φ||∇u| is bounded from W 2,p(RN , µ) to
Lp(RN , µ). In particular, AΦ,G : W 2,p(RN , µ) → Lp(RN , µ) is bounded in
view of (A4).

Proof. Fix p ∈ (1,∞). Since C∞
0 (RN ) is dense in W 2,p(RN , µ), it suffices

to prove that
‖∇Φ u‖Lp

µ
≤ c(‖∇u‖Lp

µ
+ ‖u‖Lp

µ
)

for u ∈ C∞
0 (RN ) and some constant c > 0. Observe that there are two

constants a, b > 0 such that

|∇Φ|p ≤ a(1 + |∇Φ|2)
p
2
−1|∇Φ|2 + b,
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so that we only have to estimate
∫

RN (1 + |∇Φ|2) p
2
−1|∇Φ|2|u|pe−Φdx. An

integration by parts yields∫
RN

(1 + |∇Φ|2)
p
2
−1|∇Φ|2|u|pe−Φdx

= −
∫

RN

|u|p(1 + |∇Φ|2)
p
2
−1∇Φ · ∇(e−Φ) dx

=
∫

RN

|u|p(1 + |∇Φ|2)
p
2
−1∆Φ µ(dx)

+ (p − 2)
∫

RN

|u|p(1 + |∇Φ|2)
p
2
−2〈D2Φ∇Φ,∇Φ〉µ(dx)

+ p

∫
RN

u|u|p−2(1 + |∇Φ|2)
p
2
−1∇Φ · ∇u µ(dx)

≤ ε

∫
RN

(1 + |∇Φ|2)
p
2
−1|∇Φ|2|u|p µ(dx) + cε

∫
RN

(1 + |∇Φ|2)
p
2
−1|u|p µ(dx)

+ p

∫
RN

(1 + |∇Φ|2)
p
2
−1|∇Φ| |u|p−1|∇u|µ(dx).

Using the inequality (1 + t2)
p
2
−1 ≤ η(1 + t2)

p
2
−1t2 + c with η = 1−ε

2cε
and

Hölder’s inequality, we obtain

1 − ε

2

∫
RN

(1 + |∇Φ|2)
p
2
−1|∇Φ|2|u|pµ(dx)

≤ p
( ∫

RN

(1 + |∇Φ|2)p′( p
2
−1)|∇Φ|p′ |u|pµ(dx)

) 1
p′

×
( ∫

RN

|∇u|p µ(dx)
) 1

p + C

∫
RN

|u|p µ(dx)

(p′ is the conjugate of p). Now, since (1 + t2)p′( p
2
−1)tp

′ ≤ c1(1 + t2)
p
2
−1t2 +

c2 for certain constants c1, c2 > 0, the conclusion follows from Young’s
inequality. �

The following lemma can be proved supposing only the one–sided estimate

∆Φ + 2(p − 1)(1 + |∇Φ|2)−1 〈D2Φ∇Φ,∇Φ〉 ≤ ε|∇Φ|2 + cε

for some ε < 1. This can be done imitating the proof of Lemma 7.1. Since
we need hypothesis (A2) in the sequel, we prefer to assume it to shorten the
proof.

Lemma 7.2. Suppose that 1 < p < ∞ and that hypotheses (A1) and (A2)
hold. Then the map u �→ |∇Φ|2u is bounded from W 2,p(RN , µ) to Lp(RN , µ).
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Proof. We apply Lemma 7.1 to the (vector) function u∇Φ and we obtain

‖u|∇Φ|2‖Lp
µ
≤ C‖u∇Φ‖

W 1,p
µ

≤ C
(
‖u∇Φ‖Lp

µ
+ ‖uD2Φ‖Lp

µ
+ ‖∇u · ∇Φ‖Lp

µ

)
≤ C

(
‖u‖

W 2,p
µ

+ ε‖u|∇Φ|2‖Lp
µ

+ cε‖u‖Lp
µ

)
.

In the second inequality we have used Lemma 7.1 twice and (A2). Taking a
small ε, we establish the assertion. �
Lemma 7.3. Assume that (A1) and (A3) hold. For u ∈ C∞

0 (RN ) and
v ∈ W 1,1

loc (RN ) we have∫
RN

(AΦ,Gu)v µ(dx) = −
∫

RN

∇u · ∇v µ(dx) +
∫

RN

(G · ∇Φ − divG)uv µ(dx)

−
∫

RN

uG · ∇v µ(dx). (7.1)

In particular, AΦ,G− w
p (defined on C∞

0 (RN )) is dissipative in Lp(RN , µ) for
1 < p < ∞. Moreover, AΦ is symmetric in L2(RN , µ).

Proof. The first assertion is straightforward to check and implies the last
one. Let p ≥ 2. Take a real u ∈ C∞

0 (RN ) and set u∗ = u |u|p−2. Then
∇u∗ = (p − 1)|u|p−2 ∇u and therefore∫

RN

(AΦ,Gu)u∗ µ(dx) = −(p − 1)
∫

RN

|u|p−2‖∇u‖2 µ(dx) (7.2)

+
∫

RN

(G · ∇Φ − divG) |u|p µ(dx) − (p − 1)
∫

RN

u∗ G · ∇u µ(dx).

This equality and (A3) imply that

p

∫
RN

(AΦ,Gu)u∗ µ(dx) ≤ w ‖u‖p
p ,

as claimed. If p ∈ (1, 2), we replace |u| by (η + |u|2)1/2. By similar calcula-
tions and letting η → 0, one also obtains (7.2), and thus the dissipativity of
AΦ,G − w/p. �

We now come to the main result of this section. We say that a finite Borel
measure ν on RN is an invariant measure for a semigroup T (·) on Cb(RN ) if∫

RN

T (t)f ν(dx) =
∫

RN

f ν(dx) for f ∈ Cb(RN ), t ≥ 0. (7.3)

Theorem 7.4. Assume that assumptions (A1), (A2), (A3), and (A4) are
satisfied. Then the operator

AΦ,G = ∆ −∇Φ · ∇ + G · ∇
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with domain D(AΦ,G) = W 2,p(RN , µ) generates a positive analytic C0–
semigroup T (·) on Lp(RN , µ), 1 < p < ∞, such that ‖T (t)‖p ≤ etw/p, where
µ(dx) = e−Φ(x)dx. Further, µ is an invariant measure of T (·) if and only if
(A3′) holds in addition. Moreover, T (t) is symmetric if p = 2 and G = 0.
Finally, if |∇Φ(x)| → ∞ as |x| → ∞, then T (t), t > 0, is compact in
Lp(RN , µ) and the spectrum of AΦ,G is independent of p for 1 < p < ∞.

Proof. Fix p ∈ (1,∞). We make a change of variable in order to work
with an operator on Lp(RN , dx) instead of Lp(RN , µ). Namely we define the
isometry

J : Lp(RN , µ) → Lp(RN ), Ju = e
−Φ

p u.

A straightforward computation shows that

AΦ,Gu = J−1AJu for u ∈ C∞
0 (RN ),

where

Av = ∆v +
[(2

p
− 1

)
∇Φ + G

]
· ∇v − 1

p

[(
1 − 1

p

)
|∇Φ|2 − ∆Φ − G · ∇Φ

]
v.

We define F = (2
p − 1)∇Φ + G and

V =
1
p

[(
1 − 1

p

)
|∇Φ|2 − ∆Φ − G · ∇Φ

]
. (7.4)

We now want to show that A satisfies assumptions (H2)-(H5) for a suitable
function U . Taking ε′ = 1

2(1 − 1
p) in (A2) and using (A3), we see that

V ≥ 1
2p

(
1 − 1

p

)
|∇Φ|2 − 1

p
(cε′ + w). (7.5)

We set therefore U = c0 + 1
2p(1 − 1

p)|∇Φ|2 for a number c0 > 0 to be
determined below. Assumption (A2) implies that (H2) holds for every γ > 0.
Set c′ = c0 + 1

p(cε′ + w). Due to (A2) and (A4), there is a positive number
c1 ≥ 0 such that 0 < c0 ≤ U ≤ V + c′ ≤ c1U ; i.e., (H3) holds for V + c′. It
is clear that (H4) follows from (A4). It remains to choose c0 so that (H5) is
satisfied. Using (A2) with ε′′ = p−1

8p , we obtain

−div F = −div G −
(2
p
− 1

)
∆Φ ≤ ε′′

(
1 +

∣∣2
p
− 1

∣∣)|∇Φ|2 + cε′′

(
1 +

∣∣2
p
− 1

∣∣)
≤ 2ε′′|∇Φ|2 + 2cε′′ ≤

p

2
U

if c0 = 4cε′′
p . Theorem 3.4 (and Remark 3.5) thus shows that (A, W 2,p

U (RN ))
generates an analytic C0–semigroup S(·) on Lp(RN ) for 1 < p < ∞, which is
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positive and compact (if |∇Φ(x)| → ∞ as |x| → ∞) due to Propositions 6.1
and 6.4, respectively. As a result,

AΦ,G = J−1AJ

with domain D(AΦ,G) := {u ∈ Lp(RN , µ) : Ju ∈ W 2,p
U (RN )} generates a

positive analytic C0–semigroup on Lp(RN , µ), 1 < p < ∞, which is compact
if |∇Φ(x)| → ∞ as |x| → ∞. The independence of the spectrum of 1 < p <
∞ is a consequence of the compactness of T (·) as in Proposition 6.4.

Suppose that u ∈ D(AΦ,G). Then v := Ju ∈ W 2,p(RN ) and |∇Φ|2v ∈
Lp(RN ). Hence

e
−Φ

p Dju =
1
p
vDjΦ + Djv ∈ Lp(RN ),

since |∇Φ| ≤ 1+ |∇Φ|2. Moreover, from (A2) and Proposition 2.3 we deduce

e
−Φ

p Diju =
1
p
vDijΦ+Dijv+

1
p
DjvDiΦ+

1
p
DivDjΦ+

1
p2

vDiΦDjΦ ∈ Lp(RN );

i.e., u ∈ W 2,p(RN , µ). Conversely, take u ∈ W 2,p(RN , µ) and set v := Ju.
Then, by Lemma 7.1,

Djv = e
−Φ

p

(
− 1

p
uDjΦ + Dju

)
∈ Lp(RN ).

Lemma 7.2 further implies that |∇Φ|2v ∈ Lp(RN ). Using Lemma 7.1 and
(A2), we obtain

Dijv=e
−Φ

p
(
Diju−

1
p
uDijΦ+

1
p2

uDjΦDiΦ−1
p
DjuDiΦ−1

p
DiuDjΦ

)
∈Lp(RN ).

Thus u ∈ D(AΦ,G) and we have established D(AΦ,G) = W 2,p(RN , µ).
In particular, C∞

0 (RN ) is a core of AΦ,G. Therefore Lemma 7.3 yields
the asserted estimate and, if G = 0, the symmetry of T (t). Moreover, µ
is an invariant measure of T (·) if and only if

∫
RN AΦ,Gu dµ = 0 for each

u ∈ C∞
0 (RN ). This property is equivalent to (A3’) by (7.1). �

Remark 7.5. In the above proof we have used (A3) only to deduce (7.5) and
to obtain the asserted estimate. Therefore AΦ,G with domain W 2,p(RN , µ)
also generates a positive analytic C0–semigroup on Lp(RN , µ) if we assume
that (A1) and (A2) hold and that |G| ≤ d |∇Φ| + ĉ for some constants
0 < d < 1 − 1

p and ĉ > 0.

Remark 7.6. Observe that in the above theorem the domains of generators
AΦ,G become smaller if we increase p ∈ (1,∞). Thus the semigroups T (·)
generated by AΦ,G on Lp(RN , µ) and Lq(RN , µ) coincide on Lp(RN , µ) if
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p > q. As in Remark 2.7 one further sees that these semigroups also extend
the semigroup on Cb(RN ) constructed in [25, Section 4]. Corollary 4.7 in
[25] thus shows that the semigroups T (·) in Theorem 7.4 are irreducible and
have the strong Feller property, As a result, µ is the (up to a multiplicative
constant) unique invariant measure of T (·) if (A3’) holds due to [14, Theorem
4.2.1].

Remark 7.7. Observe that the change of variable used in the proof of
Theorem 7.4 and the resulting operator A and the auxiliary potential U
depend on p. Moreover, in the limiting cases p = 1,∞ hypotheses (H2)–(H5)
may fail. This is not only a technical problem, but some of the conclusions
of Theorem 7.4 can in fact be wrong for p = 1,∞. For example, T (·) is, in
general, not analytic and even the inclusion D(AΦ,G) ⊂ W 1,1(RN , µ) may
be false, see e.g. [24].

Corollary 7.8. Let Φ : RN → R be a C2 function satisfying
∫

RN e−Φ(x)dx <

∞. Assume that for each ε > 0 there is cε > 0 such that |D2Φ| ≤ ε|∇Φ|2+cε.
Then the operator AΦu = ∆u−∇Φ ·∇u with domain D(AΦ) = W 2,p(RN , µ)
generates an analytic semigroup in Lp(RN , µ) for 1 < p < ∞.

Corollary 7.8 improves Theorems 2.2 and 2.7 in [13]. These results require
condition (H2) for all γ > 0 for the potential V (with G = 0) defined in
(7.4) and additional growth assumptions on ∇Φ and D2Φ. See also [11] for
further developments in the case p = 2. Observe that if Φ(x) = ϕ(|x|) for
|x| ≥ r0 > 0 and G = 0, then (H2) says that |ϕ′′| ≤ ε|ϕ′|2 + Cε on [r0,∞).
This holds e.g. if ϕ(r) = rα, α > 0.

As a particular case of the Theorem 7.4, we consider the Ornstein–Uhlen-
beck operator

Lu(x) = Tr(QD2u(x)) + 〈Bx,∇u(x)〉, x ∈ RN , u ∈ C∞
0 (RN ),

where Q is a real, symmetric, positive definite N ×N–matrix and B is a real
N × N–matrix whose eigenvalues are contained in the open left half plane.
The Ornstein–Uhlenbeck semigroup is given by

(T (t)φ)(x) = (4π)−
N
2 (detQt)−

1
2

∫
RN

φ(etBx − y)e−
1
4
〈Q−1

t y,y〉dy,

x ∈ RN , t > 0, φ ∈ Cb(RN ), where Qt :=
∫ t
0 esBQesB∗

ds, t > 0. We know
from [27] that, by a change of variables, L is similar to the operator

AΦ,Gu = ∆u −∇Φ · ∇u + G · ∇u,



Lp–regularity for elliptic operators 1163

where Φ(x) :=
∑N

j=1

x2
j

4λj
and G(x) := B1x for x ∈ RN . Here B1 is a real

N × N–matrix satisfying

B1Dλ = −DλB∗
1 , (7.6)

where Dλ := diag(λ1, . . . , λN ) and λ1, . . . , λN > 0. Condition (7.6) implies
that div G = G · ∇Φ = 0. It is easy to see that Φ and G satisfy the
assumptions (A1), (A2), and (A4). Thus we obtain the following result,
which was proved in [27, Theorem 3.4] using completely different arguments.
We also refer to [21], where the case p = 2 was treated, and to [7], where
the symmetric case B1 = 0 was studied with RN replaced by an separable
Hilbert space.

Corollary 7.9. Suppose that Q is a real, symmetric, positive definite N×N -
matrix and that B is a real N×N -matrix with eigenvalues in the open left half
plane. Then the Ornstein-Uhlenbeck operator L with domain W 2,p(RN , µ),
where µ(dx) = e−Φ(x)dx, generates the Ornstein-Uhlenbeck semigroup T (·)
on Lp(RN , µ) for 1 < p < ∞. Moreover, µ is the invariant measure of T (·).
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