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Abstract. The aim of this paper is to study a particular aspect of the stability of Meissner’s
equation, which leads to some interesting questions about the invariance of the trace of
a product of matrices.
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1. Introduction

In 1918, Meissner [7] investigated the second-order linear differential equation

x ′′ + α(t)x = 0, (1)

where α is a T -periodic piecewise constant function defined as

α(t) = wi t ∈ ((i − 1)h, ih], i = 1, . . . , n,

where h = T/n and wi > 0 for all i. Solutions should be understood in the weak
sense, as solutions of the corresponding Volterra equation. In the case of two pieces
in α this equation has been studied in detail by Hochstadt [3], who also provides
some references about applications to one-dimensional crystal models.

Meissner’s equation is a special case of Hill’s equation, for which there exists
a well-known general theory (see for instance [6]). One of the basic properties of
this equation is that either all solutions are unbounded or all solutions are bounded.
In the first case, the equation is said to be unstable, while in the second case the
equation is said to be stable.

The main question we raise here is the following: Which permutations of the
pieces of α preserve the stability character of Meissner’s equation?
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Basically, the stability of a Hill’s equation depends on the discriminant, that is,
the trace of the monodromy matrix. The advantage of Meisner’s equation is that
it is integrable: the equation can be solved on each interval as a usual harmonic
oscillator, matching the solution at the endpoints by making x and x ′ continuous.
Then, it is very easy to verify that the monodromy matrix is

Φ = An An−1 · · · A1,

where Ai are the exponential matrices

e


 0 1

−wi 0


h

=
(

cos(wih) (1/wi) sin(wih)

−wi sin(wih) cos(wih)

)
. (2)

If the trace of a square matrix A is denoted by tr(A), it is known that equation
(1) is unstable if |tr(Φ)| > 2 and it is stable if |tr(Φ)| < 2. Therefore, our problem
is reduced to determining the set of permutations σ ∈ Sn which preserve the trace
of a product of matrices

tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(A1 A2 · · · An)

(for arbitrary matrices Ai).
In such a case we will say that the permutation is admissible. If a permutation

σ ∈ Sn is admissible, equation (1) has the same stability character as the equation

x ′′ + ασ(t)x = 0,

where

ασ(t) = wσ(i) t ∈ ((i − 1)h, ih], i = 1, . . . , n.

In this sense, a dynamical problem leads to a basic but non-trivial problem on
matrix algebra, which we are going to study below.

As a further remark, it is interesting to note that this question can be understood
as a stability problem for a periodically switched system. This topic has generated
a considerable number of recent papers (see [1], [8], [5], [9], [2] and their refer-
ences), mainly because its relationship with control theory in the following way:
let us consider

x ′′(t) +
n∑

i=1

wiui x(t) = 0,

where the admissible controls are periodic “step” functions of the form ui = 1 in
[(σi −1)h, σih] and ui = 0 outside. Then we look for the set of admissible controls
ui that conserve the stability character of (1).

2. The general problem

In this section we will give a characterization of the set of admissible permutations
we have defined in the above section. It is a well-known (see [4]) fact that tr(AB) =
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tr(BA) for all matrices A, B ∈ MN (R). This does not imply the equality of the
traces

tr(Aσ(1) Aσ(2) · · · Aσ(n))

for arbitrary matrices Ai ∈ MN (R) and arbitrary permutations σ ∈ Sn (n ≥ 3,

N ≥ 2). For example,
(

2 0
1 3

)(
1 −1
0 1

)(
1 −1
1 1

)
=

(
0 −4
3 1

)

and (
2 0
1 3

)(
1 −1
1 1

)(
1 −1
0 1

)
=

(
2 −4
4 −2

)
.

So, it is of interest to know for which permutations σ we can guarantee that

tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(A1 A2 · · · An)

for arbitrary matrices Ai ∈ MN (R).
We will only consider the case N = 2, since, if tr(Aσ(1) Aσ(2) · · · Aσ(n)) �=

tr(A1 A2 · · · An) for some permutation σ ∈ Sn and some matrices Ai ∈ M2(R),
then for all N > 2 we can take

Bi =
(

Ai 0
0 IN−2

)
, i = 1, . . . , n,

(where Ik denotes the identity matrix of order k for all k) and it is clear that

tr(Bσ(1)Bσ(2) · · · Bσ(n)) �= tr(B1 B2 · · · Bn).

Theorem 1. Let n ≥ 3 be fixed. Then σ ∈ Sn satisfy

tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(A1 A2 · · · An)

for arbitrary matrices Ai ∈ MN (R) if and only if

σ ∈ span{τ} = {Id, τ, τ2, . . . , τn−1},
where τ is the n-cycle τ =(1 2 3 · · · n ).

Proof. First of all, we note that the set

G = {σ ∈ Sn : tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(A1 A2 · · · An) for all Ai ∈ MN (R)}
is a subgroup of Sn . This follows from the fact that if σ1, σ2 ∈ G, then

tr(Aσ2(σ1(1)) Aσ2(σ1(2)) · · · Aσ2(σ1(n))) = tr(Aσ1(1) Aσ1(2) · · · Aσ1(n))

= tr(A1 A2 · · · An)
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for arbitrary matrices Ai ∈ MN (R) and that all elements of Sn are of finite order.
What we want to prove is that G = span{τ}, where τ(k) = k + 1 for all k < n and
τ(n) = 1.

It is clear that span{τ} is a subset of G since

tr(A1(A2 · · · An)) = tr((A2 · · · An)A1)

= tr(Aτ(1) Aτ(2) · · · Aτ(n))

for arbitrary matrices Ai ∈ MN (R).
On the other hand, let us assume that σ /∈ span{τ}. Let p = σ(1). Then

τn−p+1σ(1) = τn−p+1(p) = 1. Now, it is clear that τn−p+1σ �= Id since σ /∈
span{τ}. Let i0 be the least integer such that τn−p+1σ(i) �= i and let j0 =
τn−p+1σ(i0). Then j0 > i0 and τn−p+1σ is of the form

τn−p+1σ =
(

1

1

2

2

· · ·
· · ·

(i0 − 1)

(i0 − 1)

i0

j0

i0 + 1

τn−p+1σ(i0 + 1)

· · ·
· · ·

k

i0

· · ·
· · ·

n

τn−p+1σ(n)

)
.

Let A, B, C ∈ M2(R) be such that tr(ABC) �= tr(ACB) and set A1 = A,
Ai0 = B, A j0 = C, and Ak = IN for all k /∈ {1, i0, j0}. Then

tr(ACB) = tr(Aτn−p+1σ(1) Aτn−p+1σ(2) Aτn−p+1σ(3) · · · Aτn−p+1σ(n))

= tr(Aτp−1(τn−p+1σ(1)) Aτp−1(τn−p+1σ(2)) · · · Aτp−1(τn−p+1σ(n)))

= tr(Aσ(1) Aσ(2) · · · Aσ(n))

and

tr(A1 A2 A3 · · · An) = tr(ABC) �= tr(ACB) = tr(Aσ(1) Aσ(2) · · · Aσ(n))

so that σ /∈ G. ��

3. Main result

We have solved the problem of equality of the trace of a product for arbitrary
matrices but we have not solved the problem for the set of matrices which appear
in the study of the resonance of the Meissner’s equation. For instance, if x(t)
is solution of x′′ + α(t)x = 0 then x(−t) is solution of x′′ + α(−t)x = 0 and, in
consequence both equations have the same eigenvalues. Moreover, the monodromy
matrix of the second equation is

Ψ(T ) = A1 A2 · · · An ,

where Φ(T ) = An An−1 . . . A1 is the monodromy matrix of the original equation.
Hence

tr(A1 A2 A3 · · · An) = tr(An An−1 An−2 · · · A1)

for all matrices Ai of the form

Ai =
(

cos(wih) (1/wi) sin(wih)

−wi sin(wih) cos(wih)

)
, wi, h > 0 (3)
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This is not in contradiction with Theorem 1. It only claims that the set of permu-
tations which preserve the trace of a product of matrices of the form (3) is bigger
than span{τ}. In what follows, we will denote by N the set of all matrices of the
form (3) and by Dn the set

Dn = {σ ∈ Sn : tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(A1 A2 · · · An)

for arbitrary matrices Ai ∈ N }
It is clear that span{τ, ζ} is a subset of Dn , where τ is the n-cycle τ =(1 2 · · · n )

and ζ(k) = n − k + 1 for all k. Furthermore, if n ≤ 3 then span{τ, ζ} = Dn = Sn .
In what follows we will assume that n ≥ 4.

Now we can write the main result of this section, which is the following:

Theorem 2. Dn = span{τ, ζ}. Moreover, Dn is a group with the composition of
functions as operation, which is isomorphic to the diedral group of order n (and
this justifies our notation).

To prove this theorem, we will first prove the lemmas:

Lemma 3. span{τ, ζ} is isomorphic to the diedral group of order n.

Proof. It follows from the fact that τ is an n-cycle that it has order n. On the other
hand,

ζ2(k) = ζ(n − k + 1) = n − n + k − 1 + 1 = k

for all k, so that ζ is an element of order two. Hence we only need to prove that the
relation ζτ = τn−1ζ holds. Now, taking into consideration that

τn−1 = τ−1 =
(

1

n

2

1

3

2

· · ·
· · ·

n

n − 1

)
,

it is easy to check the relation

τn−1ζ =
(

1

n − 1

2

n − 2

3

n − 3

· · ·
· · ·

n

n

)
= ζτ .

��
Lemma 4. Let us denote by A and B the matrices

A =
(

cos(π/n) sin(π/n)

− sin(π/n) cos(π/n)

)
; B =

(
0 2/n
−n/2 0

)

where n is supposed to be an integer n ≥ 4, and let p, q ∈ {1, . . . , n − 3} be such
that p + q = n − 2. Then

tr(An−2B2) �= tr(ApBAqB)
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Proof. To compute these traces we will take in consideration the relations B2 = −I
and

Ak =
(

cos(kπ/n) sin(kπ/n)

− sin(kπ/n) cos(kπ/n)

)

for all integer k. Hence

tr(An−2B2) = −tr(An−2) = −2 cos((n − 2)π/n)

= −2 cos(pπ/n) cos(qπ/n) + 2 sin(pπ/n) sin(qπ/n)

and

tr(ApBAqB) = −2 cos (pπ/n) cos (qπ/n)+ (n2/4 + 4/n2) sin (pπ/n) sin (qπ/n).

Now it is clear that these two traces are different because sin(pπ/n) sin(qπ/n)

�= 0, since p, q �= •
n, and the unique integer solution of n2/4 + 4/n2 − 2 = 0 is

n = 2 (but we have set n ≥ 4). ��
Proof of the main result. We only need to prove that Dn is a subset of span{τ, ζ}.
To do this, it will be enough to prove that for all σ ∈ Sn \ span{τ, ζ} there are
matrices Ai ∈ N , i = 1, . . . , n such that

tr(Aσ(1) Aσ(2) · · · Aσ(n)) �= tr(A1 A2 · · · An).

There is no loss of generality in assuming that σ(1) = 1, since we can com-
pose with arbitrary elements of span{τ} without perturbing the trace tr(Aσ(1) Aσ(2)

· · · Aσ(n)).
Let k = max{i : σ(i) < i}. It is clear that k > 2 and that σ|{k+1,... ,n} =

1|{k+1,... ,n}. We make the following cases:

Case 1. k < n. Then there exists some t ∈ {2, . . . , k − 1} such that σ(t) = k and
taking

Ai =
{

B i ∈ {k, k + 1}
A otherwise

we have that

Aσ(i) =
{

B i ∈ {t, k + 1}
A otherwise

where A, B are defined in Lemma 4. Hence

tr(A1 A2 · · · An) = tr(Ak−1B2An−k−1) = tr(An−2B2)

and

tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(At−1BAk−t+1BAn−2−k) = tr(ApBAqB)

where p + q = n − 2, p = n + t − k − 3, and q = k − t + 1. It follows from
Lemma 4 that these two traces are different.
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Case 2. k = n. Then there exists some t ∈ {2, . . . , n − 1} such that σ(t) = n. If
t = 2, then

tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(A1 An Aσ(2) · · · Aσ(n))

= tr(Aσ(n) · · · Aσ(2) An A1)

= tr(A1 Aσ(n) · · · Aσ(2) An)

= tr(Aθ(1) Aθ(2) · · · Aθ(n))

for a certain θ ∈ Sn \ span{τ, ζ} which is in the first case. If t > 2, taking

Ai =
{

B i ∈ {1, n}
A otherwise

we have that

Aσ(i) =
{

B i ∈ {1, t}
A otherwise

.

Hence

tr(A1 A2 · · · An) = tr(BAn−2B) = tr(An−2B2),

and

tr(Aσ(1) Aσ(2) · · · Aσ(n)) = tr(BApBAq) = tr(ApBAqB),

for certain integers p, q such that p + q = n − 2. Hence we may use Lemma 4 in
this case to prove that the traces are different. ��

Once we have proved this result, a natural question arises: it has been proved that
permutations not belonging to span{τ, ζ} change the discriminant, but the stability
of Meissner’s equation can still be conserved if this trace remains belonging to the
adequate interval. We try to answer this question with the following theorem and
corollary:

Theorem 5. Let us assume that max{p, q} ≥ 2 and let n = p + q + 2. Then there
are matrices C, D ∈N such that∣∣tr(Cn−2D2)

∣∣ < 2 < tr(CpDCqD)

Proof. Take C =
(

cos(π/n2) sin(π/n2)

− sin(π/n2) cos(π/n2)

)
and D =

(
0 2/n2

−n2/2 0

)
. Then

it is easy to check that (where we need to use that max{pπ/n2, qπ/n2} ≤ π
4 , that

is: n2 ≥ 4 max{p, q}, which obviously follows from the relation p + q = n − 2),

tr(CpDCqD) = (
n4/4+4/n4) sin(pπ/n2) sin(qπ/n2)−2 cos(pπ/n2) cos(qπ/n2)

≥ (
n4/4 + 4/n4) sin(pπ/n2) sin(qπ/n2) − 2

≥ (
n4/4 + 4/n4) 8pq/n4 − 2

= 2(pq − 1) + 32pq/n8 > 2 (since pq − 1 ≥ 1).

On the other hand,
∣∣tr(Cn−2D2)

∣∣ < 2 is trivial. ��
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Corollary 6. For all σ ∈ Sn \ span{τ, ζ} there exists a Meissner’s equation x′′ +
αx = 0, such that

|tr(�α(T ))| < 2 <
∣∣tr(�ασ

(T ))
∣∣ ,

where T is the period of α.

Proof. We have shown that for all σ ∈ Sn \ span{τ, ζ} there exists a Meissner’s
equation x′′ + αx = 0, where α is a piecewise constant periodic function which
only takes two values {w1, w2} and such that

tr(�α(T )) = tr(Xn−2Y2), and tr(�ασ
(T )) = tr(XpYXqY)

(for certain integers p, q with p + q = n − 2 which depend of σ), where

X =
(

cos(w1T/n) (1/w1) sin(w1T/n)

−w1 sin(w1T/n) cos(w1T/n)

)
,

Y =
(

cos(w2T/n) (1/w2) sin(w2T/n)

−w2 sin(w2T/n) cos(w2T/n)

)
,

T is the period of α and n is the number of pieces used in the definition of α.
If max{p, q} > 1, then we can take w1 = 1, w2 = n2/2 and T = π/n,

so that X = C and Y = D in the proof of Theorem 5, and |tr(�α(T ))| < 2 <∣∣tr(�ασ
(T ))

∣∣.
If p = q = 1 then n = 4 and we need to choose the matrices X, Y ∈ N in

order to satisfy

∣∣tr(X2Y2)
∣∣ < 2 < |tr(XYXY)|

We set

X =
(

cos((2 + 1/4)π) 1
2+1/4 sin((2 + 1/4)π)

−(2 + 1/4) sin((2 + 1/4)π) cos((2 + 1/4)π)

)

=
(√

2/2 2
√

2/9
−9

√
2/8

√
2/2

)

Y =
(

cos(π/2) 2 sin(π/2)

−(1/2) sin(π/2) cos(π/2)

)
=

(
0 2
−1/2 0

)
,

and now it is easy to check that tr(XYXY) = 9. 1497 > 2 and tr(X2Y2) = 0 < 2.
��
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