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#### Abstract

In this paper, we are concerned with existence, qualitative properties, and uniform Gaussian estimates of the global fundamental solutions of a family of heat operators on Carnot groups. As a byproduct, we obtain existence and uniqueness theorems of Thychonov type for the Cauchy problem. Our effort here is also to provide simple and direct proofs relying on few basic tools such as invariant Harnack inequalities and maximum principles. In our study, we thoroughly exploit some structural properties of Carnot groups pointed out in the previous paper [4].


## 1. Introduction

Let $\mathbb{G}=\left(\mathbb{R}^{N}, \circ\right)$ be a Carnot group and denote by

$$
\Delta_{\mathbb{G}}=\sum_{j=1}^{m} X_{j}^{2}
$$

its canonical sub-Laplacian. Given a positive definite symmetric matrix $A=\left(a_{i, j}\right)_{i, j \leq m}$, let us consider the following heat-type operator on $\mathbb{R}^{N+1}$

$$
\begin{equation*}
\mathcal{H}_{A}=\mathcal{L}_{A}-\partial_{t}=\sum_{i, j=1}^{m} a_{i, j} X_{i} X_{j}-\partial_{t} \tag{1.1}
\end{equation*}
$$

For a fixed $\Lambda \geq 1$, we denote by $\mathcal{M}_{\Lambda}$ the set of the symmetric $m \times m$ matrices $A$ such that

$$
\Lambda^{-1}|\xi|^{2} \leq\langle A \xi, \xi\rangle \leq \Lambda|\xi|^{2}, \quad \forall \xi \in \mathbb{R}^{m}
$$

In this paper, we are concerned with existence, qualitative properties and uniform Gaussian estimates of the global fundamental solutions $\Gamma_{A}$ for $\mathcal{H}_{A}$, with $A \in \mathcal{M}_{\Lambda}$. We also deal with existence and uniqueness theorems for Cauchy problems related to $\mathcal{H}_{A}$. Our main results are summarized in Theorem 2.1 and Theorem 2.5 of Section 2. We would like to stress that Theorem

[^0]2.1 contains several results, some of which are somehow already present in literature. We provide complete and elementary proofs of all the results, in order to make the paper self-contained and easier to read. Theorem 2.5 deals with uniform Gaussian estimates for $\Gamma_{A}$ and $\Gamma_{A}-\Gamma_{B}$ with $A, B \in \mathcal{M}_{\Lambda}$. Gaussian but not uniform estimates, for heat kernels $\Gamma$ on Lie groups were proved by Varopoulos, Saloff-Coste and Coulhon [23], via semigroup theory, by Jerison and Sànchez-Calle [13], via Gevrey regularity methods, and by Kusuoka and Stroock [15, 16], via probabilistic techniques. Uniform but not Gaussian estimates, for families of Hörmander operators generalizing (1.1), were proved by Rothschild and Stein [21] and by Bramanti and Brandolini [6] via a technique relying on the subelliptic estimates of Kohn [14].

In this paper, the approach we follow is completely different from the ones quoted above. We start by presenting a direct and simple proof of non-uniform Gaussian estimates of $\Gamma_{A}$ from above, which only relies on the maximum principle and the use of barrier functions of exponential type (see Theorem 5.1). Although these estimates have already appeared in the past, we emphasize that our techniques do not make any use of semigroup theory, Gevrey classes or probability arguments which were heavily employed in previous works, see e.g. [13, 15, 16, 23]. The non-uniform estimates from below and the estimates of the derivatives of $\Gamma_{A}$ are readily derived, as usual, from the invariant Harnack inequality for $\mathcal{H}_{A}$. We also give a direct proof of this inequality. Our estimates, in particular, obviously hold for $\Gamma_{\mathbb{G}}$, the fundamental solution for the canonical heat operator

$$
\mathcal{H}_{\mathbb{G}}=\Delta_{\mathbb{G}}-\partial_{t} .
$$

To obtain uniform estimates for $\Gamma_{A}$ and $\Gamma_{A}-\Gamma_{B}$, we follow the naïve idea to look for a diffeomorphism $T_{A}: \mathbb{R}^{N} \rightarrow \mathbb{R}^{N}$ such that

$$
\Gamma_{A}(x, t)=J_{A}(x) \Gamma_{\mathbb{G}}\left(T_{A}(x), t\right), \quad \forall x \in \mathbb{R}^{N}, \forall t \in \mathbb{R}
$$

where $J_{A}$ is the Jacobian determinant of $T_{A}$. Such a diffeomorphism does exist if $\mathbb{G}$ is a free group but may not exist otherwise, as it has been recently proved in [4]. That paper also contains the following result: every Carnot group $\mathbb{G}$ can be lifted in the sense of Rothschild-Stein, to a free Carnot group $\widetilde{\mathbb{G}}$ in such a way that $\mathcal{L}_{A}$ and $\Gamma_{\mathbb{G}}$ are lifted to $\widetilde{\mathcal{L}}_{A}$ and $\Gamma_{\widetilde{G}}$, respectively. By using these two results and the above mentioned Gaussian bounds for $\Gamma_{\widetilde{\mathbb{G}}}$, we are able to obtain our uniform Gaussian estimates for $\Gamma_{A}$ and $\Gamma_{A}-\Gamma_{B}$ (see Theorem 7.10 and Theorem 7.12).

These estimates will be crucial tools in a forthcoming paper, in which we shall construct the fundamental solution of the non-divergence form operator
with "variable" coefficients

$$
\begin{equation*}
\sum_{i, j=1}^{m} a_{i, j}(x, t) X_{i} X_{j}-\partial_{t} . \tag{1.2}
\end{equation*}
$$

Such a construction, based on the Levi's parametrix method, is one of the main motivation for the present paper. We would like to stress that operators like (1.2) are linearizations of fully non-linear operators that naturally arise in studying motion of surfaces by Levi-curvature (see [22, 19]).

The present paper is organized as follows. In Section 2, we first recall some basic definitions on Carnot groups. Then, we summarize our results in Theorems 2.1-2.5. Section 3 is devoted to a direct analytic construction of the fundamental solutions for $\mathcal{H}_{A}$ and $\mathcal{L}_{A}$ previously found in [8, 9, 23]. In Section 4, we give a new proof of the well known invariant Harnack inequality for non-negative solutions to $\mathcal{H}_{A} u=0$. Our proof only relies on a weak Harnack inequality of Bony [5], on a general result of abstract potential theory concerning with the support of the harmonic measures and, finally, on the homogeneity of $\mathcal{H}_{A}$ with respect to a group of dilations. The Gaussian non-uniform estimates of $\Gamma_{A}$ are proved in Section 5 and are used in Section 6 to show the solvability of the Cauchy problem for $\mathcal{H}_{A}$ and uniqueness results of Thychonov-type. Section 7 is devoted to the proof of the uniform Gaussian estimates for $\Gamma_{A}, \gamma_{A}, \Gamma_{A}-\Gamma_{B}$ and $\gamma_{A}-\gamma_{B}$. Finally, in the Appendix we recall many basic properties that will be used throughout the paper.

## 2. Main ReSults

We start by giving the definition of a Carnot group. Our definition, which is the most convenient for our purposes, may seem slightly different from the one usually given in literature. As a matter of fact, as we observe below, the two definitions are equivalent.

Let $\circ$ be an assigned Lie group law on $\mathbb{R}^{N}$. Suppose $\mathbb{R}^{N}$ is endowed with a homogeneous structure by a given family of Lie group automorphisms $\left\{\delta_{\lambda}\right\}_{\lambda>0}$ (called dilations) of the form

$$
\begin{equation*}
\delta_{\lambda}(x)=\delta_{\lambda}\left(x^{(1)}, x^{(2)}, \ldots, x^{(r)}\right)=\left(\lambda x^{(1)}, \lambda^{2} x^{(2)}, \ldots, \lambda^{r} x^{(r)}\right) \tag{2.1}
\end{equation*}
$$

Here $x^{(i)} \in \mathbb{R}^{N_{i}}$ for $i=1, \ldots, r$ and $N_{1}+\cdots+N_{r}=N$. We denote by $\mathfrak{g}$ the Lie algebra of ( $\mathbb{R}^{N}, \circ$ ), i.e., the Lie algebra of left-invariant vector fields on $\mathbb{R}^{N}$. For $i=1, \ldots, N_{1}$, let $X_{i}$ be the (unique) vector field in $\mathfrak{g}$ that agrees at the origin with $\partial / \partial x_{i}$. We make the following assumption: the Lie algebra generated by $X_{1}, \ldots, X_{N_{1}}$ is the whole $\mathfrak{g}$. With the above hypotheses, we call $\mathbb{G}=\left(\mathbb{R}^{N}, \circ, \delta_{\lambda}\right)$ a homogeneous Carnot group. We also say that $\mathbb{G}$ is of
step $r$ and has $m:=N_{1}$ generators. The canonical sub-Laplacian on $\mathbb{G}$ is the second order differential operator

$$
\Delta_{\mathbb{G}}=\sum_{i=1}^{m} X_{i}^{2} .
$$

If $Y_{1}, \ldots, Y_{m}$ is any basis for span $\left\{X_{1}, \ldots, X_{m}\right\}$, the second order differential operator

$$
\mathcal{L}=\sum_{i=1}^{m} Y_{i}^{2}
$$

will be called a sub-Laplacian on $\mathbb{G}$. In literature (see e.g. [8], [21], [23], [12]) a Carnot group (or stratified group) $\mathbb{H}$ is defined as a connected and simply connected Lie group whose Lie algebra $\mathfrak{h}$ admits a stratification $\mathfrak{h}=$ $V_{1} \oplus \cdots \oplus V_{r}$ with $\left[V_{1}, V_{i}\right]=V_{i+1},\left[V_{1}, V_{r}\right]=\{0\}$. It is not difficult to recognize that any homogeneous Carnot group is a Carnot group according to the classical definition. On the other hand, up to isomorphism, the opposite implication is also true (see e.g. [4]).

We next give a list of known results about homogeneous Carnot groups. Since $X_{1}, \ldots, X_{m}$ generate the whole $\mathfrak{g}$, which has rank $N$ at any point, any sub-Laplacian $\mathcal{L}$ satisfies Hörmander's hypoellipticity condition. Moreover, the vector fields $X_{1}, \ldots, X_{m}$ are homogeneous of degree 1 w.r.t. $\delta_{\lambda}$ and $X_{j}^{*}$ (the adjoint operator of $X_{j}$ ) is $-X_{j}$. In particular, $\mathcal{L}$ is a self-adjoint operator in divergence form

$$
\begin{equation*}
\mathcal{L}=\operatorname{div}\left(M_{\mathcal{L}}(x) \nabla\right) \tag{2.2}
\end{equation*}
$$

$M_{\mathcal{L}}(x)$ being a suitable nonnegative-definite symmetric matrix. We denote by $Q=\sum_{j=1}^{r} j N_{j}$ the homogeneous dimension of $\mathbb{G}$. Then meas $\left(\delta_{\lambda}(E)\right)=$ $\lambda^{Q}$ meas $(E)$ for any measurable set $E$. Here meas $(\cdot)$ denotes the Lebesgue measure on $\mathbb{R}^{N}$. This measure is invariant w.r.t. the left and right translations on $\mathbb{G}$. If $Q \leq 3$, then $\mathbb{G}$ is the ordinary Euclidean group $\left(\mathbb{R}^{Q},+\right)$ and $\Delta_{\mathbb{G}}$ is the classical Laplace operator. Hence, throughout the paper, we shall always assume $Q \geq 4$. In Section 3, we shall prove that there exists a homogeneous norm $d_{\mathcal{L}}$ on $\mathbb{G}$ such that

$$
\begin{equation*}
\gamma(x, y)=\left(d_{\mathcal{L}}\left(y^{-1} \circ x\right)\right)^{2-Q} \tag{2.3}
\end{equation*}
$$

is a fundamental solution for $\mathcal{L}$ (see also [8] and [10]). We recall that a homogeneous norm on $\mathbb{G}$ is a continuous function $d: \mathbb{R}^{N} \rightarrow[0, \infty)$, smooth away from the origin, such that $d\left(\delta_{\lambda}(x)\right)=\lambda d(x), d\left(x^{-1}\right)=d(x)$, and $d(x)=0$ iff $x=0$. Hereafter, we also denote $d\left(y^{-1} \circ x\right)$ by $d(x, y)$. The following quasi-triangle inequality holds

$$
d_{\mathcal{L}}(x, y) \leq \beta_{\mathcal{L}}\left(d_{\mathcal{L}}(x, z)+d_{\mathcal{L}}(z, y)\right),
$$

for a suitable constant $\beta_{\mathcal{L}}$. We finally introduce the heat operator $\mathcal{H}$, related to the sub-Laplacian $\mathcal{L}$, on $\mathbb{G} \times \mathbb{R} \equiv \mathbb{R}^{N+1}$ :

$$
\mathcal{H}=\mathcal{L}-\partial_{t} .
$$

Here we denote by $z=(x, t)$ the point of $\mathbb{R}^{N+1}(x \in \mathbb{G}, t \in \mathbb{R})$. The operator $\mathcal{H}$ is hypoelliptic by Hörmander Theorem. When $\mathcal{L}=\Delta_{\mathbb{G}}$, we shall denote by $\mathcal{H}_{\mathbb{G}}=\Delta_{\mathbb{G}}-\partial_{t}$ the canonical heat operator on $\mathbb{G} \times \mathbb{R}$ and by $d_{\mathbb{G}}$ the related homogeneous norm $d_{\Delta_{G}}$.

We next give a survey of our main results. In what follows, $\mathbb{G}$ will be a fixed homogeneous Carnot group.

The following theorem collects several results that will be proved in Sections 3 and 6.

Theorem 2.1. There exists a smooth function $\Gamma$ on $\mathbb{R}^{N+1} \backslash\{0\}$ such that the fundamental solution for $\mathcal{H}$ is given by $\Gamma(x, t ; \xi, \tau):=\Gamma\left(\xi^{-1} \circ x, t-\tau\right)$. $\Gamma$ has the properties listed below.
(i) $\Gamma(x, t) \geq 0$ and $\Gamma(x, t)=0$ iff $t \leq 0$; moreover $\Gamma(x, t)=\Gamma\left(x^{-1}, t\right)$.
(ii) $\Gamma\left(\delta_{\lambda}(x), \lambda^{2} t\right)=\lambda^{-Q} \Gamma(x, t)$; in particular $\Gamma$ vanishes at infinity.
(iii) For every $\zeta \in \mathbb{R}^{N+1}, \Gamma(\cdot ; \zeta)$ is locally integrable and $\mathcal{H} \Gamma(\cdot, \zeta)=-\delta_{\zeta}$ (the Dirac measure supported at $\{\zeta\}$ ).
(iv) For every test function $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ and $\zeta \in \mathbb{R}^{N+1}$, the following identities hold:

$$
\mathcal{H}\left(\int_{\mathbb{R}^{N+1}} \Gamma(\cdot ; \zeta) \varphi(\zeta) \mathrm{d} \zeta\right)=\int_{\mathbb{R}^{N+1}} \Gamma(\cdot ; \zeta) \mathcal{H} \varphi(\zeta) \mathrm{d} \zeta=-\varphi .
$$

(v) $\Gamma^{*}(z ; \zeta)=\Gamma(\zeta ; z)$ is the fundamental solution for the adjoint operator $\mathcal{H}^{*}=\mathcal{L}+\partial_{t}$ and it satisfies the dual statements of (iii) and (iv).
(vi) For every $t>0, \int_{\mathbb{R}^{N}} \Gamma(x, t) \mathrm{d} x=1$.
(vii) Suppose $f$ is a continuous function in $\mathbb{R}^{N}$ satisfying the exponential growth condition in Corollary 6.2. Then, there exists $\delta>0$ such that the function $u(x, t):=\int_{\mathbb{R}^{N}} \Gamma\left(\xi^{-1} \circ x, t\right) f(\xi) \mathrm{d} \xi$ is well posed for $0<t<\delta$ and is a solution to the Cauchy problem

$$
\mathcal{H} u=0 \text { in } \mathbb{R}^{N} \times(0, \delta), \quad u(\cdot, 0)=f
$$

(viii) Suppose $u$ is a classical solution to the Cauchy problem

$$
\begin{equation*}
\mathcal{H} u=0 \text { in } \mathbb{R}^{N} \times(0, r), \quad u(\cdot, 0)=0, \tag{2.4}
\end{equation*}
$$

and assume that either $u$ is non-negative or there exists $\mu>0$ such that

$$
\begin{equation*}
\int_{0}^{r} \int_{\mathbb{R}^{N}} \exp \left(-\mu d_{\mathcal{L}}^{2}(x)\right)|u(x, t)| \mathrm{d} x \mathrm{~d} t<\infty \tag{2.5}
\end{equation*}
$$

Then $u$ vanishes identically.
(ix) For every $x \in \mathbb{R}^{N}, t>0$ and $\tau>0$, the following reproduction property holds

$$
\Gamma(x, t+\tau)=\int_{\mathbb{R}^{N}} \Gamma\left(\xi^{-1} \circ x, t\right) \Gamma(\xi, \tau) \mathrm{d} \xi
$$

As a consequence, we obtain in a very natural and simple way the existence of the fundamental solution $\gamma$ for $\mathcal{L}$, and we prove that $\gamma$ is the power of a suitable homogeneous norm. The latter result was first proved by Gallardo [10] via probabilistic techniques. The following theorem will be proved in Section 3.

Theorem 2.2. Setting

$$
\gamma(x):=\int_{0}^{\infty} \Gamma(x, t) \mathrm{d} t, \quad x \in \mathbb{R}^{N}
$$

then $\gamma(x, \xi):=\gamma\left(\xi^{-1} \circ x\right)$ is the fundamental solution for $\mathcal{L}$. Moreover, there exists a homogeneous norm $d_{\mathcal{L}}$ on $\mathbb{G}$ such that $\gamma=d_{\mathcal{L}}^{2-Q}$.

In Section 5, we prove Gaussian estimates for $\Gamma$ and its derivatives. The estimate from above is obtained by a direct proof based on a comparison argument. The estimate from below is derived from the Harnack inequality for the $\mathcal{L}$-caloric functions. For this purpose, in Section 4 such Harnack inequality is proved by using some basic properties of the harmonic sheaf related to $\mathcal{H}$ and few general results of abstract Potential Theory.

Our main goal in the paper is to prove that the mentioned Gaussian estimates are uniform in the class of the sub-Laplacians

$$
\mathcal{L}_{A}=\sum_{i, j=1}^{m} a_{i, j} X_{i} X_{j}, \quad A=\left(a_{i, j}\right)_{i, j} \in \mathcal{M}_{\Lambda},
$$

where $\mathcal{M}_{\Lambda}$ is the set of $m \times m$ symmetric matrices $A$ such that $\Lambda^{-1}|\xi|^{2} \leq$ $\langle A \xi, \xi\rangle \leq \Lambda|\xi|^{2}$ ( $\Lambda \geq 1$ being a fixed constant). A natural question is to ask whether the operators $\mathcal{L}_{A}$ 's are all diffeomorphic to the canonical operator $\Delta_{\mathbb{G}}$. This is the case if $\mathbb{G}$ is a free Carnot group, i.e., if the Lie algebra of $\mathbb{G}$ is isomorphic to $\mathfrak{f}_{m, r}$ for some $m$ and $r$ ( $\mathfrak{f}_{m, r}$ denotes the free nilpotent Lie algebra of step $r$ and $m$ generators).

Theorem A. Suppose $\mathbb{G}$ is a free homogeneous Carnot group and let $A$ be a given positive-definite symmetric matrix. Then, there exists a Lie group automorphism $T_{A}$ of $\mathbb{G}$ such that

$$
\begin{align*}
\left(\sum_{j=1}^{m}\left(A^{1 / 2}\right)_{i, j} X_{j}\right)\left(u \circ T_{A}\right) & =\left(X_{i} u\right) \circ T_{A}, \quad i=1, \ldots, m,  \tag{2.6}\\
\mathcal{L}_{A}\left(u \circ T_{A}\right) & =\left(\Delta_{\mathbb{G}} u\right) \circ T_{A}, \tag{2.7}
\end{align*}
$$

for every smooth function $u: \mathbb{G} \rightarrow \mathbb{R}$. Moreover, $T_{A}$ has polynomial component functions (but in general it is not a linear map) and it commutes with the dilations of $\mathbb{G}$.

This theorem has been recently proved in [4]. In that paper it is also shown that in Theorem A the hypothesis $\mathbb{G}$ free cannot be removed. In [4] the following estimates of $T_{A}$ are also given.

Theorem B. Under the hypotheses and with the notation of the above theorem, we set $J_{A}(x)=\left|\operatorname{det} \mathcal{J}_{T_{A}}(x)\right|$, for $x \in \mathbb{G}$. Then, $J_{A}$ turns out to be constant in $x$. Moreover, there exists a positive constant $\mathbf{c}_{\Lambda}$ only depending on $\Lambda$ and on the structure of $\mathbb{G}$ such that

$$
\begin{gather*}
\left(\mathbf{c}_{\Lambda}\right)^{-1} \leq J_{A} \leq \mathbf{c}_{\Lambda},  \tag{2.8}\\
\left|J_{A_{1}}-J_{A_{2}}\right| \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|,  \tag{2.9}\\
\left(\mathbf{c}_{\Lambda}\right)^{-1} d_{\mathbb{G}}(x) \leq d_{\mathbb{G}}\left(T_{A}(x)\right) \leq \mathbf{c}_{\Lambda} d_{\mathbb{G}}(x),  \tag{2.10}\\
d_{\mathbb{G}}\left(T_{A_{1}}(x), T_{A_{2}}(x)\right) \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|^{1 / r} d_{\mathbb{G}}(x),  \tag{2.11}\\
\left\|A^{-1 / 2}\right\| \leq \mathbf{c}_{\Lambda}, \quad\left\|A_{1}^{1 / 2}-A_{2}^{1 / 2}\right\| \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|, \tag{2.12}
\end{gather*}
$$

for every $A, A_{1}, A_{2} \in \mathcal{M}_{\Lambda}$ and $x \in \mathbb{G}$. Here, $\|A\|$ denotes the matrix norm $\max _{|\xi|=1}|A \xi|$ and $\mathcal{J}_{T_{A}}$ the Jacobian matrix of $T_{A}$. We also recall that $r$ is the step of nilpotence of $\mathbb{G}$ and $d_{\mathbb{G}}$ is defined by (2.3) when $\mathcal{L}=\Delta_{\mathbb{G}}$.

Theorem A allows us to obtain the fundamental solution $\Gamma_{A}$ for $\mathcal{H}_{A}=$ $\mathcal{L}_{A}-\partial_{t}$ and $\gamma_{A}$ for $\mathcal{L}_{A}$, as the composition of $T_{A}$ with the fundamental solution $\Gamma_{\mathbb{G}}$ for $\mathcal{H}_{\mathbb{G}}$ and $\gamma_{\mathbb{G}}$ for $\Delta_{\mathbb{G}}$, respectively.

Theorem 2.3. Suppose $\mathbb{G}$ is a free homogeneous Carnot group. For every $A \in \mathcal{M}_{\Lambda}$, we have
$\Gamma_{A}(x, t)=J_{A} \Gamma_{\mathbb{G}}\left(T_{A}(x), t\right), \quad \gamma_{A}(x)=J_{A} \gamma_{\mathbb{G}}\left(T_{A}(x)\right), \quad \forall x \in \mathbb{R}^{N}, t \in \mathbb{R}$.
By means of these results, we are able to obtain the desired uniform estimates in the free case. In order to handle the case of an arbitrary Carnot group $\mathbb{G}$, our main tool is the lifting of $\mathbb{G}$ to a free group $\widetilde{\mathbb{G}}$, by using the following result also proved in [4].

Theorem C. Let $\mathbb{G}$ be a homogeneous Carnot group on $\mathbb{R}^{N}$. Then, there exists a free homogeneous Carnot group $\widetilde{\mathbb{G}}$ on $\mathbb{R}^{H}$ (with $H \geq N$ ) such that, denoting by $\pi: \mathbb{R}^{H} \rightarrow \mathbb{R}^{N}$ the projection on the first $N$ coordinates (up to a permutation of the coordinates of $\mathbb{R}^{H}$ ), we have

$$
\widetilde{X}_{i}(u \circ \pi)=\left(X_{i} u\right) \circ \pi, \quad \forall u \in C^{\infty}\left(\mathbb{R}^{N}\right),
$$

where $\sum_{i=1}^{m} X_{i}^{2}$ and $\sum_{i=1}^{m} \widetilde{X}_{i}^{2}$ are the canonical sub-Laplacians $\Delta_{\mathbb{G}}$ and $\Delta_{\widetilde{G}}$, respectively. Moreover $\pi: \widetilde{\mathbb{G}} \rightarrow \mathbb{G}$ is a Lie group morphism.

We refer to Theorem 8.3 in the Appendix for a more detailed statement. As a consequence, the following relation holds between the fundamental solutions $\Gamma_{A}$ and $\widetilde{\Gamma}_{A}$ for the heat operators on $\mathbb{G}$ and $\widetilde{\mathbb{G}}$ respectively. A similar relation holds analogously between $\gamma_{A}$ and $\widetilde{\gamma}_{A}$.

Theorem 2.4. For every $A \in \mathcal{M}_{\Lambda}$, we have

$$
\Gamma_{A}(x, t)=\int_{\mathbb{R}^{H-N}} \widetilde{\Gamma}_{A}((x, \widehat{x}), t) \mathrm{d} \widehat{x}, \quad \gamma_{A}(x)=\int_{\mathbb{R}^{H-N}} \widetilde{\gamma}_{A}(x, \widehat{x}) \mathrm{d} \widehat{x}
$$

$x \in \mathbb{R}^{N}, t \in \mathbb{R}$, where $(x, \widehat{x})$ denotes the point of $\mathbb{R}^{N} \times \mathbb{R}^{H-N}$.
Combining all the above results, we are finally in position to derive our uniform Gaussian estimates in the general case.

Theorem 2.5. Given any non-negative integers $p, q$, there exist positive constants $\mathbf{c}_{\Lambda}, \mathbf{c}_{\Lambda, p}, \mathbf{c}_{\Lambda, p, q}$ such that for every $i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$ and for every $A, A_{1}, A_{2} \in \mathcal{M}_{\Lambda}$, we have

$$
\begin{gathered}
\mathbf{c}_{\Lambda}^{-1} t^{-Q / 2} \exp \left(-\frac{\mathbf{c}_{\Lambda} d_{\mathbb{G}}^{2}(x)}{t}\right) \leq \Gamma_{A}(x, t) \leq \mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) \\
\left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A}(x, t)\right| \leq \mathbf{c}_{\Lambda, p, q} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) \\
\left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{1}}(x, t)-X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{2}}(x, t)\right| \\
\leq \mathbf{c}_{\Lambda, p, q}\left\|A_{1}-A_{2}\right\|^{1 / r} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right)
\end{gathered}
$$

for every $x \in \mathbb{R}^{N}, t>0$. Moreover,

$$
\begin{gathered}
\mathbf{c}_{\Lambda}^{-1}\left(d_{\mathbb{G}}(x)\right)^{2-Q} \leq \gamma_{A}(x) \leq \mathbf{c}_{\Lambda}\left(d_{\mathbb{G}}(x)\right)^{2-Q} \\
\left|X_{i_{1}} \cdots X_{i_{p}} \gamma_{A}(x)\right| \leq \mathbf{c}_{\Lambda, p}\left(d_{\mathbb{G}}(x)\right)^{2-Q-p} \\
\left|X_{i_{1}} \cdots X_{i_{p}} \gamma_{A_{1}}(x)-X_{i_{1}} \cdots X_{i_{p}} \gamma_{A_{2}}(x)\right| \leq \mathbf{c}_{\Lambda, p}\left\|A_{1}-A_{2}\right\|^{1 / r}\left(d_{\mathbb{G}}(x)\right)^{2-Q-p}
\end{gathered}
$$

for every $x \in \mathbb{R}^{N} \backslash\{0\}$. We recall that $r$ denotes the step of nilpotence of $\mathbb{G}$.
Finally, for the reader's convenience, in the Appendix we explicitly recall the main properties of Carnot groups that will be used throughout the paper (for all the proofs and a self contained presentation of Carnot groups, see e.g. [4]).

## 3. Construction of the fundamental solution

Let $\mathcal{L}$ be a (fixed) sub-Laplacian on $\mathbb{G}$ and let $\mathcal{H}=\mathcal{L}-\partial_{t}$ be its associated heat operator. In this section, we prove the existence of a fundamental solution $\Gamma$ for $\mathcal{H}$ vanishing at infinity.
Definition 3.1. We shall say that a function $\Gamma: \mathbb{R}^{N+1} \times \mathbb{R}^{N+1} \rightarrow \mathbb{R}$ is the fundamental solution for $\mathcal{H}$ if and only if for every $\zeta \in \mathbb{R}^{N+1}$, we have
(i) $\Gamma(\cdot ; \zeta) \in L_{\text {loc }}\left(\mathbb{R}^{N+1}\right)$,
(ii) $\mathcal{H}(\Gamma(\cdot ; \zeta))=-\delta_{\zeta}$ (the Dirac measure supported at $\{\zeta\}$ ),
(iii) $\Gamma(z ; \zeta) \longrightarrow 0$, as $|z| \rightarrow \infty$.

We explicitly remark that such fundamental solution (if it exists) is unique by the weak maximum principle for $\mathcal{H}$.

Following the lines of [17], we shall construct $\Gamma$ as limit of a sequence of Green functions related to an increasing sequence of regular domains invading $\mathbb{R}^{N+1}$. Finally, at the end of the section, we shall also obtain the fundamental solution $\gamma$ for $\mathcal{L}$, by saturating the $t$ variable of $\Gamma$.

We start our construction by fixing a bounded open neighborhood of the origin $O_{1} \subseteq \mathbb{R}^{N}$, such that $\delta_{\lambda} O_{1} \subseteq O_{1}$, for every $\lambda \in(0,1]$ (so that $O_{\lambda}:=$ $\delta_{\lambda} O_{1} \nearrow \mathbb{R}^{N}$, as $\left.\lambda \rightarrow \infty\right)$ and such that at any point $x_{0} \in \partial O_{1}$ there exists a $\mathcal{L}$-non-characteristic outer normal to $O_{1}$ (i.e., a vector $\nu \neq 0$ such that $\left\{x \in O_{1}:\left|x_{0}+\nu-x\right|<|\nu|\right\}=\varnothing$ and $\left\langle M_{\mathcal{L}}\left(x_{0}\right) \nu, \nu\right\rangle>0$, where $M_{\mathcal{L}}$ is the matrix defined by (2.2)). The existence of such a set $O_{1}$ is clear, observing that $\left(M_{\mathcal{L}}\right)_{1,1}$ is a positive constant. Indeed, if $\mathcal{L}=\sum_{i=1}^{m} Y_{i}^{2}$ with $Y_{i}=\sum_{j=1}^{m} b_{i, j} X_{j}$ (where $B=\left(b_{i, j}\right)_{i, j}$ is an invertible constant matrix), then it is easy to recognize (see Theorem 8.2) that $\left(M_{\mathcal{L}}\right)_{1,1}=\sum_{i=1}^{m} b_{i, 1}^{2}>0$. We then define $U_{1}=O_{1} \times(-1,1)$. Given any cylindrical domain $U=O \times(a, b)$ ( $O$ open subset of $\mathbb{R}^{N}$ ), we shall use the notation

$$
\partial_{p} U:=(O \times\{a\}) \cup(\partial O \times[a, b]), \quad \widehat{U}:=U \cup \partial_{p} U .
$$

The following result is proved in the paper [17, Theorem 2.7] (see also [5]), with direct methods in line with the scope of our presentation. We explicitly remark that the hypothesis (H.3) of [17] is not used in the proof of the cited theorem.

## Theorem 3.2.

(i) For every $f \in C\left(\widehat{U}_{1}\right)$ there exists a unique solution $u \in C\left(\widehat{U}_{1}\right)$ to the Dirichlet problem $\mathcal{H} u=-f$ in $U_{1},\left.u\right|_{\partial_{p} U_{1}}=0$ (in the sense of distributions). We denote by $\mathcal{G}_{1} f$ such a solution $u$.
(ii) There exists a non-negative smooth function $G_{1}$, defined out of the diagonal of $U_{1} \times U_{1}$, such that

$$
\begin{gather*}
\mathcal{G}_{1} f(z)=\int_{U_{1}} G_{1}(z ; \zeta) f(\zeta) \mathrm{d} \zeta, \quad \text { for every } f \in C\left(\widehat{U}_{1}\right) \text { and } z \in \widehat{U}_{1}  \tag{3.1}\\
G_{1}(\cdot ; \zeta) \mid \partial_{p} U_{1}=0, \quad \text { for every } \zeta \in U_{1}  \tag{3.2}\\
G_{1}(x, t ; \xi, \tau)=0, \quad \text { if } t \leq \tau \tag{3.3}
\end{gather*}
$$

(iii) Setting $G_{1}^{*}(z ; \zeta):=G_{1}(\zeta ; z)$, there hold statements analogous to (i), (ii) w.r.t. the adjoint operator $\mathcal{H}^{*}$ (of course, we have to replace $\partial_{p} U_{1}$ with $\left.\partial_{p}^{*} U_{1}=\left(O_{1} \times\{1\}\right) \cup\left(\partial O_{1} \times[-1,1]\right)\right)$.

We now set, for any $\lambda>0$,

$$
\begin{gather*}
U_{\lambda}=\delta_{\lambda} O_{1} \times\left(-\lambda^{2}, \lambda^{2}\right),  \tag{3.4}\\
G_{\lambda}(x, t ; \xi, \tau)=\lambda^{-Q} G_{1}\left(\delta_{\lambda^{-1}} x, \lambda^{-2} t ; \delta_{\lambda^{-1}} \xi, \lambda^{-2} \tau\right), \tag{3.5}
\end{gather*}
$$

and we prove that $G_{\lambda}$ is the Green function of $U_{\lambda}$.
Proposition 3.3. The assertions in Theorem 3.2 hold true replacing $U_{1}$, $G_{1}, \mathcal{G}_{1}$ with $U_{\lambda}, G_{\lambda}, \mathcal{G}_{\lambda}$, respectively.

Proof. Let $g \in C\left(\widehat{U}_{\lambda}\right)$ and set $f(x, t)=g\left(\delta_{\lambda} x, \lambda^{2} t\right), u=\mathcal{G}_{1} f$ and $v(x, t)=$ $\lambda^{2} u\left(\delta_{\lambda^{-1}} x, \lambda^{-2} t\right)$. We claim that $v=: \mathcal{G}_{\lambda} g$ is the solution to the Dirichlet problem $\mathcal{H} v=-g$ in $U_{\lambda},\left.v\right|_{\partial_{p} U_{\lambda}}=0$ (in the sense of distributions). Indeed for any test function $\varphi \in C_{0}^{\infty}\left(U_{\lambda}\right)$, setting $\varphi_{\lambda}(x, t)=\varphi\left(\delta_{\lambda} x, \lambda^{2} t\right)$ and using the homogeneity properties of $\mathcal{H}^{*}$, by a change of variable we obtain

$$
\int_{U_{\lambda}} v \mathcal{H}^{*} \varphi=\lambda^{Q+2} \int_{U_{1}} u \mathcal{H}^{*} \varphi_{\lambda}=-\lambda^{Q+2} \int_{U_{1}} f \varphi_{\lambda}=-\int_{U_{\lambda}} g \varphi .
$$

This proves part (i), recalling that uniqueness follows from the parabolic maximum principle. We now only need to observe that

$$
\begin{aligned}
& \mathcal{G}_{\lambda} g(x, t)=\lambda^{2}\left(\mathcal{G}_{1} f\right)\left(\delta_{\lambda^{-1}} x, \lambda^{-2} t\right) \\
& =\lambda^{2} \int_{U_{1}} G_{1}\left(\delta_{\lambda^{-1}} x, \lambda^{-2} t ; y, s\right) g\left(\delta_{\lambda} y, \lambda^{2} s\right) \mathrm{d} y \mathrm{~d} s=\int_{U_{\lambda}} G_{\lambda}(x, t ; \xi, \tau) g(\xi, \tau) \mathrm{d} \xi \mathrm{~d} \tau .
\end{aligned}
$$

This ends the proof.
In the following, we agree to extend any function to be zero outside of its domain of definition.

Lemma 3.4. We have $G_{\lambda_{1}}(z ; \zeta) \leq G_{\lambda_{2}}(z ; \zeta)$, if $0<\lambda_{1} \leq \lambda_{2}$.

Proof. Since $G_{\lambda} \geq 0$, we only have to consider $z, \zeta \in U_{\lambda_{1}}$. We fix $\zeta$ and set $w=\left(G_{\lambda_{2}}-G_{\lambda_{1}}\right)(\cdot ; \zeta)$. By means of Proposition 3.3, for any test function $\varphi \in C_{0}^{\infty}\left(U_{\lambda_{1}}\right)$, we have, for $i=1,2$,

$$
-\varphi(\zeta)=\mathcal{G}_{\lambda_{i}}^{*}\left(\mathcal{H}^{*} \varphi\right)(\zeta)=\int_{U_{\lambda_{i}}} G_{\lambda_{i}}^{*}(\zeta ; z) \mathcal{H}^{*} \varphi(z) \mathrm{d} z=\int_{U_{\lambda_{1}}} G_{\lambda_{i}}(z ; \zeta) \mathcal{H}^{*} \varphi(z) \mathrm{d} z
$$

and then

$$
\int_{U_{\lambda_{1}}} w \mathcal{H}^{*} \varphi=0
$$

This proves that $\mathcal{H} w=0$ in $U_{\lambda_{1}}$. Moreover, $\left.G_{\lambda_{1}}(\cdot ; \zeta)\right|_{\partial_{p} U_{\lambda_{1}}}=0$ yields $\left.w\right|_{\partial_{p} U_{\lambda_{1}}} \geq 0$. Hence, from the parabolic maximum principle, we infer that $w \geq 0$ in $U_{\lambda_{1}}$.

We define

$$
\Gamma(z ; \zeta):=\sup _{\lambda>0} G_{\lambda}(z ; \zeta) \quad\left(=\lim _{\lambda \rightarrow \infty} G_{\lambda}(z ; \zeta)\right), \quad z, \zeta \in \mathbb{R}^{N+1}
$$

## Theorem 3.5.

(i) $\Gamma$ is a non-negative function which is smooth away from the diagonal of $\mathbb{R}^{N+1} \times \mathbb{R}^{N+1}$.
(ii) For every fixed $z \in \mathbb{R}^{N+1}, \Gamma(\cdot ; z), \Gamma(z ; \cdot)$ are locally integrable.
(iii) $\mathcal{G}_{\infty}: C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right) \rightarrow C^{\infty}\left(\mathbb{R}^{N+1}\right), \mathcal{G}_{\infty} \varphi(z)=\int_{\mathbb{R}^{N+1}} \Gamma(z ; \zeta) \varphi(\zeta) \mathrm{d} \zeta$, is well posed and

$$
\mathcal{H}\left(\mathcal{G}_{\infty} \varphi\right)=\mathcal{G}_{\infty}(\mathcal{H} \varphi)=-\varphi
$$

(iv) $\Gamma(x, t ; \xi, \tau)=0$ if and only if $t \leq \tau$.
(v) For every $\zeta \in \mathbb{R}^{N+1}, \mathcal{H}(\Gamma(\cdot ; \zeta))=-\delta_{\zeta}$ (the Dirac measure supported at $\{\zeta\})$.
(vi) $\Gamma^{*}(z ; \zeta):=\Gamma(\zeta ; z)$ satisfies the dual statements of (iii) and (v) (w.r.t. $\left.\mathcal{H}^{*}\right)$.
Proof. The key point of the proof is Lemma 3.6 below. Once proved that lemma, Theorem 3.5 will follow by using the same arguments of the proof of [17, Theorem 1.1].
Lemma 3.6. Let $0<\lambda_{0}<\lambda$. For every $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N} \times\left(-\lambda_{0}^{2}, \lambda_{0}^{2}\right)\right)$, we have

$$
\sup _{U_{\lambda}}\left|\mathcal{G}_{\lambda} \varphi\right| \leq 2 \lambda_{0}^{2} \sup |\varphi| .
$$

Proof. We set $u=\mathcal{G}_{\lambda} \varphi, V_{0}=O_{\lambda} \times\left(-\lambda^{2},-\lambda_{0}^{2}\right), V_{1}=O_{\lambda} \times\left(-\lambda_{0}^{2}, \lambda_{0}^{2}\right)$, $V_{2}=O_{\lambda} \times\left(\lambda_{0}^{2}, \lambda^{2}\right)$. We shall make use of the parabolic maximum principle on the domains $V_{0}, V_{1}, V_{2}$. We explicitly remark that $\partial_{p} V_{0} \subseteq \partial_{p} U_{\lambda}$. From
$\mathcal{H} u=-\varphi \equiv 0$ in $V_{0},\left.u\right|_{\partial_{p} V_{0}}=0$ we infer $u \equiv 0$ in $V_{0}$ and in particular $\left.u\right|_{\partial_{p} V_{1}}=0$. Hence, setting $w(x, t):=-\left(t+\lambda_{0}^{2}\right) \sup _{U_{\lambda}}|\varphi|, \omega_{1}=u+w$ and $\omega_{2}=u-w$, we have $\mathcal{H} \omega_{1} \geq 0, \mathcal{H} \omega_{2} \leq 0$ in $V_{1}, \omega_{1}\left|\partial_{p} V_{1} \leq 0, \omega_{2}\right|_{\partial_{p} V_{1}} \geq 0$. As a consequence $\omega_{1} \leq 0, \omega_{2} \geq 0$ in $V_{1}$. In this way we have proved that $|u| \leq-w \leq 2 \lambda_{0}^{2} \sup _{U_{\lambda}}|\varphi|=: M$ in $V_{1}$. Finally, setting $f_{1}=M+u$, $f_{2}=M-u$ we have $\mathcal{H} f_{i}=0$ in $V_{2},\left.f_{i}\right|_{\partial_{p} V_{2}} \geq 0$, which yield $f_{i} \geq 0$ in $V_{2}$ $(\mathrm{i}=1,2)$. Therefore $|u| \leq M$ also in $V_{2}$.

From the definitions of $\Gamma$ and of $G_{\lambda}$, we immediately obtain that $\Gamma$ is homogeneous w.r.t. the parabolic dilations of $\mathbb{G} \times \mathbb{R}$. As a consequence, we are able to prove that $\Gamma$ vanishes at infinity.

Theorem 3.7. $\Gamma$ has the following properties:

$$
\begin{gather*}
\Gamma\left(\delta_{\lambda} x, \lambda^{2} t ; \delta_{\lambda} \xi, \lambda^{2} \tau\right)=\lambda^{-Q} \Gamma(x, t ; \xi, \tau),  \tag{3.6}\\
\Gamma(z ; \zeta) \longrightarrow 0, \quad \text { as }|z| \rightarrow \infty, \quad \text { for every } \zeta \in \mathbb{R}^{N+1},  \tag{3.7}\\
\Gamma(z ; \zeta) \longrightarrow 0, \quad \text { as }|\zeta| \rightarrow \infty, \quad \text { for every } z \in \mathbb{R}^{N+1},  \tag{3.8}\\
\limsup  \tag{3.9}\\
z \rightarrow \zeta \\
\Gamma(z ; \zeta)=\infty, \quad \text { for every } \zeta \in \mathbb{R}^{N+1},  \tag{3.10}\\
\Gamma(\xi,-\tau ; x,-t)=\Gamma(x, t ; \xi, \tau)=\Gamma\left(\xi^{-1} \circ x, t-\tau ; 0,0\right) .
\end{gather*}
$$

In particular, $\Gamma$ is the fundamental solution for $\mathcal{H}$ according to Definition 3.1. Moreover, given any homogeneous norm d on $\mathbb{G}, \Gamma$ satisfies the estimate

$$
\begin{equation*}
\Gamma(x, t ; \xi, \tau) \leq \mathbf{c}\left(d(x, \xi)+|t-\tau|^{1 / 2}\right)^{-Q} \tag{3.11}
\end{equation*}
$$

for a suitable positive constant $\mathbf{c}$.
Proof. From (3.5) it follows that
$G_{n}\left(\delta_{\lambda} x, \lambda^{2} t ; \delta_{\lambda} \xi, \lambda^{2} \tau\right)=n^{-Q} G_{1}\left(\delta_{\lambda / n} x, \frac{\lambda^{2}}{n^{2}} t ; \delta_{\lambda / n} \xi, \frac{\lambda^{2}}{n^{2}} \tau\right)=\lambda^{-Q} G_{n / \lambda}(x, t ; \xi, \tau)$.
Letting $n$ go to infinity, we obtain (3.6). We now fix a homogeneous norm $d$ on $\mathbb{G}$ (which always exists) and set $\rho(x, t ; \xi, \tau)=d(x, \xi)+|t-\tau|^{1 / 2}, \rho(x, t)=$ $\rho(x, t ; 0,0)$. In order to prove (3.7), it is now sufficient to observe that $\rho(z) \longrightarrow \infty$ as $|z| \rightarrow \infty$ and to notice that (3.6) gives $(z=(x, t), \zeta=(\xi, \tau))$

$$
\begin{equation*}
\Gamma(z ; \zeta)=\rho^{-Q}(z) \Gamma\left(\delta_{\rho^{-1}(z)} x, \rho^{-2}(z) t ; \delta_{\rho^{-1}(z)} \xi, \rho^{-2}(z) \tau\right) \tag{3.12}
\end{equation*}
$$

and then, by the continuity of $\Gamma$ away from the diagonal,

$$
0 \leq \Gamma(z ; \zeta) \leq \rho^{-Q}(z) \max _{\rho\left(z^{\prime}\right)=1, \rho\left(\zeta^{\prime}\right) \leq \frac{1}{2}} \Gamma\left(z^{\prime} ; \zeta^{\prime}\right)
$$

for large $|z|$. The proof of (3.8) is analogous. Let us now prove (3.10). We first want to show that $\Gamma(\cdot ; \zeta)=w$, where we have set $w(x, t)=\Gamma\left(\xi^{-1} \circ x, t-\right.$
$\tau ; 0,0)$, once $\zeta=(\xi, \tau) \in \mathbb{R}^{N+1}$ is fixed. Recalling Theorem 3.5-(v) and (3.7), we only need to prove that $\mathcal{H} w=-\delta_{\zeta}$ and to use the maximum principle. On the other hand, $\mathcal{H} w=-\delta_{\zeta}$ easily follows from Theorem 3.5-(v) and the left-invariance of $\mathcal{L}$. We now set $v(x, t)=\Gamma^{*}(x,-t ; 0,0)(=\Gamma(0,0 ; x,-t))$. We want to show that $v=\Gamma(\cdot ; 0)$. This would complete the proof of (3.10); indeed we would have $\Gamma(x, t ; \xi, \tau)=\Gamma\left(\xi^{-1} \circ x, t-\tau ; 0,0\right)=v\left(\xi^{-1} \circ x, t-\tau\right)=$ $\Gamma\left(0,0 ; \xi^{-1} \circ x, \tau-t\right)=\Gamma\left(x^{-1} \circ \xi, t-\tau ; 0,0\right)=\Gamma(\xi,-\tau ; x,-t)$. In order to prove that $v=\Gamma(\cdot ; 0)$, we make again use of the maximum principle. We only need to observe that both $v$ and $\Gamma(\cdot ; 0)$ vanish at infinity by (3.8)-(3.7), and that $\mathcal{H} \Gamma(\cdot ; 0)=-\delta_{0}=\mathcal{H} v$ by Theorem 3.5-(v)-(vi). Finally, we prove (3.9) and (3.11). (3.9) is an easy consequence of (3.6). From (3.10) and (3.12) we derive

$$
\Gamma(x, t ; \xi, \tau)=\Gamma\left(\xi^{-1} \circ x, t-\tau ; 0,0\right) \leq \rho^{-Q}(x, t ; \xi, \tau) \max _{\rho\left(z^{\prime}\right)=1} \Gamma\left(z^{\prime} ; 0\right)
$$

This completes the proof.
For the sake of brevity, in what follows we shall often use the notation

$$
\Gamma(x, t):=\Gamma(x, t ; 0,0) .
$$

We explicitly note that, by (3.10), we have $\Gamma(x, t ; \xi, \tau)=\Gamma\left(\xi^{-1} \circ x, t-\tau\right)$ and

$$
\begin{equation*}
\Gamma(x, t)=\Gamma\left(x^{-1}, t\right) . \tag{3.13}
\end{equation*}
$$

We now turn to the construction of the fundamental solution for the subLaplacian $\mathcal{L}$.
Definition 3.8. We shall say that a function $\gamma: \mathbb{R}^{N} \times \mathbb{R}^{N} \rightarrow \mathbb{R}$ is the fundamental solution for $\mathcal{L}$ if and only if for every $\xi \in \mathbb{R}^{N}$, we have
(i) $\gamma(\cdot, \xi) \in L_{\mathrm{loc}}\left(\mathbb{R}^{N}\right)$,
(ii) $\mathcal{L}(\gamma(\cdot, \xi))=-\delta_{\xi}$ (the Dirac measure supported at $\{\xi\}$ ),
(iii) $\gamma(x, \xi) \longrightarrow 0$, as $|x| \rightarrow \infty$.

We explicitly remark that such a fundamental solution (if it exists) is unique by the weak maximum principle for $\mathcal{L}$.

We prove the existence of the fundamental solution $\gamma$ for $\mathcal{L}$ by a saturation argument. Then, from the properties of $\Gamma$, we are able to prove that $\gamma$ is a power of a homogeneous norm (see also [8] and [10]).
Theorem 3.9. Let us set

$$
\gamma(x, \xi):=\int_{0}^{\infty} \Gamma(x, t ; \xi, 0) \mathrm{d} t, \quad x, \xi \in \mathbb{R}^{N} .
$$

Then $\gamma$ is the fundamental solution for $\mathcal{L}$. Moreover, there exists a homogeneous norm $d_{\mathcal{L}}$ on $\mathbb{G}$ such that

$$
\begin{equation*}
\gamma(x, \xi)=\left(d_{\mathcal{L}}\left(\xi^{-1} \circ x\right)\right)^{2-Q}, \quad \text { for every } x \neq \xi \tag{3.14}
\end{equation*}
$$

In particular $\gamma(x, \xi)=\gamma(\xi, x)$. As a consequence, setting

$$
(\gamma * \varphi)(x)=\int_{\mathbb{R}^{N}} \gamma(x, \xi) \varphi(\xi) \mathrm{d} \xi
$$

for every $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$, we have

$$
\mathcal{L}(\gamma * \varphi)=\gamma *(\mathcal{L} \varphi)=-\varphi
$$

Proof. We first observe that $\gamma_{0}:=\gamma(\cdot, 0)$ is $\delta_{\lambda}$-homogeneous of degree $2-Q$. Indeed, from (3.6) we get

$$
\begin{align*}
\gamma_{0}\left(\delta_{\lambda} x\right) & =\int_{0}^{\infty} \Gamma\left(\delta_{\lambda} x, t\right) \mathrm{d} t=\lambda^{-Q} \int_{0}^{\infty} \Gamma\left(x, t / \lambda^{2}\right) \mathrm{d} t \\
& =\lambda^{-Q} \int_{0}^{\infty} \Gamma(x, s) \lambda^{2} \mathrm{~d} s=\lambda^{2-Q} \gamma_{0}(x) \tag{3.15}
\end{align*}
$$

Moreover, by dominated convergence (see (3.11)), $\gamma_{0}$ is continuous on $\mathbb{R}^{N} \backslash$ $\{0\}$. Since $\gamma(x, \xi)=\gamma_{0}\left(\xi^{-1} \circ x\right)$ (by (3.10)), this is sufficient to get (i), (iii) of Definition 3.8. We now prove (ii). Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N}\right)$ be a test function. We set $\Phi_{k}(x, t)=\varphi(x) \psi(t / k)$, where $\psi \in C_{0}^{\infty}(\mathbb{R})$ is a fixed cut-off function such that $\psi(t)=1$ if $|t| \leq 1, \psi(t)=0$ if $|t| \geq 2$. Since $\Gamma$ is the fundamental solution for $\mathcal{H}$ and $\Phi_{k} \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$, we obtain

$$
\begin{aligned}
-\varphi(\xi) & =-\Phi_{k}(\xi, 0)=\int_{\mathbb{R}^{N+1}} \Gamma(x, t ; \xi, 0) \mathcal{H}^{*} \Phi_{k}(x, t) \mathrm{d} x \mathrm{~d} t \\
& \longrightarrow \int_{\mathbb{R}^{N+1}} \Gamma(x, t ; \xi, 0) \mathcal{L} \varphi(x) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

as $k \rightarrow \infty$ (by dominated convergence), being

$$
\mathcal{H}^{*} \Phi_{k}(x, t)=\psi(t / k) \mathcal{L} \varphi(x)+\frac{1}{k} \varphi(x) \psi^{\prime}(t / k) \longrightarrow \mathcal{L} \varphi(x),
$$

as $k \rightarrow \infty$, and

$$
\begin{aligned}
\left|\Gamma(x, t ; \xi, 0)\left(\mathcal{H}^{*} \Phi_{k}(x, t)-\mathcal{L} \varphi(x)\right)\right| & \leq \mathbf{c} \Gamma(x, t ; \xi, 0)(|\mathcal{L} \varphi(x)|+|\varphi(x)|) \\
& \in L_{(x, t)}^{1}\left(\mathbb{R}^{N+1}\right),
\end{aligned}
$$

recalling that $\gamma(\cdot, \xi) \in L_{\mathrm{loc}}\left(\mathbb{R}^{N}\right)$. On the other hand,

$$
\int_{\mathbb{R}^{N+1}} \Gamma(x, t ; \xi, 0) \mathcal{L} \varphi(x) \mathrm{d} x \mathrm{~d} t=\int_{\mathbb{R}^{N}} \gamma(x, \xi) \mathcal{L} \varphi(x) \mathrm{d} x
$$

Since $\mathcal{L}$ is self-adjoint, this gives $\mathcal{L}(\gamma(\cdot, \xi))=-\delta_{\xi}$. Therefore, we have proved that $\gamma$ is the fundamental solution for $\mathcal{L}$.

We now set $d_{\mathcal{L}}(x):=\left(\gamma_{0}(x)\right)^{1 /(2-Q)}$, if $x \neq 0, d_{\mathcal{L}}(0):=0$. We remark that $\gamma_{0}>0$ in $\mathbb{R}^{N} \backslash\{0\}$, by Bony's strong maximum principle for $\mathcal{L}$ (recalling that $\Gamma \geq 0$ ). It is easy to recognize that $d_{\mathcal{L}}$ is a homogeneous norm on $\mathbb{G}$. Indeed, the smoothness of $d_{\mathcal{L}}$ away from zero follows from the hypoellipticity of $\mathcal{L}$; the homogeneity of $d_{\mathcal{L}}$ follows from (3.15) which also gives the continuity at zero; finally $d_{\mathcal{L}}\left(x^{-1}\right)=d_{\mathcal{L}}(x)$ is a direct consequence of (3.13). The last statement of the theorem straightforwardly follows, recalling that $\mathcal{L}$ is self-adjoint.

We would like to end this section with some remarks on the heat operators related to sums of sub-Laplacians. Suppose we are given two homogeneous Carnot groups $\mathbb{X}=\left(\mathbb{R}^{N}, \circ^{(1)}\right), \mathbb{Y}=\left(\mathbb{R}^{M}, \circ^{(2)}\right)$ with dilations
$\delta_{\lambda}^{(1)}(x)=\left(\lambda x^{(1)}, \ldots, \lambda^{r} x^{(r)}\right), x \in \mathbb{X} ; \quad \delta_{\lambda}^{(2)}(y)=\left(\lambda y^{(1)}, \ldots, \lambda^{s} y^{(s)}\right), y \in \mathbb{Y}$
$\left(x^{(i)} \in \mathbb{R}^{N_{i}}, i \leq r, N_{1}+\cdots+N_{r}=N ; y^{(i)} \in \mathbb{R}^{M_{i}}, i \leq s, M_{1}+\cdots+\right.$ $\left.M_{s}=M\right)$ and canonical sub-Laplacians $\Delta_{\mathbb{X}}=\sum_{j=1}^{N_{1}} X_{j}^{2}$ and $\Delta_{\mathbb{Y}}=\sum_{j=1}^{M_{1}} Y_{j}^{2}$, respectively. We define a suitable homogeneous Carnot group $\mathbb{G}$ on $\mathbb{R}^{N+M}$ in the way described below. We shall suppose $r \leq s$. If $(x, y) \in \mathbb{R}^{N} \times \mathbb{R}^{M}$, we consider the following permutation of the coordinates

$$
P(x, y)=\left(x^{(1)}, y^{(1)}, \ldots, x^{(r)}, y^{(r)}, y^{(r+1)}, \ldots, y^{(s)}\right)
$$

We then denote the point of $\mathbb{G} \equiv \mathbb{R}^{N+M}$ by $z=P(x, y)$. We finally define the group law $\circ$ and the dilations $\delta_{\lambda}$ on $\mathbb{G}$ in the natural way: for every $z=P(x, y), \zeta=P(\xi, \eta) \in \mathbb{G}$, we set

$$
z \circ \zeta=P\left(x \circ \circ^{(1)} \xi, y \circ \circ^{(2)} \eta\right), \quad \delta_{\lambda} z=P\left(\delta_{\lambda}^{(1)} x, \delta_{\lambda}^{(2)} y\right)
$$

It is then easily proved that $\left(\mathbb{G}, \circ, \delta_{\lambda}\right)$ is a homogeneous Carnot group on $\mathbb{R}^{N+M}$ of step $s$ and $N_{1}+M_{1}$ generators. In other words, the direct product of two homogeneous Carnot groups $\mathbb{X}, \mathbb{Y}$ is, up to the permutation $P$, a homogeneous Carnot group $\mathbb{G}$. Moreover, the canonical sub-Laplacian on $\mathbb{G}$ is the sum of the sub-Laplacians on $\mathbb{X}$ and $\mathbb{Y}$ :

$$
\Delta_{\mathbb{G}}=\Delta_{\mathbb{X}}+\Delta_{\mathbb{Y}}=\sum_{j=1}^{N_{1}} X_{j}^{2}+\sum_{j=1}^{M_{1}} Y_{j}^{2}
$$

There is a remarkable relationship between the fundamental solution for the heat equation on $\mathbb{G}$ and the fundamental solutions for the heat equations on $\mathbb{X}$ and $\mathbb{Y}$, as stated in the following result.

Proposition 3.10. Let $\Gamma_{\mathbb{G}}$, $\Gamma_{\mathbb{X}}$ and $\Gamma_{\mathbb{Y}}$ denote the fundamental solutions for the operators $\mathcal{H}_{\mathbb{G}}=\Delta_{\mathbb{G}}-\partial_{t}, \mathcal{H}_{\mathbb{X}}=\Delta_{\mathbb{X}}-\partial_{t}$ and $\mathcal{H}_{\mathbb{Y}}=\Delta_{\mathbb{Y}}-\partial_{t}$, respectively. Then, we have

$$
\Gamma_{\mathbb{G}}(P(x, y), t)=\Gamma_{\mathbb{X}}(x, t) \Gamma_{\mathbb{Y}}(y, t), \quad \forall x \in \mathbb{R}^{N}, y \in \mathbb{R}^{M}, t \in \mathbb{R}
$$

Proof. Setting $\Gamma(P(x, y), t)=\Gamma_{\mathbb{X}}(x, t) \Gamma_{\mathbb{Y}}(y, t)$, we only have to prove that $\Gamma$ satisfies (i)-(ii)-(iii) of Definition 3.1 with $\mathcal{H}=\mathcal{H}_{\mathbb{G}}$. Applying Theorem 6.1 to $\Gamma_{\mathbb{X}}, \Gamma_{\mathbb{Y}}$, (i) easily follows. Let us prove (ii). Let $\varphi \in C_{0}^{\infty}(\mathbb{G} \times \mathbb{R})$ be a test function and let us denote $\psi=\varphi \circ P$. We have
$\int_{\mathbb{G} \times \mathbb{R}} \Gamma \mathcal{H}^{*} \varphi=\lim _{\varepsilon \rightarrow 0^{+}} \int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{M}} \int_{\varepsilon}^{\infty} \Gamma_{\mathbb{X}}(x, t) \Gamma_{\mathbb{Y}}(y, t)\left(\Delta_{\mathbb{X}}+\Delta_{\mathbb{Y}}+\partial_{t}\right) \psi(x, y, t) \mathrm{d} t \mathrm{~d} y \mathrm{~d} x$.
Moreover, the integral in the right hand-side is equal to

$$
-\int_{\mathbb{R}^{N}} \int_{\mathbb{R}^{M}} \Gamma_{\mathbb{X}}(x, \varepsilon) \Gamma_{\mathbb{Y}}(y, \varepsilon) \psi(x, y, \varepsilon) \mathrm{d} y \mathrm{~d} x
$$

This follows integrating by parts, since $\left(\Delta_{\mathbb{X}}+\Delta_{\mathbb{Y}}-\partial_{t}\right) \Gamma_{\mathbb{X}} \Gamma_{\mathbb{Y}}=\Gamma_{\mathbb{Y}} \mathcal{H}_{\mathbb{X}} \Gamma_{\mathbb{X}}+$ $\Gamma_{\mathbb{X}} \mathcal{H}_{\mathbb{Y}} \Gamma_{\mathbb{Y}}=0$ in $\mathbb{R}^{N} \times \mathbb{R}^{M} \times(\varepsilon, \infty)$. Finally, using Theorem 5.1 and Theorem 6.1, it is a standard argument to prove that such integral goes to $-\psi(0,0,0)=-\varphi(0)$, as $\varepsilon \rightarrow 0^{+}$. This proves (ii). In order to prove (iii), it is now sufficient to observe that $\Gamma \in C^{\infty}(\mathbb{G} \times \mathbb{R} \backslash\{0\})$ (by the hypoellipticity of $\mathcal{H})$ and to use the homogeneity properties of $\Gamma$, which follow directly from the definition of $\Gamma$ and from the homogeneity of $\Gamma_{\mathbb{X}}$ and $\Gamma_{\mathbb{Y}}$ (see (3.6)).

As a particular case of Proposition 3.10, one can obtain the formula already found by Gaveau [11] when $\Delta_{\mathbb{X}}=\Delta$ (the Laplace operator) and $\Delta_{\mathbb{Y}}=\Delta_{\mathbb{H}^{n}}$ (the Kohn Laplacian on the Heisenberg group). We also remark that explicit formulas for some heat kernels on two step nilpotent Lie groups have been shown in the recent papers $[2,3]$.

## 4. Harnack inequality for $\mathcal{H}$

Given an open set $\Omega \subseteq \mathbb{R}^{N+1}$, we denote by $H(\Omega)$ the linear space of the $\mathcal{L}$-caloric functions in $\Omega$, i.e., of the smooth functions $u: \Omega \rightarrow \mathbb{R}$ such that $\mathcal{H} u=\left(\mathcal{L}-\partial_{t}\right) u=0$ in $\Omega$. The map $\Omega \mapsto H(\Omega)$ is a harmonic sheaf in $\mathbb{R}^{N+1}$ which we shall denote by $H$. The aim of this section is to show the Harnack inequality for the $\mathcal{L}$-caloric functions by using some basic properties of $H$ and few general results of abstract Potential Theory. Throughout the section, $\mathcal{L}$ is a fixed sub-Laplacian on $\mathbb{G}$ and all the constants may depend on $\mathcal{L}$. To begin with, we prove a "parabolic" maximum principle for $\mathcal{H}$.

Proposition 4.1. Let $\Omega$ be a bounded open subset of $\mathbb{R}^{N+1}$ and let $z_{0}=$ $\left(x_{0}, t_{0}\right)$ be a point of $\Omega$. Set

$$
\Omega_{z_{0}}:=\left\{(x, t) \in \Omega \mid t<t_{0}\right\}, \quad(\partial \Omega)_{z_{0}}:=\left\{(x, t) \in \partial \Omega \mid t \leq t_{0}\right\}
$$

Suppose $u \in H(\Omega)$ is such that

$$
\begin{equation*}
\limsup _{\Omega_{z_{0}} \ni z \rightarrow \zeta} u(z) \leq 0, \quad \forall \zeta \in(\partial \Omega)_{z_{0}} \tag{4.1}
\end{equation*}
$$

Then $u \leq 0$ in $\Omega_{z_{0}}$.
Proof. For every $\varepsilon>0$, define $u_{\varepsilon}(z)=u(z)-\varepsilon /\left(t_{0}-t\right)$, for $z=(x, t) \in \Omega_{z_{0}}$. Then $\mathcal{H} u_{\varepsilon}=\varepsilon \partial_{t}\left(t_{0}-t\right)^{-1}>0$ in $\Omega_{z_{0}}$. As a consequence, $u_{\varepsilon}$ cannot have a local maximum in $\Omega_{z_{0}}$. On the other hand, by the boundary condition (4.1),

$$
\limsup _{\Omega_{z_{0}} \ni z \rightarrow \zeta} u_{\varepsilon}(z)<0, \quad \forall \zeta \in \partial\left(\Omega_{z_{0}}\right)
$$

It follows that $u_{\varepsilon} \leq 0$ in $\Omega_{z_{0}}$. Letting $\varepsilon$ go to zero, we obtain $u \leq 0$ in $\Omega_{z_{0}}$.

We call $H$-regular any bounded set $V \subset \mathbb{R}^{N+1}$ such that: for every real function $\varphi \in C(\partial V)$, there exists a function $H_{\varphi}^{V} \in H(V) \cap C(\bar{V})$ satisfying $H_{\varphi}^{V}=\varphi$ on $\partial V$. From the maximum principle of Proposition 4.1, it follows that $H_{\varphi}^{V}$ is unique and the $\operatorname{map} \varphi \mapsto H_{\varphi}^{V}$ is linear and monotone nondecreasing. Then, for every $z \in V$,

$$
H_{\varphi}^{V}(z)=\int_{\partial V} \varphi \mathrm{~d} \mu_{z}^{V}
$$

for a suitable non-negative Radon measure $\mu_{z}^{V}$ on $\partial V . \mu_{z}^{V}$ is the $H$-harmonic measure of $V$ at $z$. The family of the $H$-regular set is a basis for the Euclidean topology [5, Corollaire 5.2].

We call $\mathcal{L}$-super-caloric in an open set $\Omega \subseteq \mathbb{R}^{N+1}$ any lower semicontinuous function $u: \Omega \rightarrow(-\infty, \infty]$ such that $u<\infty$ in a dense subset of $\Omega$ and $u(z) \geq \int_{\partial V} u \mathrm{~d} \mu_{z}^{V}$, for every $H$-regular set $V \subset \bar{V} \subset \Omega$ and for every $z \in V$.

It is a standard matter to show that, for any fixed $\zeta \in \mathbb{R}^{N+1}$, the fundamental solution $\Gamma$ for $\mathcal{H}$ with pole at $\zeta$, i.e., the function $z \mapsto \Gamma\left(\zeta^{-1} \circ z\right)$ is $\mathcal{L}$ -super-caloric in $\mathbb{R}^{N+1}$. Moreover, the families $\left\{z \mapsto \Gamma\left(\zeta^{-1} \circ z\right) \mid \zeta \in \mathbb{R}^{N+1}\right\}$, $\left\{(x, t) \mapsto \gamma\left(\xi^{-1} \circ x\right) \mid \xi \in \mathbb{R}^{N}\right\}$ separate the points of $\mathbb{R}^{N+1}$. Then, by Théorème 8.2 and Remarque 8.4 in $[5],\left(\mathbb{R}^{N+1}, H\right)$ is a Bauer-harmonic space satisfying the Doob convergence property. This enables us to apply an abstract result by Bauer [1, Satz 1.4.4] in order to get the Harnack inequality for the $\mathcal{L}$-caloric functions. To this end, we fix the standard notations for
the parabolic Harnack inequality. Given $z_{0}=\left(x_{0}, t_{0}\right) \in \mathbb{R}^{N+1}$ and $r>0$, define

$$
C\left(z_{0}, r\right):=\left\{(x, t) \in \mathbb{R}^{N+1}\left|d_{\mathcal{L}}\left(x, x_{0}\right)<r,\left|t-t_{0}\right|<r^{2}\right\}\right.
$$

and, for $0<\lambda<1 / 2$,
$S_{\lambda}\left(z_{0}, r\right):=\left\{(x, t) \in \mathbb{R}^{N+1} \mid d_{\mathcal{L}}\left(x, x_{0}\right)<(1-\lambda) r, \lambda r^{2}<t_{0}-t<(1-\lambda) r^{2}\right\}$.
We recall that $d_{\mathcal{L}}$ is defined by (3.14). Then the following result holds.
Theorem 4.2. For every $\lambda \in(0,1 / 2)$ there exists a positive constant $\mathbf{c}=$ $\mathbf{c}(\lambda)$ such that

$$
\begin{equation*}
\sup _{S_{\lambda}\left(z_{0}, r\right)} u \leq \mathbf{c} u\left(z_{0}\right) \tag{4.2}
\end{equation*}
$$

for every non-negative $\mathcal{L}$-caloric function $u$ in $C\left(z_{0}, r\right)$ and for every $r>0$ and $z_{0} \in \mathbb{R}^{N+1}$.
Proof. Since $\mathcal{H}$ is homogeneous w.r.t. the $\delta_{\lambda}$-parabolic dilations and invariant w.r.t. the left translations on $\mathbb{G} \times \mathbb{R}$, it is enough to prove (4.2) in the case $r=1$ and $z_{0}=0$. We split the proof in three steps.

Step I. For brevity of notation, we denote by $C$ the unit cylinder $C(0,1)$. Following Bauer, we call absorbent set any closed set $F \subseteq C$ such that the support of the $H$-harmonic measure $\mu_{z}^{V}$ is contained in $F$ for every $z \in F$ and for every regular set $V \subset \bar{V} \subset C, V \ni z$. We denote by $A_{0}$ the smallest absorbent set containing 0 . In Step II and III, we shall prove that

$$
\begin{equation*}
A_{0}=\{(x, t) \in C \mid t \leq 0\} \tag{4.3}
\end{equation*}
$$

Then, since $\overline{S_{\lambda}(0,1)}$ is a compact set contained in the interior of $A_{0}$, by Satz 1.4.4 in [1] (see also [7, Proposition 6.1.5]) we have $\sup _{S_{\lambda}(0,1)} u \leq \mathbf{c} u(0)$, for every non-negative $\mathcal{L}$-caloric function $u$ in $C$. The constant $\mathbf{c}$ only depends on $\lambda$. Then, to complete the proof of the theorem, we only have to prove (4.3).

Step II. The fundamental solution $\Gamma$ restricted to $C$ is $\mathcal{L}$-super-caloric and non-negative and its support is equal to $\{(x, t) \in C \mid t \geq 0\}$. Then, by Satz 1.4.1 in [1] (see also [7, Proposition 6.1.1])

$$
\begin{equation*}
A_{0} \subseteq\{(x, t) \in C \mid t \leq 0\} \tag{4.4}
\end{equation*}
$$

Step III. In this step we shall prove the opposite inclusion of (4.4). For this we need two lemmas.
Lemma 4.3. For every $r<1$, we denote by $\partial_{p} C(0, r)$ the parabolic boundary of $C(0, r)$ :

$$
\partial_{p} C(0, r)=\overline{\partial C(0, r) \backslash\left\{t=r^{2}\right\}} .
$$

Then, for every $\varphi \in C\left(\partial_{p} C(0, r)\right)$, the boundary value problem

$$
\begin{cases}\mathcal{H} u=0 & \text { in } C(0, r)  \tag{4.5}\\ u=\varphi & \text { on } \partial_{p} C(0, r)\end{cases}
$$

has a unique solution $H_{\varphi} \in H(C(0, r))$ satisfying the boundary condition in the following sense

$$
\lim _{z \rightarrow \zeta} u(z)=\varphi(\zeta), \quad \forall \zeta \in \partial_{p} C(0, r)
$$

Proof. The uniqueness of $H_{\varphi}$ follows from Proposition 4.1. In order to prove the existence, we first choose a continuous continuation $\psi$ of $\varphi$ to the complete boundary $\partial C(0, r)$. Let us denote by $h$ the Perron-Wiener solution to the generalized Dirichlet problem $h \in H(C(0, r)),\left.h\right|_{\partial C(0, r)}=\psi$. Then, $h$ is $\mathcal{L}$-caloric in $C(0, r)$ and $\lim _{z \rightarrow \zeta} h(z)=\psi(\zeta)$ for any $H$-regular boundary point of $C(0, r)$. On the other hand, by a result of Negrini [20], every point of the parabolic boundary $\partial_{p} C(0, r)$ is $H$-regular. Then, since $\psi=\varphi$ on $\partial_{p} C(0, r)$, the function $h$ solves problem (4.5).
Remark. Obviously, again by Proposition 4.1, $\varphi \mapsto H_{\varphi}(0)$ is linear and monotone non-decreasing. Then,

$$
H_{\varphi}(0)=\int_{\partial_{p} C(0, r)} \varphi \mathrm{d} \mu_{0}^{r},
$$

where $\mu_{0}^{r}$ is a suitable positive Radon measure on $\partial_{p} C(0, r)$. By Proposition 6.1.1 in [7],

$$
\begin{equation*}
\operatorname{spt}\left(\mu_{0}^{r}\right) \subseteq A_{0}, \quad \text { for } 0<r<1 \tag{4.6}
\end{equation*}
$$

The second lemma we need is the following one.
Lemma 4.4. For every $r \in(0,1)$ we have

$$
\begin{equation*}
\partial_{p} C(0, r) \cap\{t \leq 0\} \subseteq \operatorname{spt}\left(\mu_{0}^{r}\right) . \tag{4.7}
\end{equation*}
$$

Proof. Suppose, by contradiction, the inclusion (4.7) is false. Then, there exists a boundary continuous function $\varphi$ such that: $\varphi \geq 0, \varphi$ is not identically $0, \operatorname{spt}(\varphi) \subseteq \partial_{p} C(0, r) \cap\{t \leq 0\}$ and $H_{\varphi}(0)=0$. Since $\varphi \geq 0$ we also have $H_{\varphi} \geq 0$. Thus, $H_{\varphi}$ is a $\mathcal{L}$-caloric function in $C(0, r)$ attaining its minimum value at 0 . As a consequence, by Bony's Minimum Propagation Principle [5, Théorème 3.2], $H_{\varphi}(x, t)=H_{\varphi}(0,0)=0$ for every $(x, t) \in C(0, r), t \leq 0$. It follows that

$$
\lim _{C(0, r) \ni z \rightarrow \zeta} H_{\varphi}(z)=0, \quad \text { for every } \zeta=(\xi, \tau) \in \partial C(0, r), \tau<0 .
$$

On the other hand (see Lemma 4.3) $\lim _{z \rightarrow \zeta} H_{\varphi}(z)=\varphi(\zeta)$, for every $\zeta \in$ $\partial_{p} C(0, r)$. Then, since $\operatorname{spt}(\varphi) \subseteq \partial_{p} C(0, r) \cap\{t \leq 0\}, \varphi \equiv 0$. This contradicts our assumption on $\varphi$ and completes the proof of the lemma.

Together with (4.6), this lemma implies $\{(x, t) \in C \mid t \leq 0\} \subseteq A_{0}$, so that, by the reverse inclusion (4.4), (4.3) holds. This ends the proof of Theorem 4.2.

If we combine Theorem 4.2 with Théorème 7.1 in [5], we immediately get the following corollary.
Corollary 4.5. For every $p, q \in \mathbb{N} \cup\{0\}$ and for every $\lambda \in(0,1 / 2)$, there exists a positive constant $\mathbf{c}=\mathbf{c}(p, q, \lambda)$ such that

$$
\begin{equation*}
\sup _{S_{\lambda}\left(z_{0}, r\right)}\left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} u\right| \leq \mathbf{c} r^{-(p+2 q)} u\left(z_{0}\right), \tag{4.8}
\end{equation*}
$$

for any non-negative $\mathcal{L}$-caloric function $u$ in $C\left(z_{0}, r\right)$ and for any $z_{0} \in \mathbb{R}^{N+1}$, $r>0, i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$.

Proof. Since the vector fields $X_{j}$ 's and $\partial_{t}$ are homogeneous of degree 1 and 2 respectively w.r.t. the $\delta_{\lambda}$-parabolic dilations and invariant w.r.t. the left translations of $\mathbb{G} \times \mathbb{R}$, it is enough to prove (4.8) in the case $r=1$ and $z_{0}=0$. It is also non-restrictive to assume $u>0$. By Théorème 7.1 in [5], there exist $z_{1}, \ldots, z_{k} \in C(0,1) \cap\{t<0\}$ such that

$$
\begin{equation*}
\sup _{S_{\lambda}(0,1)}\left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} u\right| \leq \mathbf{c}^{\prime}\left(u\left(z_{1}\right)+\cdots+u\left(z_{k}\right)\right) \tag{4.9}
\end{equation*}
$$

for every positive $\mathcal{L}$-caloric function $u$ in $C(0,1)$. On the other hand, there exists $\mu \in(0,1 / 2)$ such that $\left\{z_{1}, \ldots, z_{k}\right\} \subseteq S_{\mu}(0,1)$. Then, by Theorem 4.2, $u\left(z_{1}\right)+\cdots+u\left(z_{k}\right) \leq \mathbf{c}^{\prime \prime} u(0)$. This inequality and (4.9) imply (4.8).

## 5. Estimates of $\Gamma$

In this section we prove the Gaussian estimates of the fundamental solution $\Gamma$ for $\mathcal{H}=\mathcal{L}-\partial_{t}$, constructed in Section 3. $\mathcal{L}$ is any fixed sub-Laplacian on $\mathbb{G}$ and all the constants here may depend on $\mathcal{L}$. The estimate from above is obtained by a direct proof based on a comparison argument. The estimate from below follows from the Harnack inequality for $\mathcal{H}$ by means of a classical argument. Since (3.10) holds, we only need to study the function $\Gamma(x, t)(=\Gamma(x, t ; 0,0))$.

Theorem 5.1. There exists a positive constant $\mathbf{c}$ such that

$$
\Gamma(x, t) \leq \mathbf{c} t^{-Q / 2} \exp \left(-\frac{d_{\mathcal{L}}^{2}(x)}{\mathbf{c} t}\right)
$$

for every $x \in \mathbb{R}^{N}$ and $t>0$. We recall that $d_{\mathcal{L}}$ is the homogeneous norm defined by (3.14).
Proof. We set $A=\left\{x \in \mathbb{R}^{N} \mid d_{\mathcal{L}}(x)>1\right\}$ and $\Omega=A \times(0,1)$. We want to compare $\Gamma(x, t)$ with the function $w(x, t)=\exp \left(-\sigma(1-t) d_{\mathcal{L}}^{2}(x)\right)$ in $\Omega$. Here, $\sigma$ is a positive constant to be chosen in the sequel. The following formula holds for radial functions $f(x)=F\left(d_{\mathcal{L}}(x)\right)$ :

$$
\begin{equation*}
\mathcal{L} f(x)=\left|\nabla_{\mathcal{L}} d_{\mathcal{L}}(x)\right|^{2}\left(\frac{Q-1}{d_{\mathcal{L}}(x)} F^{\prime}\left(d_{\mathcal{L}}(x)\right)+F^{\prime \prime}\left(d_{\mathcal{L}}(x)\right)\right) \tag{5.1}
\end{equation*}
$$

(we have denoted by $\nabla_{\mathcal{L}}$ the subelliptic gradient $\left(Y_{1}, \ldots, Y_{m}\right)$, where $\mathcal{L}=$ $\sum_{j=1}^{m} Y_{j}^{2}$ (see Section 2)). Hence, a direct computation shows that $\mathcal{H} w(x, t)$ is equal to $w(x, t)\left|\nabla_{\mathcal{L}} d_{\mathcal{L}}(x)\right|^{2}\left\{-2 \sigma(Q-1)(1-t)+\left(4 \sigma^{2} d_{\mathcal{L}}^{2}(x)(1-t)^{2}-2 \sigma(1-\right.\right.$ $t))\}-\sigma d_{\mathcal{L}}^{2}(x) w(x, t)$. For $(x, t) \in \Omega$, we obtain

$$
\mathcal{H} w(x, t) \leq\left(4 \sigma^{2}\left|\nabla_{\mathcal{L}} d_{\mathcal{L}}(x)\right|^{2}-\sigma\right) d_{\mathcal{L}}^{2}(x) w(x, t) \leq 0
$$

if $\sigma$ is chosen small enough (note that $\left|\nabla_{\mathcal{L}} d_{\mathcal{L}}(x)\right|$ is bounded since it is $\delta_{\lambda}$-homogeneous of degree zero). Recalling that $\mathcal{H} \Gamma=0$ in $\Omega$, that $\Gamma$ is continuous on $\bar{\Omega}$ and that $\Gamma$ vanishes at infinity and on $A \times\{0\}$ (see Theorem 3.5 and (3.7)), from the maximum principle we infer that

$$
\Gamma \leq \mathbf{c} w \quad \text { in } \bar{\Omega}
$$

for a suitable constant $\mathbf{c}>0$. In particular, chosen $t=1 / 2$, we obtain

$$
\Gamma\left(x, \frac{1}{2}\right) \leq \mathbf{c} \exp \left(-\sigma d_{\mathcal{L}}^{2}(x) / 2\right), \quad \text { if } d_{\mathcal{L}}(x) \geq 1
$$

By the homogeneity (3.6) of $\Gamma$, we then deduce
$\Gamma(x, t)=(2 t)^{-Q / 2} \Gamma\left(\delta_{1 / \sqrt{2 t}} x, \frac{1}{2}\right) \leq \mathbf{c} t^{-Q / 2} \exp \left(-\frac{\sigma d_{\mathcal{L}}^{2}(x)}{4 t}\right)$, if $0<2 t \leq d_{\mathcal{L}}^{2}(x)$.
On the other hand, if $d_{\mathcal{L}}^{2}(x)<2 t$, then (3.11) directly yields

$$
\Gamma(x, t) \leq \mathbf{c} t^{-Q / 2} \leq \mathbf{c} t^{-Q / 2} \exp \left(-\frac{d_{\mathcal{L}}^{2}(x)}{\mathbf{c} t}\right)
$$

This ends the proof.
Theorem 5.2. There exists a positive constant $\mathbf{c}$ such that

$$
\Gamma(x, t) \geq \mathbf{c}^{-1} t^{-Q / 2} \exp \left(-\mathbf{c} \frac{d_{\mathcal{L}}^{2}(x)}{t}\right)
$$

for every $x \in \mathbb{R}^{N}$ and $t>0$.

Proof. From Theorem 4.2, it follows that there exists a positive constant c such that

$$
\begin{equation*}
u(x, t) \leq \mathbf{c} u(y, 2 t) \exp \left(\mathbf{c} \frac{d_{\mathcal{L}}^{2}(x, y)}{t}\right), \quad x, y \in \mathbb{R}^{N}, t>0 \tag{5.2}
\end{equation*}
$$

for every function $u>0$ such that $\mathcal{H} u=0$ in $\mathbb{R}^{N} \times(0, \infty)$. The proof of this assertion is standard; however, for the reader's convenience, we give it below. We first observe that it is sufficient to prove (5.2) with $d_{\mathcal{L}}$ replaced by $d_{X}$ (see (8.1) in the Appendix), since such distances are equivalent. By means of Theorem 4.2, we have $u(x, s) \leq \mathbf{c} u(y, 2 s)$ whenever $u$ is in the above class, $d_{\mathcal{L}}(x, y) \leq \sqrt{2 s}$ and $s>0$. If we apply this result to the functions $u_{r}(x, \cdot)=u(x, \cdot+r)$, choosing $r=t-s \geq 0$, we get

$$
\begin{equation*}
u(x, t)=u_{r}(x, t-r) \leq \mathbf{c} u_{r}(y, 2(t-r))=\mathbf{c} u(y, t+s), \tag{5.3}
\end{equation*}
$$

if $d_{\mathcal{L}}(x, y) \leq \sqrt{2 s}$ and $t \geq s>0$. This proves (5.2) when $d_{\mathcal{L}}(x, y) \leq \sqrt{2 t}$ (we only have to choose $s=t$ ). On the other hand, if $d_{\mathcal{L}}(x, y)>\sqrt{2 t}$, one can find a chain of points $x_{0}=x, x_{1}, \ldots, x_{p}=y \in \mathbb{R}^{N}$ (laying on a $X$-subunit path connecting $x$ and $y$ ), with $p$ "proportional" to $d_{X}^{2}(x, y) / t$, such that $d_{\mathcal{L}}\left(x_{i}, x_{i+1}\right) \leq \sqrt{2 s}$ for $s=t / p$ (proportional to $\left(d_{X}(x, y) / p\right)^{2}$ ). Now, applying (5.3), we obtain $u\left(x_{i}, t+i s\right) \leq \mathbf{c} u\left(x_{i+1}, t+(i+1) s\right.$ ), whence $u(x, t) \leq \mathbf{c}^{p} u(y, t+p s) \leq \mathbf{c} u(y, 2 t) \exp \left(\mathbf{c} \overline{d_{X}^{2}}(x, y) / t\right)$. This completes the proof of (5.2).

Finally, applying (5.2) to $u=\Gamma$, we get
$\Gamma(y, 2 t) \geq \mathbf{c}^{-1} \Gamma(0, t) \exp \left(-\mathbf{c} \frac{d_{\mathcal{L}}^{2}(y)}{t}\right)=\mathbf{c}^{-1} t^{-Q / 2} \Gamma(0,1) \exp \left(-\mathbf{c} \frac{d_{\mathcal{L}}^{2}(y)}{t}\right)$, by the homogeneity (3.6) of $\Gamma$.
Theorem 5.3. Given any non-negative integers $p, q$, there exist positive constants $\mathbf{c}, \mathbf{c}_{p, q}$ such that for every $i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$ we have

$$
\left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma(x, t)\right| \leq \mathbf{c}_{p, q} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathcal{L}}^{2}(x)}{\mathbf{c} t}\right)
$$

for every $x \in \mathbb{R}^{N}$ and $t>0$.
Proof. The assertion is an easy consequence of Theorem 5.1 and the Harnack inequality in Corollary 4.5.

## 6. The Cauchy problem

In this section we establish some more properties of the fundamental solution $\Gamma$ for $\mathcal{H}$, constructed in Section 3, and we obtain some existence and uniqueness results for the Cauchy problem related to $\mathcal{H}$.

Theorem 6.1. For every $x \in \mathbb{R}^{N}$ and $t>\tau$, we have

$$
\int_{\mathbb{R}^{N}} \Gamma(x, t ; \xi, \tau) \mathrm{d} \xi=1 .
$$

Proof. We first observe that the above integral is finite by Theorem 5.1. Moreover, using (3.6) and (3.10), it is easy to see that it does not depend on $x, t, \tau$, i.e., there exists a positive constant $\alpha$ such that

$$
\begin{equation*}
\int_{\mathbb{R}^{N}} \Gamma(x, t ; \xi, \tau) \mathrm{d} \xi=\alpha, \quad \text { for every } x \in \mathbb{R}^{N} \text { and } t>\tau \tag{6.1}
\end{equation*}
$$

( $\alpha \neq 0$ since $\Gamma$ is not identically zero in $\mathbb{R}^{N+1}$ ). In order to prove that $\alpha=1$, we shall test the identity

$$
\mathcal{G}_{\infty}(\mathcal{H} \Phi)=-\Phi
$$

(see Theorem 3.5-(iii)) on some suitable $\Phi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$. Let us choose $\varphi \in C_{0}^{\infty}((-1,1))$ such that $\varphi(0)=1$ and $g \in C_{0}^{\infty}(\mathbb{R})$ such that $0 \leq g \leq 1$, $g(r)=1$ if $|r| \leq 1, g(r)=0$ if $|r| \geq 2$. We define $\Phi_{k}(x, t)=\varphi(t) \psi_{k}(x)$ where $\psi_{k}(x)=g\left(d_{\mathcal{L}}(x) / k\right)$. We have $\mathcal{H} \Phi_{k}(x, t)=\varphi(t) \mathcal{L} \psi_{k}(x)-\psi_{k}(x) \varphi^{\prime}(t)$. Hence $1=\Phi_{k}(0)=-\mathcal{G}_{\infty}\left(\mathcal{H} \Phi_{k}\right)(0)$

$$
=\int_{\mathbb{R}^{N+1}} \Gamma(0,0 ; \xi, \tau) \psi_{k}(\xi) \varphi^{\prime}(\tau) \mathrm{d} \xi \mathrm{~d} \tau-\int_{\mathbb{R}^{N+1}} \Gamma(0,0 ; \xi, \tau) \varphi(\tau) \mathcal{L} \psi_{k}(\xi) \mathrm{d} \xi \mathrm{~d} \tau
$$

Moreover, using (5.1) it is easy to see that $\left|\mathcal{L} \psi_{k}(x)\right| \leq \mathbf{c} / k^{2}$. Therefore, letting $k \rightarrow \infty$ in the above identity and recalling Theorem 3.5-(iv) and (6.1), we obtain

$$
1=\int_{\mathbb{R}^{N+1}} \Gamma(0,0 ; \xi, \tau) \varphi^{\prime}(\tau) \mathrm{d} \xi \mathrm{~d} \tau=\alpha \int_{-1}^{0} \varphi^{\prime}(\tau) \mathrm{d} \tau=\alpha \varphi(0)=\alpha
$$

This completes the proof.
Corollary 6.2. Let $f$ be a continuous function on $\mathbb{R}^{N}$ satisfying the growth condition

$$
|f(x)| \leq c \exp \left(\mu d_{\mathcal{L}}^{2}(x)\right)
$$

for some constants $c, \mu \geq 0$. Then the function

$$
u(x, t)=\int_{\mathbb{R}^{N}} \Gamma(x, t ; \xi, 0) f(\xi) \mathrm{d} \xi, \quad x \in \mathbb{R}^{N}, t \in(0, T / \mu)
$$

is well posed (being $T>0$ an absolute constant) and is a classical solution to the Cauchy problem

$$
\begin{cases}\mathcal{H} u(x, t)=0, & (x, t) \in \mathbb{R}^{N} \times(0, T / \mu), \\ u(x, 0)=f(x), & x \in \mathbb{R}^{N}\end{cases}
$$

Proof. The function $u$ is well posed by means of Theorem 5.1. Moreover, from Theorem 3.5-(v) and the estimates in Theorem 5.3, it follows that $\mathcal{H} u=0$. Finally, using Theorem 5.1 and Theorem 6.1, it is a standard argument to prove that $u(x, t) \longrightarrow f\left(x_{0}\right)$ as $(x, t) \rightarrow\left(x_{0}, 0\right)$.
Corollary 6.3. For every $x \in \mathbb{R}^{N}, t>0$ and $\tau>0$, we have the following reproduction property

$$
\Gamma(x, t+\tau)=\int_{\mathbb{R}^{N}} \Gamma\left(\xi^{-1} \circ x, t\right) \Gamma(\xi, \tau) \mathrm{d} \xi
$$

Proof. We fix $\tau>0$ and set $v(x, t)=\Gamma(x, t+\tau), u(x, t)=\int_{\mathbb{R}^{N}} \Gamma\left(\xi^{-1} \circ\right.$ $x, t) \Gamma(\xi, \tau) \mathrm{d} \xi$ for $(x, t) \in \Omega=\mathbb{R}^{N} \times(0, \infty)$. We have $\mathcal{H} v=0$ in $\Omega, v \longrightarrow 0$ at infinity (see Theorem 3.5 and (3.7)). Moreover, from Corollary 6.2 (see also (3.10)) it follows that $\mathcal{H} u=0$ in $\Omega,\left.u\right|_{\partial \Omega}=\left.v\right|_{\partial \Omega}$. Hence, by the maximum principle, in order to prove that $u \equiv v$ in $\Omega$, we only need to show that $u \longrightarrow 0$ at infinity. This statement can be easily proved if we note that, by Theorems 5.1 and 6.1 , the following inequality holds:

$$
0 \leq u(x, t) \leq \mathbf{c}_{\tau} \int_{d(\xi) \leq k} \Gamma\left(\xi^{-1} \circ x, t\right) \mathrm{d} \xi+\mathbf{c}_{\tau} \exp \left(-\widetilde{\mathbf{c}}_{\tau} k^{2}\right)
$$

for every $k>0$.
We now want to establish a uniqueness result for the solutions to the Cauchy problem related to $\mathcal{H}$. To this purpose, we need the following lemma.

Lemma 6.4. Let $r>0$ be fixed. Let $u$ be a classical solution to the Cauchy problem

$$
\begin{equation*}
\mathcal{H} u=0 \text { in } \mathbb{R}^{N} \times(0, r), \quad u(\cdot, 0)=0 . \tag{6.2}
\end{equation*}
$$

Then, extending $u(x, t)$ to be zero for $t<0$, we have $u \in C^{\infty}\left(\mathbb{R}^{N} \times(-\infty, r)\right)$.
Proof. By the hypoellipticity of $\mathcal{H}$, it is sufficient to prove $\mathcal{H} u=0$ on $\mathbb{R}^{N} \times(-\infty, r)$, in the weak sense of distributions. Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N} \times(-\infty, r)\right)$ be a fixed test function. We introduce the family of cut-off functions $\psi_{\sigma}(t)=$ $\psi(|t| / \sigma),(\sigma>0)$ with $\psi \in C^{\infty}([0, \infty)), 0 \leq \psi \leq 1, \psi \equiv 0$ on $[2, \infty), \psi \equiv 1$ on $[0,1]$. We have
$\left|\int u \mathcal{H}^{*} \varphi\right| \leq \int_{|t| \leq 2 \sigma} \int_{x \in \operatorname{spt}(\varphi)}|u(x, t)|\left|\mathcal{H}^{*}\left(\varphi \psi_{\sigma}\right)(x, t)\right| \mathrm{d} x \mathrm{~d} t+\left|\int u \mathcal{H}^{*}\left(\varphi\left(1-\psi_{\sigma}\right)\right)\right|$.
The second integral in the right hand-side vanishes since $\mathcal{H} u=0$ in the support of $\varphi\left(1-\psi_{\sigma}\right)$. On the other hand, $\left|\mathcal{H}^{*}\left(\varphi \psi_{\sigma}\right)\right|(x, t) \leq\left|\mathcal{H}^{*}(\varphi) \psi_{\sigma}\right|(x, t)+$ $1 / \sigma\left|\psi^{\prime}(|t| / \sigma)\right||\varphi|(x, t) \leq \mathbf{c} / \sigma$, for small $\sigma$. Hence, by the continuity of $u$ and since $u(\cdot, 0)=0$, the first integral in the right hand-side vanishes as $\sigma$ goes to zero. This completes the proof.

Theorem 6.5. Let $r>0$ be fixed. Let $u$ be a classical solution to the Cauchy problem

$$
\begin{equation*}
\mathcal{H} u=0 \text { in } \mathbb{R}^{N} \times(0, r), \quad u(\cdot, 0)=0 \tag{6.3}
\end{equation*}
$$

Suppose that one of the following conditions holds: either $u$ is non-negative or there exists $\mu>0$ such that

$$
\begin{equation*}
\int_{0}^{r} \int_{\mathbb{R}^{N}} \exp \left(-\mu d_{\mathcal{L}}^{2}(x)\right)|u(x, t)| \mathrm{d} x \mathrm{~d} t<\infty \tag{6.4}
\end{equation*}
$$

Then $u$ vanishes identically.
Proof. We first prove that $u \equiv 0$ if (6.4) holds. It is sufficient to prove that there exists $\nu=\nu(\mu)>0$ such that $u=0$ on $\mathbb{R}^{N} \times(0, \nu)$ and to repeat the argument finitely many times. Let $\nu>0$ be fixed as we shall specify in the sequel and let $\bar{z}=(\bar{x}, \bar{t}) \in \mathbb{R}^{N} \times(0, \nu)$. We also set $B_{\rho}(\bar{x})=\{x \in$ $\left.\mathbb{R}^{N} \mid d_{\mathcal{L}}(\bar{x}, x)<\rho\right\}$, for any $\rho>0$. Let $\psi_{\rho}$ be a smooth function on $[0, \infty)$ such that $0 \leq \psi_{\rho} \leq 1, \psi_{\rho} \equiv 0$ on $[\rho+1, \infty), \psi_{\rho} \equiv 1$ on $[0, \rho]$ and such that $\psi_{\rho}^{\prime}, \psi_{\rho}^{\prime \prime}$ are bounded by a constant independent of $\rho$. We now define the cut-off functions $h_{\rho}(x)=\psi_{\rho}\left(d_{\mathcal{L}}(\bar{x}, x)\right)$ so that $X_{i} h_{\rho}, X_{i} X_{j} h_{\rho}$ are bounded by a constant independent of $\rho($ when $\rho \geq 1)$ for every $i, j \in\{1, \ldots, m\}$.

We set $v=h_{\rho} \Gamma(\bar{z} ; \cdot)$ and we integrate the Green's identity $v \mathcal{H} u-u \mathcal{H}^{*} v=$ $\operatorname{div}\left(v M_{\mathcal{L}} \nabla u-u M_{\mathcal{L}} \nabla v\right)-\partial_{t}(u v)$ on the domain $B_{\rho+1}(\bar{x}) \times(0, \bar{t}-\varepsilon)$, where $M_{\mathcal{L}}$ is defined by (2.2) and $\varepsilon>0$ is small. We explicitly remark that, by Lemma $6.4, u$ is smooth up to the boundary of that domain. As $\varepsilon \rightarrow 0$ we obtain
$u(\bar{z})=\lim _{\varepsilon \rightarrow 0} \int_{B_{\rho+1}(\bar{x})} u(x, \bar{t}-\varepsilon) h_{\rho}(x) \Gamma\left(\bar{x}^{-1} \circ x, \varepsilon\right) \mathrm{d} x=\int_{0}^{\bar{t}} \int_{B_{\rho+1}(\bar{x})} u(x, t) \mathcal{H}^{*} v(x, t) \mathrm{d} x \mathrm{~d} t$.
The first equality follows by a standard argument using Theorem 6.1 and Theorem 5.1. Since $\mathcal{H}^{*} \Gamma(\bar{z} ; \cdot)=0$ away from $\bar{z}$ (see Theorem 3.5-(vi)), then

$$
\begin{equation*}
u(\bar{z})=\int_{0}^{\bar{t}} \int_{B_{\rho+1}(\bar{x}) \backslash B_{\rho}(\bar{x})} u(x, t) \mathcal{H}^{*} v(x, t) \mathrm{d} x \mathrm{~d} t \tag{6.5}
\end{equation*}
$$

On the other hand, by (3.13) and Theorems 5.1 and 5.3,

$$
\begin{aligned}
\left|\mathcal{H}^{*} v(z)\right| & =\left|\Gamma(\bar{z} ; z) \mathcal{L} h_{\rho}+\sum_{i=1}^{m} X_{i} h_{\rho} X_{i} \Gamma\left(\bar{x}^{-1} \circ x, \bar{t}-t\right)\right| \\
& \leq \mathbf{c}(\bar{t}-t)^{-(Q+1) / 2} \exp \left(-\frac{d_{\mathcal{L}}^{2}(\bar{x}, x)}{\mathbf{c}(\bar{t}-t)}\right)
\end{aligned}
$$

Hence,

$$
\begin{aligned}
|u(\bar{z})| & \leq \mathbf{c} \int_{0}^{\bar{t}} \int_{B_{\mathbf{c} \rho}(0) \backslash B_{\rho / \mathbf{c}}(0)}|u(x, t)|(\bar{t}-t)^{-(Q+1) / 2} \exp \left(-\frac{d_{\mathcal{L}}^{2}(\bar{x}, x)}{\mathbf{c}(\bar{t}-t)}\right) \mathrm{d} x \mathrm{~d} t \\
& \leq \mathbf{c} \int_{0}^{\bar{t}} \int_{B_{\mathbf{c} \rho}(0) \backslash B_{\rho / \mathbf{c}}(0)}|u(x, t)| \exp \left(-\mu d_{\mathcal{L}}^{2}(\bar{x}, x)\right) \mathrm{d} x \mathrm{~d} t
\end{aligned}
$$

if $\nu(\mu)$ is suitably chosen (recall that $\bar{t} \leq \nu(\mu)$ ). Finally, letting $\rho$ go to infinity, and using (6.4), we obtain $u(\bar{z})=0$. This proves that $u \equiv 0$ if (6.4) holds.

We now consider the case when $u$ is a non-negative solution to (6.3). We set, for fixed $\tau \in(0, r), \rho>0$,

$$
w_{\rho}^{\tau}(x, t):=\int_{\mathbb{R}^{N}} \Gamma(x, t ; \xi, \tau) f_{\rho}^{\tau}(\xi) \mathrm{d} \xi, \quad x \in \mathbb{R}^{N}, t \in(\tau, r)
$$

where $f_{\rho}^{\tau}(\xi)=u(\xi, \tau)$ if $d_{\mathcal{L}}(\xi) \leq \rho, f_{\rho}^{\tau}(\xi)=0$ otherwise. It is a standard argument (see also Corollary 6.2) to prove that

$$
\mathcal{H} w_{\rho}^{\tau}=0 \text { in } \mathbb{R}^{N} \times(\tau, r) ; \quad \lim _{(x, t) \rightarrow(y, \tau)} w_{\rho}^{\tau}(x, t)=f_{\rho}^{\tau}(y), \text { for } d_{\mathcal{L}}(y) \neq \rho
$$

Since $u \geq 0$ this readily implies that

$$
\liminf _{(x, t) \rightarrow(y, \tau)}\left(u(y, \tau)-w_{\rho}^{\tau}(x, t)\right) \geq 0, \quad y \in \mathbb{R}^{N}
$$

Here, we have used the fact that, if $d_{\mathcal{L}}(y)=\rho$, then $w_{\rho}^{\tau}(y) \leq w_{2 \rho}^{\tau}(y) \longrightarrow$ $u(y, \tau)$. Moreover, it is easy to see that $\liminf _{d_{\mathcal{L}}(x) \rightarrow \infty}\left(u(y, \tau)-w_{\rho}^{\tau}(x, t)\right) \geq$ 0 , uniformly in $t \in(\tau, r)$. Applying the parabolic maximum principle, we obtain $w_{\rho}^{\tau} \leq u$ in $\mathbb{R}^{N} \times(\tau, r)$. Now, we take $x=0$ and we fix $t \in(0, r)$. Letting $\rho$ go to infinity in $w_{\rho}^{\tau} \leq u$ and integrating in $\tau$, we get

$$
\begin{aligned}
(t-\varepsilon) u(0, t) & \geq \int_{0}^{t-\varepsilon} \int_{\mathbb{R}^{N}} \Gamma(0, t ; \xi, \tau) u(\xi, \tau) \mathrm{d} \xi \mathrm{~d} \tau \\
& \geq \mathbf{c} \int_{0}^{t-\varepsilon} \int_{\mathbb{R}^{N}} \exp \left(-\frac{\mathbf{c} d_{\mathcal{L}}^{2}(\xi)}{\varepsilon}\right) u(\xi, \tau) \mathrm{d} \xi \mathrm{~d} \tau
\end{aligned}
$$

by Theorem 5.2. Using the first part of the proof, this implies that $u$ vanishes on $\mathbb{R}^{N} \times(0, t-\varepsilon)$. Since $t \in(0, r)$ is arbitrary, the theorem is completely proved.

## 7. Uniform estimates for a family of fundamental solutions

In the first part of this section, we restrict our attention to the special case of free Carnot groups and we derive the uniform estimates using Theorem A and Theorem B. In the second part of the section, we shall prove the uniform estimates for general Carnot groups: using the lifting procedure recalled in Theorem C, we shall reduce to the free case.

Throughout the section, we shall use the notations of Section 2. In particular $\Lambda \geq 1$ will be a fixed constant and $\mathcal{M}_{\Lambda}$ will denote the set of $m \times m$ symmetric matrices $A$ such that $\Lambda^{-1}|\xi|^{2} \leq\langle A \xi, \xi\rangle \leq \Lambda|\xi|^{2}$. We shall denote by $\mathbf{c}_{\Lambda}, \widetilde{\mathbf{c}}_{\Lambda}, \ldots$ any positive constant depending only on $\Lambda$ and on the structure of $\mathbb{G}$.

I - The free case. In this first part of the section, we shall suppose that $\mathbb{G}=\left(\mathbb{R}^{N}, o, \delta_{\lambda}\right)$ is a free Carnot group.
Theorem 7.1. Suppose $\mathbb{G}$ is free. For every $A \in \mathcal{M}_{\Lambda}$ we have

$$
\Gamma_{A}(x, t ; \xi, \tau)=J_{A} \cdot \Gamma_{\mathbb{G}}\left(T_{A}(x), t ; T_{A}(\xi), \tau\right), \quad x, \xi \in \mathbb{R}^{N}, t, \tau \in \mathbb{R}
$$

We recall that $\Gamma_{A}$ denotes the fundamental solution for $\mathcal{H}_{A}=\mathcal{L}_{A}-\partial_{t}$ and $\Gamma_{\mathbb{G}}$ the fundamental solution for $\mathcal{H}_{\mathbb{G}}=\Delta_{\mathbb{G}}-\partial_{t}$, while $J_{A}$ and $T_{A}$ are defined in Theorem $A$ and Theorem B.

Proof. Setting $\Gamma(x, t ; \xi, \tau)=J_{A} \cdot \Gamma_{\mathbb{G}}\left(T_{A}(x), t ; T_{A}(\xi), \tau\right)$, we only have to prove that $\Gamma$ satisfies (i)-(ii)-(iii) of Definition 3.1 with $\mathcal{L}=\mathcal{L}_{A}$. Recalling that $T_{A}$ is a diffeomorphism, (i) and (iii) follow immediately from the analogous properties of $\Gamma_{\mathbb{G}}$. Let us prove (ii). Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ be a test function and set $\psi(x, t)=\varphi\left(T_{A}^{-1}(x), t\right)$. By (2.7) we have $\Delta_{\mathbb{G}} \psi(x, t)=$ $\left(\mathcal{L}_{A} \varphi\right)\left(T_{A}^{-1}(x), t\right)$. Since also $\psi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ we have

$$
\begin{aligned}
& \int_{\mathbb{R}^{N+1}} \Gamma(x, t ; \xi, \tau) \mathcal{H}_{A}^{*} \varphi(x, t) \mathrm{d} x \mathrm{~d} t \\
& =\int_{\mathbb{R}^{N+1}} \Gamma_{\mathbb{G}}\left(T_{A}(x), t ; T_{A}(\xi), \tau\right) \mathcal{H}_{A}^{*} \varphi(x, t) J_{A}(x) \mathrm{d} x \mathrm{~d} t \\
& =\int_{\mathbb{R}^{N+1}} \Gamma_{\mathbb{G}}\left(x^{\prime}, t ; T_{A}(\xi), \tau\right) \mathcal{H}_{\mathbb{G}}^{*} \psi\left(x^{\prime}, t\right) \mathrm{d} x^{\prime} \mathrm{d} t=-\psi\left(T_{A}(\xi), \tau\right)=-\varphi(\xi, \tau) .
\end{aligned}
$$

This completes the proof.
From Theorem 7.1 and Theorem 3.9, we also immediately get the following relation between the fundamental solutions for the sub-Laplacians on $\mathbb{G}$.

Corollary 7.2. Suppose $\mathbb{G}$ is free. For every $A \in \mathcal{M}_{\Lambda}$ we have

$$
\gamma_{A}(x)=J_{A} \cdot \gamma_{\mathbb{G}}\left(T_{A}(x)\right), \quad x \in \mathbb{R}^{N},
$$

where $\gamma_{A}, \gamma_{\mathbb{G}}$ denote the fundamental solutions for $\mathcal{L}_{A}, \Delta_{\mathbb{G}}$, respectively.
Theorem 7.3. Suppose $\mathbb{G}$ is free. There exists a positive constant $\mathbf{c}_{\Lambda}$ such that

$$
\mathbf{c}_{\Lambda}^{-1} t^{-Q / 2} \exp \left(-\frac{\mathbf{c}_{\Lambda} d_{\mathbb{G}}^{2}(x)}{t}\right) \leq \Gamma_{A}(x, t) \leq \mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right)
$$

$x \in \mathbb{R}^{N}, t>0$, for every $A \in \mathcal{M}_{\Lambda}$. We recall that $d_{\mathbb{G}}$ is defined by (3.14) when $\mathcal{L}=\Delta_{\mathbb{G}}$.

Proof. The assertion follows from Theorem 7.1, from the estimates of $\Gamma_{\mathbb{G}}$ (see Theorem 5.1 and Theorem 5.2) and from the good properties of $T_{A}$ established in Theorem B. Indeed, recalling that $T_{A}(0)=0$, we have

$$
\begin{aligned}
\Gamma_{A}(x, t) & =J_{A} \cdot \Gamma_{\mathbb{G}}\left(T_{A}(x), t\right) \leq \mathbf{c}_{\Lambda} \Gamma_{\mathbb{G}}\left(T_{A}(x), t\right) \quad(\text { by }(2.8)) \\
& \left.\leq \mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}\left(T_{A}(x)\right)}{\mathbf{c} t}\right) \quad \text { (by Theorem } 5.1\right) \\
& \leq \mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) \quad(\text { by }(2.10)) .
\end{aligned}
$$

The estimate from below is analogous.
Theorem 7.4. Suppose $\mathbb{G}$ is free. Given any non-negative integers $p, q$, there exist positive constants $\mathbf{c}_{\Lambda}$ and $\mathbf{c}_{\Lambda, p, q}$ such that
$\left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A}(x, t)\right| \leq \mathbf{c}_{\Lambda, p, q} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right), x \in \mathbb{R}^{N}, t>0$, for every $i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$ and for every $A \in \mathcal{M}_{\Lambda}$.
Proof. We set $Y_{i}=\sum_{j=1}^{m}\left(A^{1 / 2}\right)_{i, j} X_{j}$ and we recall that (2.6) holds. Setting for brevity $B=A^{-1 / 2}$, we have $X_{i}=\sum_{k=1}^{m} b_{i, k} Y_{k}$. Hence, from Theorem 7.1, we get

$$
\begin{align*}
& \left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A}(x, t)\right| \\
& =J_{A}\left|\sum_{k_{1}, \ldots, k_{p}=1}^{m} b_{i_{1}, k_{1}} \cdots b_{i_{p}, k_{p}} Y_{k_{1}} \cdots Y_{k_{p}}\left(\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}(\cdot, t) \circ T_{A}\right)(x)\right| \\
& =J_{A}\left|\sum_{k_{1}, \ldots, k_{p}=1}^{m} b_{i_{1}, k_{1}} \cdots b_{i_{p}, k_{p}}\left(X_{k_{1}} \cdots X_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}\right)\left(T_{A}(x), t\right)\right|  \tag{2.6}\\
& \leq \mathbf{c}_{\Lambda, p, q} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}\left(T_{A}(x)\right)}{\mathbf{c} t}\right) . \tag{7.1}
\end{align*}
$$

The last inequality follows from Theorem $5.3,(2.8)$ and (2.12). Recalling (2.10), the proof is complete.

Theorem 7.5. Suppose $\mathbb{G}$ is free. There exists a positive constant $\mathbf{c}_{\Lambda}$ such that

$$
\left|\Gamma_{A_{1}}(x, t)-\Gamma_{A_{2}}(x, t)\right| \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|^{1 / r} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right)
$$

$x \in \mathbb{R}^{N}, t>0$, for every $A_{1}, A_{2} \in \mathcal{M}_{\Lambda}$.
In the proof of Theorem 7.5, we shall use the following result.
Lemma 7.6. There exists a positive constant $\mathbf{c}$, such that

$$
\left|u\left(x_{1}\right)-u\left(x_{2}\right)\right| \leq \mathbf{c} d_{\mathbb{G}}\left(x_{1}, x_{2}\right) \sup _{d_{\mathbb{G}}\left(y, x_{1}\right) \leq \mathbf{c} d_{\mathbb{G}}\left(x_{1}, x_{2}\right)}\left(\left|X_{1} u(y)\right|+\cdots+\left|X_{m} u(y)\right|\right)
$$

for every $x_{1}, x_{2} \in \mathbb{R}^{N}$ and for every function $u: \mathbb{R}^{N} \rightarrow \mathbb{R}$ regular enough.
Proof. Since $d_{\mathbb{G}}$ is equivalent to the Carnot-Carathéodory distance $d_{X}$ (see (8.1)), we may prove the lemma with $d_{X}$ instead of $d_{\mathbb{G}}$. The assertion then easily follows arguing with $X$-subunit paths $\alpha:[0, \delta] \rightarrow \mathbb{R}^{N}$ connecting $x_{1}$ and $x_{2}$ and writing $u\left(x_{2}\right)-u\left(x_{1}\right)=\int_{0}^{\delta} \frac{\mathrm{d}}{\mathrm{d} s}(u(\alpha(s))) \mathrm{d} s$.
Proof of Theorem 7.5. Applying Lemma 7.6 to the function $u=\Gamma_{\mathbb{G}}(\cdot, t)$ and using Theorem 5.3, we obtain

$$
\begin{align*}
& \left|\Gamma_{\mathbb{G}}\left(T_{A_{1}}(x), t\right)-\Gamma_{\mathbb{G}}\left(T_{A_{2}}(x), t\right)\right|  \tag{7.2}\\
& \leq \mathbf{c} d_{\mathbb{G}}\left(T_{A_{1}}(x), T_{A_{2}}(x)\right) t^{-(Q+1) / 2} \sup _{d_{\mathbb{G}}\left(y, T_{A_{1}}(x)\right) \leq d_{\mathbb{G}}\left(T_{A_{1}}(x), T_{A_{2}}(x)\right)} \exp \left(-\frac{d_{\mathbb{G}}^{2}(y)}{\mathbf{c} t}\right) \\
& \quad \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|^{1 / r} d_{\mathbb{G}}(x) t^{-(Q+1) / 2} \sup _{d_{\mathbb{G}}\left(y, T_{A_{1}}(x)\right) \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|^{1 / r} d_{\mathbb{G}}(x)} \exp \left(-\frac{d_{\mathbb{G}}^{2}(y)}{\mathbf{c} t}\right) .
\end{align*}
$$

The last inequality follows from (2.11). Since $d_{\mathbb{G}}\left(T_{A_{1}(x)}\right) \geq \mathbf{c}_{\Lambda}{ }^{-1} d_{\mathbb{G}}(x)$ by (2.10), there exists a positive constant $\sigma_{\Lambda} \leq 1$ such that, if $\left\|A_{1}-A_{2}\right\|<$ $\sigma_{\Lambda}$, then the supremum in the far right hand-side of (7.2) is smaller than $\exp \left(-d_{\mathbb{G}}^{2}(x) /\left(\mathbf{c}_{\Lambda} t\right)\right)$. Thus, for $\left\|A_{1}-A_{2}\right\|<\sigma_{\Lambda}$, from (7.2), we get

$$
\begin{align*}
& \left|\Gamma_{\mathbb{G}}\left(T_{A_{1}}(x), t\right)-\Gamma_{\mathbb{G}}\left(T_{A_{2}}(x), t\right)\right|  \tag{7.3}\\
& \leq \mathbf{c}_{\Lambda}\left\|A_{1}-A_{2}\right\|^{1 / r} t^{-Q / 2} \frac{d_{\mathbb{G}}(x)}{\sqrt{t}} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) \\
& \leq \widetilde{\mathbf{c}}_{\Lambda}\left\|A_{1}-A_{2}\right\|^{1 / r} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) .
\end{align*}
$$

On the other hand, by Theorem 7.1,

$$
\begin{aligned}
\mid \Gamma_{A_{1}}(x, t) & -\Gamma_{A_{2}}(x, t) \mid \\
& \leq\left|J_{A_{1}}-J_{A_{2}}\right| \Gamma_{\mathbb{G}}\left(T_{A_{1}}(x), t\right)+J_{A_{2}}\left|\Gamma_{\mathbb{G}}\left(T_{A_{1}}(x), t\right)-\Gamma_{\mathbb{G}}\left(T_{A_{2}}(x), t\right)\right| .
\end{aligned}
$$

Therefore, when $\left\|A_{1}-A_{2}\right\|<\sigma_{\Lambda}$, the thesis follows using (7.3), Theorem 5.1, (2.8), (2.9) and (2.10). If on the contrary $\left\|A_{1}-A_{2}\right\| \geq \sigma_{\Lambda}$, then the thesis straightforwardly follows from Theorem 7.3, writing $\left|\Gamma_{A_{1}}(x, t)-\Gamma_{A_{2}}(x, t)\right| \leq$ $\left|\Gamma_{A_{1}}(x, t)\right|+\left|\Gamma_{A_{2}}(x, t)\right|$.
Theorem 7.7. Suppose $\mathbb{G}$ is free. Given any non-negative integers $p, q$, there exist positive constants $\mathbf{c}_{\Lambda}$ and $\mathbf{c}_{\Lambda, p, q}$ such that

$$
\begin{aligned}
& \left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{1}}(x, t)-X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{2}}(x, t)\right| \\
& \quad \leq \mathbf{c}_{\Lambda, p, q}\left\|A_{1}-A_{2}\right\|^{1 / r} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right), \quad x \in \mathbb{R}^{N}, t>0,
\end{aligned}
$$

for every $i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$ and for every $A_{1}, A_{2} \in \mathcal{M}_{\Lambda}$.
Proof. Following the notation in the proof of Theorem 7.4, we set

$$
\left(Y^{(h)}\right)_{i}=\sum_{j=1}^{m}\left(A_{h}^{1 / 2}\right)_{i, j} X_{j}(h=1,2), i=1, \ldots, m
$$

From Theorem 7.1 and (2.6), arguing as in (7.1) and using the identity $a_{1} \cdots a_{n}-b_{1} \cdots b_{n}=\sum_{j=1}^{n} a_{1} \cdots a_{j-1}\left(a_{j}-b_{j}\right) b_{j+1} \cdots b_{n}$, we get

$$
\begin{aligned}
& \left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{1}}(x, t)-X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{2}}(x, t)\right|=\left\lvert\, \sum_{k_{1}, \ldots, k_{p}=1}^{m}\left(J_{A_{1}}\left(A_{1}^{-\frac{1}{2}}\right)_{i_{1}, k_{1}}\right.\right. \\
& \cdots\left(A_{1}^{-\frac{1}{2}}\right)_{i_{p}, k_{p}}\left(Y^{(1)}\right)_{k_{1}} \cdots\left(Y^{(1)}\right)_{k_{p}}\left(\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}(\cdot, t) \circ T_{A_{1}}\right)(x) \\
& \left.\left.\quad-J_{A_{2}}\left(A_{2}^{-\frac{1}{2}}\right)_{i_{1}, k_{1}} \cdots\left(A_{2}^{-\frac{1}{2}}\right)_{i_{p}, k_{p}}\left(Y^{(2)}\right)_{k_{1}} \cdots\left(Y^{(2)}\right)_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}(\cdot, t) \circ T_{A_{2}}\right)(x)\right) \mid \\
& \leq \sum_{k_{1}, \ldots, k_{p}=1}^{m}\left(\left.\left|J_{A_{1}}-J_{A_{2}}\right|\left(A_{2}^{-\frac{1}{2}}\right)_{i_{1}, k_{1}} \cdots\left(A_{2}^{-\frac{1}{2}}\right)_{i_{p}, k_{p}}| | X_{k_{1}} \cdots X_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}\left(T_{A_{2}}(x), t\right) \right\rvert\,\right. \\
& \quad+\left(\sum_{j=1}^{p} J_{A_{1}}\left|\left(A_{1}^{-\frac{1}{2}}\right)_{i_{1}, k_{1}} \cdots\left(A_{1}^{-\frac{1}{2}}\right)_{i_{j-1}, k_{j-1}}\right|\left|\left(A_{1}^{-\frac{1}{2}}\right)_{i_{j}, k_{j}}-\left(A_{2}^{-\frac{1}{2}}\right)_{i_{j}, k_{j}}\right| .\right. \\
& \left.\quad\left|\left(A_{2}^{-\frac{1}{2}}\right)_{i_{j+1}, k_{j+1}} \cdots\left(A_{2}^{-\frac{1}{2}}\right)_{i_{p}, k_{p}}\right|\left|X_{k_{1}} \cdots X_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}\left(T_{A_{2}}(x), t\right)\right|\right) \\
& \quad+J_{A_{1}}\left|\left(A_{1}^{-\frac{1}{2}}\right)_{i_{1}, k_{1}} \cdots\left(A_{1}^{-\frac{1}{2}}\right)_{i_{p}, k_{p}}\right| . \\
& \left.\quad\left|X_{k_{1}} \cdots X_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}\left(T_{A_{1}}(x), t\right)-X_{k_{1}} \cdots X_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}\left(T_{A_{2}}(x), t\right)\right|\right) .
\end{aligned}
$$

The thesis now follows from Theorem 5.3 and from (2.8), (2.9), (2.10), (2.12). We apply Lemma 7.6 to the function $X_{k_{1}} \cdots X_{k_{p}}\left(\partial_{t}\right)^{q} \Gamma_{\mathbb{G}}(\cdot, t)$ and we use the same arguments as in the proof of Theorem 7.5. Theorem 7.4 is also used, to treat the case when $\left\|A_{1}-A_{2}\right\|$ is not small.

II - The general case. From now on, we shall consider the case when the Carnot group $\mathbb{G}=\left(\mathbb{R}^{N}, \circ, \delta_{\lambda}\right)$ is not free. By Theorem 8.3, we know that there exists a free homogeneous Carnot group $\widetilde{\mathbb{G}}=\left(\mathbb{R}^{\widetilde{N}}, \widetilde{o}, \widetilde{\delta_{\lambda}}\right)$ which lifts $\mathbb{G}$ in the following sense. Denoting by $x=\left(x^{(1)}, \ldots, x^{(r)}\right)$ the point of $\mathbb{G}=\mathbb{R}^{N}=\mathbb{R}^{N_{1}} \times \cdots \times \mathbb{R}^{N_{r}}$, by

$$
\widetilde{x}=\left(\widetilde{x}^{(1)}, \ldots, \widetilde{x}^{(r)}\right)=\left(x^{(1)}, \ldots, x^{\left(i_{0}\right)},\left(x^{\left(i_{0}+1\right)}, \widehat{x}^{\left(i_{0}+1\right)}\right), \ldots,\left(x^{(r)}, \widehat{x}^{(r)}\right)\right) \equiv(x, \widehat{x})
$$

the point of $\widetilde{\mathbb{G}}=\mathbb{R}^{\widetilde{N}}=\mathbb{R}^{\widetilde{N}_{1}} \times \cdots \times \mathbb{R}^{\widetilde{N}_{r}}=\mathbb{R}^{N_{1}} \times \cdots \times \mathbb{R}^{N_{i_{0}}} \times\left(\mathbb{R}^{N_{i_{0}+1}} \times\right.$ $\left.\mathbb{R}^{\widehat{N}_{i_{0}+1}}\right) \times \cdots \times\left(\mathbb{R}^{N_{r}} \times \mathbb{R}^{\widehat{N}_{r}}\right) \equiv \mathbb{R}^{N} \times \mathbb{R}^{\widehat{N}}$, and by $\pi: \widetilde{\mathbb{G}} \rightarrow \mathbb{G}, \widetilde{x}=(x, \widehat{x}) \mapsto x$ the natural projection, we have (setting $m=N_{1}$ )

$$
\begin{equation*}
\widetilde{X}_{i}(u \circ \pi)=\left(X_{i} u\right) \circ \pi, \quad \forall u \in C^{\infty}\left(\mathbb{R}^{N}\right), i \in\{1, \ldots, m\}, \tag{7.4}
\end{equation*}
$$

where $\Delta_{\mathbb{G}}=\sum_{i=1}^{m} X_{i}^{2}$ and $\Delta_{\widetilde{G}}=\sum_{i=1}^{m} \widetilde{X}_{i}^{2}$ are the canonical sub-Laplacians on $\mathbb{G}, \widetilde{\mathbb{G}}$. Moreover $\pi$ is a Lie group morphism.

Given $A \in \mathcal{M}_{\Lambda}$, we shall use the notation

$$
\begin{array}{ll}
\mathcal{L}_{A}=\sum_{i, j=1}^{m} a_{i, j} X_{i} X_{j}=\sum_{i=1}^{m} Y_{i}^{2}, & Y_{i}=\sum_{j=1}^{m}\left(A^{1 / 2}\right)_{i, j} X_{j}, \\
\widetilde{\mathcal{L}}_{A}=\sum_{i, j=1}^{m} a_{i, j} \widetilde{X}_{i} \widetilde{X}_{j}=\sum_{i=1}^{m} \widetilde{Y}_{i}^{2}, & \widetilde{Y}_{i}=\sum_{j=1}^{m}\left(A^{1 / 2}\right)_{i, j} \widetilde{X}_{j},
\end{array}
$$

for the related sub-Laplacians on $\mathbb{G}, \widetilde{\mathbb{G}}$. Moreover we shall denote by $\Gamma_{A}, \widetilde{\Gamma}_{A}$ the fundamental solutions for the associated heat operators $\mathcal{H}_{A}=\mathcal{L}_{A}-\partial_{t}$, $\widetilde{\mathcal{H}}_{A}=\widetilde{\mathcal{L}}_{A}-\partial_{t}$ on $\mathbb{G} \times \mathbb{R}, \widetilde{\mathbb{G}} \times \mathbb{R}$.
Theorem 7.8. We have, for every $(x, t) \in \mathbb{R}^{N+1}, A \in \mathcal{M}_{\Lambda}$,

$$
\Gamma_{A}(x, t)=\int_{\mathbb{R}^{\hat{N}}} \widetilde{\Gamma}_{A}((x, \widehat{x}), t) \mathrm{d} \widehat{x}
$$

Proof. Setting $\Gamma(x, t)=\int_{\mathbb{R} \widehat{N}} \widetilde{\Gamma}_{A}((x, \widehat{x}), t) \mathrm{d} \widehat{x}$, we only have to prove that $\Gamma$ satisfies (i)-(ii)-(iii) of Definition 3.1, with $\mathcal{H}=\mathcal{H}_{A}$ and $\zeta=0$. (i) easily follows from Theorem 6.1 and Theorem 3.5-(iv) (applied to $\widetilde{\Gamma}_{A}$ ) observing that

$$
\int_{-R}^{R} \int_{\mathbb{R}^{N}} \Gamma(x, t) \mathrm{d} x \mathrm{~d} t=\int_{0}^{R} \int_{\mathbb{R}^{\tilde{N}}} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widetilde{x} \mathrm{~d} t=R
$$

Let us prove (ii). Let $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$ be a test function. We set $\widetilde{\varphi}_{k}(\widetilde{x}, t)=$ $\widetilde{\varphi}_{k}((x, \widehat{x}), t)=\varphi(x, t) \psi_{k}(\widetilde{x})$, where $\psi_{k}(\widetilde{x})=\psi\left(d_{\widetilde{\mathbb{G}}}(\widetilde{x}) / k\right)$ and $\psi \in C_{0}^{\infty}(\mathbb{R})$ is a
fixed cut-off function such that $\psi(t)=1$ if $|t| \leq 1, \psi(t)=0$ if $|t| \geq 2$. Since (7.4) holds, we have

$$
\begin{equation*}
\widetilde{\mathcal{H}}_{A}^{*} \widetilde{\varphi}_{k}(\widetilde{x}, t)=\psi_{k}(\widetilde{x}) \mathcal{H}_{A}^{*} \varphi(x, t)+\varphi(x, t) \widetilde{\mathcal{L}}_{A} \psi_{k}(\widetilde{x})+2 \sum_{i=1}^{m} Y_{i} \varphi(x, t) \widetilde{Y}_{i} \psi_{k}(\widetilde{x}) \tag{7.5}
\end{equation*}
$$

We have to prove that $\int_{\mathbb{R}^{N+1}} \Gamma \mathcal{H}_{A}^{*} \varphi=-\varphi(0)$. By the definition of $\Gamma$, we have

$$
\begin{aligned}
\int_{\mathbb{R}^{N+1}} \Gamma(x, t) \mathcal{H}_{A}^{*} \varphi(x, t) \mathrm{d} x \mathrm{~d} t & =\int_{\mathbb{R}^{\tilde{N}+1}} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathcal{H}_{A}^{*} \varphi(x, t) \mathrm{d} \widetilde{x} \mathrm{~d} t \\
& =\lim _{k \rightarrow \infty} \int_{\mathbb{R}^{\tilde{N}}+1} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \psi_{k}(\widetilde{x}) \mathcal{H}_{A}^{*} \varphi(x, t) \mathrm{d} \widetilde{x} \mathrm{~d} t
\end{aligned}
$$

by dominated convergence. On the other hand,

$$
\int_{\mathbb{R}^{\widetilde{N}+1}} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \widetilde{\mathcal{H}}_{A}^{*} \widetilde{\varphi}_{k}(\widetilde{x}, t) \mathrm{d} \widetilde{x} \mathrm{~d} t=-\widetilde{\varphi}_{k}(0)=-\varphi(0)
$$

since $\widetilde{\Gamma}_{A}$ is the fundamental solution for $\widetilde{\mathcal{H}}_{A}$ and $\widetilde{\varphi}_{k} \in C_{0}^{\infty}\left(\mathbb{R}^{\widetilde{N}+1}\right)$. Thus, recalling (7.5), we only have to prove that

$$
\int_{\mathbb{R}^{\tilde{N}}+1} \widetilde{\Gamma}_{A}(\widetilde{x}, t)\left(\varphi(x, t) \widetilde{\mathcal{L}}_{A} \psi_{k}(\widetilde{x})+2 \sum_{i=1}^{m} Y_{i} \varphi(x, t) \widetilde{Y}_{i} \psi_{k}(\widetilde{x})\right) \mathrm{d} \widetilde{x} \mathrm{~d} t \longrightarrow 0
$$

as $k \rightarrow \infty$. This follows by dominated convergence. Indeed, setting for brevity $\widetilde{d}=d_{\widetilde{G}}$, we have $\widetilde{Y}_{i} \psi_{k}(\widetilde{x})=\frac{1}{k} \psi^{\prime}(\widetilde{d}(\widetilde{x}) / k) \widetilde{Y}_{i} \widetilde{d}(\widetilde{x})$ and

$$
\widetilde{\mathcal{L}}_{A} \psi_{k}(\widetilde{x})=\sum_{i=1}^{m}\left(\frac{1}{k^{2}} \psi^{\prime \prime}(\widetilde{d}(\widetilde{x}) / k)\left(\widetilde{Y}_{i} \widetilde{d}(\widetilde{x})\right)^{2}+\frac{1}{k} \psi^{\prime}(\widetilde{d}(\widetilde{x}) / k) \widetilde{Y}_{i}^{2} \widetilde{d}(\widetilde{x})\right),
$$

where $\widetilde{Y}_{i} \tilde{d}$ and $\widetilde{Y}_{i}^{2} \widetilde{d}$ are $\widetilde{\delta}_{\lambda}$-homogeneous of degree 0 and of degree -1 respectively, thus bounded for large $\widetilde{x}$. Whence

$$
\left|\widetilde{\Gamma}_{A}\left(\varphi \widetilde{\mathcal{L}}_{A} \psi_{k}+2 \sum_{i=1}^{m}\left(Y_{i} \varphi\right)\left(\widetilde{Y}_{i} \psi_{k}\right)\right)\right| \leq \frac{c}{k}\left(|\varphi|+\sum_{i=1}^{m}\left|Y_{i} \varphi\right|\right) \widetilde{\Gamma}_{A} \in L^{1}\left(\mathbb{R}^{\widetilde{N}+1}\right)
$$

being $\varphi \in C_{0}^{\infty}\left(\mathbb{R}^{N+1}\right)$. This concludes the proof of (ii). Finally, in order to prove (iii) it is sufficient to observe that $\Gamma$ is smooth away from the origin (by the hypoellipticity of $\mathcal{H}_{A}$ ) and it is homogeneous of degree $-Q$ (w.r.t. the parabolic dilations). Indeed the change of variable $\widehat{y}=\left(\widehat{y}^{\left(i_{0}+1\right)}, \ldots, \widehat{y}^{(r)}\right)=$

$$
\begin{aligned}
&\left(\lambda^{i_{0}+1} \widehat{x}^{\left(i_{0}+1\right)}, \ldots, \lambda^{r} \widehat{x}^{(r)}\right) \text { gives } \\
& \Gamma\left(\delta_{\lambda} x, \lambda^{2} t\right)=\int_{\mathbb{R}^{\widehat{N}}} \widetilde{\Gamma}_{A}\left(\left(\delta_{\lambda} x, \widehat{y}\right), \lambda^{2} t\right) \mathrm{d} \widehat{y}=\lambda^{\widetilde{Q}-Q} \int_{\mathbb{R}^{\widehat{N}}} \widetilde{\Gamma}_{A}\left(\widetilde{\delta_{\lambda}} \widetilde{x}, \lambda^{2} t\right) \mathrm{d} \widehat{x} \\
&=\lambda^{-Q} \int_{\mathbb{R}^{\widehat{N}}} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widehat{x}=\lambda^{-Q} \Gamma(x, t),
\end{aligned}
$$

being $\widetilde{\Gamma}_{A}$ homogeneous of degree $-\widetilde{Q}$ (see 3.6).
Remark 7.9. From Theorem 7.8 and Theorem 3.9, we also get

$$
\gamma_{A}(x)=\int_{\mathbb{R}^{\widehat{N}}} \widetilde{\gamma}_{A}(x, \widehat{x}) \mathrm{d} \widehat{x}, \quad \forall x \in \mathbb{R}^{N}
$$

Theorem 7.10. There exists a positive constant $\mathbf{c}_{\Lambda}$ such that

$$
\mathbf{c}_{\Lambda}^{-1} t^{-Q / 2} \exp \left(-\frac{\mathbf{c}_{\Lambda} d_{\mathbb{G}}^{2}(x)}{t}\right) \leq \Gamma_{A}(x, t) \leq \mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right)
$$

$x \in \mathbb{R}^{N}, t>0$, for every $A \in \mathcal{M}_{\Lambda}$.
Proof. The statement will directly follow from Theorem 7.8 and Theorem 7.3 if we prove that

$$
\begin{align*}
\mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{\mathbf{c}_{\Lambda} d_{\mathbb{G}}^{2}(x)}{t}\right) & \leq \int_{\mathbb{R}^{\widehat{N}}} t^{-\frac{\tilde{Q}}{2}} \exp \left(-\frac{d_{\widetilde{\mathbb{G}}}^{2}(x, \widehat{x})}{\mathbf{c}_{\Lambda} t}\right) \mathrm{d} \widehat{x} \\
& \leq \mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{\mathbf{c}_{\Lambda} d_{\overparen{G}}^{2}(x)}{t}\right) \tag{7.6}
\end{align*}
$$

(where $\mathbf{c}_{\Lambda}$ is used to denote different constants). In order to prove (7.6), we introduce the functions

$$
\begin{aligned}
& \rho(x)=\rho\left(x^{(1)}, \ldots, x^{(r)}\right)=\left(\sum_{i=1}^{r} \sum_{j=1}^{N_{i}}\left|x_{j}^{(i)}\right|^{\frac{2}{i}}\right)^{\frac{1}{2}}, \\
& \widetilde{\rho}(\widetilde{x})=\widetilde{\rho}\left(\widetilde{x}^{(1)}, \ldots, \widetilde{x}^{(r)}\right)=\left(\sum_{i=1}^{r} \sum_{j=1}^{\widetilde{N}_{i}}\left|\widetilde{x}_{j}^{(i)}\right|^{\frac{2}{i}}\right)^{\frac{1}{2}}, \\
& \widehat{\rho}(\widehat{x})=\widehat{\rho}\left(\widehat{x}^{\left(i_{0}+1\right)}, \ldots, \widehat{x}^{(r)}\right)=\left(\sum_{i=i_{0}+1}^{r} \sum_{j=1}^{\widehat{N}_{i}}\left|\widehat{x}_{j}^{(i)}\right|^{2 / i}\right)^{1 / 2} .
\end{aligned}
$$

These functions have been defined in such a way to give

$$
\begin{equation*}
\widetilde{\rho}^{2}(x, \widehat{x})=\rho^{2}(x)+\widehat{\rho}^{2}(\widehat{x}) . \tag{7.7}
\end{equation*}
$$

Moreover, since both $\rho$ and $d_{\mathbb{G}}$ are continuous, positive away from zero, and $\delta_{\lambda}$-homogeneous of degree 1 , they are equivalent in the sense that $\mathbf{c}^{-1} d_{\mathbb{G}}(x) \leq$ $\rho(x) \leq \mathbf{c} d_{\mathbb{G}}(x), x \in \mathbb{G}$, holds for a suitable positive constant $\mathbf{c}$. Analogously $\widetilde{\rho}$ and $d_{\widetilde{\mathbb{G}}}$ are equivalent on $\widetilde{\mathbb{G}}$. As a consequence, it is sufficient to prove (7.6) with $\widetilde{\rho}, \rho$ instead of $d_{\widetilde{\mathbb{G}}}, d_{\mathbb{G}}$, respectively. Now, exploiting (7.7), the change of variable $\widehat{x}=\left(\widehat{x}^{\left(i_{0}+1\right)}, \ldots, \widehat{x}^{(r)}\right)=\left(t^{\left(i_{0}+1\right) / 2} \widehat{y}^{\left(i_{0}+1\right)}, \ldots, t^{r / 2} \widehat{y}^{(r)}\right)$ gives

$$
\begin{aligned}
& \int_{\mathbb{R}^{\widehat{N}}} t^{-\widetilde{Q} / 2} \exp \left(-\frac{\widetilde{\rho}^{2}(x, \widehat{x})}{\mathbf{c}_{\Lambda} t}\right) \mathrm{d} \widehat{x} \\
& =t^{-Q / 2} \exp \left(-\frac{\rho^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) \int_{\mathbb{R}^{\widehat{N}}} t^{\frac{Q-\widetilde{Q}}{2}} \exp \left(-\frac{\widehat{\rho}^{2}(\widehat{x})}{\mathbf{c}_{\Lambda} t}\right) \mathrm{d} \widehat{x} \\
& =t^{-Q / 2} \exp \left(-\frac{\rho^{2}(x)}{\mathbf{c}_{\Lambda} t}\right) \int_{\mathbb{R}^{\widehat{N}}} \exp \left(-\frac{\widehat{\rho}^{2}(\widehat{y})}{\mathbf{c}_{\Lambda}}\right) \mathrm{d} \widehat{y}=\mathbf{c}_{\Lambda} t^{-Q / 2} \exp \left(-\frac{\rho^{2}(x)}{\mathbf{c}_{\Lambda} t}\right)
\end{aligned}
$$

This completes the proof.
Lemma 7.11. For every non-negative integers $p, q$ and for every $i_{1}, \ldots, i_{p} \in$ $\{1, \ldots, m\}, A \in \mathcal{M}_{\Lambda}$, we have, for $x \in \mathbb{R}^{N}, t>0$

$$
X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A}(x, t)=\int_{\mathbb{R}^{\widehat{N}}} \widetilde{X}_{i_{1}} \cdots \widetilde{X}_{i_{p}}\left(\partial_{t}\right)^{q} \widetilde{\Gamma}_{A}((x, \widehat{x}), t) \mathrm{d} \widehat{x} .
$$

Proof. We shall prove the lemma in the case $p=1, q=0$. The general case can be proved with the same arguments. Let us fix $t>0$ and set

$$
\begin{aligned}
& \Gamma(x)=\Gamma_{A}(x, t), \quad \Gamma_{k}(x)=\int_{|\widehat{x}| \leq k} \widetilde{\Gamma}_{A}((x, \widehat{x}), t) \mathrm{d} \widehat{x} \\
& \Gamma^{(i)}(x)=\int_{\mathbb{R}^{\widehat{N}}} \widetilde{X}_{i} \widetilde{\Gamma}_{A}((x, \widehat{x}), t) \mathrm{d} \widehat{x}
\end{aligned}
$$

Since Theorem 7.8 holds, $\Gamma_{k}(x) \longrightarrow \Gamma(x)$ point-wise, for every $x \in \mathbb{R}^{N}$. If we prove that

$$
\begin{equation*}
X_{i} \Gamma_{k}(x) \longrightarrow \Gamma^{(i)}(x), \quad \text { as } k \rightarrow \infty, \text { uniformly in } x \in \mathbb{R}^{N} \tag{7.8}
\end{equation*}
$$

we shall get $X_{i} \Gamma(x)=\Gamma^{(i)}(x)$ for every $x \in \mathbb{R}^{N}$, which is our thesis. Indeed, taking any integral path $\alpha$ of the vector field $X_{i}, \alpha(0)=x_{0}, \alpha^{\prime}(s)=$ $X_{i}(\alpha(s))$, we have $\Gamma_{k}(\alpha(s))-\Gamma_{k}(\alpha(0))=\int_{0}^{s} X_{i} \Gamma_{k}(\alpha(\sigma)) \mathrm{d} \sigma$ and $(\Gamma(\alpha(s))-$ $\Gamma(\alpha(0))) / s \longrightarrow X_{i} \Gamma\left(x_{0}\right)$ as $s \rightarrow 0$. Therefore we only have to prove (7.8). Since (7.4) holds, we can write $\widetilde{X}_{i}=X_{i}+\widehat{X}_{i}$ where $\widehat{X}_{i}$ is a vector field operating only in the $\widehat{x}$-variables, i.e., in the form $\widehat{X}_{i}=\sum_{j=i_{0}+1}^{r} \sum_{h=1}^{\widehat{N}_{j}} p_{h}^{(j)}(x, \widehat{x}) \partial_{\widehat{x}_{h}^{(j)}}$
(moreover $p_{h}^{(j)}$ are polynomials $\widetilde{\delta}_{\lambda}$-homogeneous of degree $j-1$, see the Appendix; in particular $\widehat{X}_{i}^{*}=-\widehat{X}_{i}$ ). Then, we have

$$
X_{i} \Gamma_{k}(x)=\int_{|\widehat{x}| \leq k} X_{i} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widehat{x}=\int_{|\widehat{x}| \leq k} \widetilde{X}_{i} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widehat{x}-\int_{|\widehat{x}| \leq k} \widehat{X}_{i} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widehat{x}
$$

The first integral in the far right hand-side goes to $\Gamma^{(i)}(x)$, as $k \rightarrow \infty$, uniformly in $x \in \mathbb{R}^{N}$. This can be easily proved using the Gaussian estimates of $\widetilde{X}_{i} \widetilde{\Gamma}_{A}$ and the arguments in the proof of Theorem 7.10. Thus, we only have to prove that

$$
\begin{equation*}
\left|\int_{|\widehat{x}| \leq k} \widehat{X}_{i} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widehat{x}\right| \longrightarrow 0, \quad \text { as } k \rightarrow \infty, \text { uniformly in } x \in \mathbb{R}^{N} \tag{7.9}
\end{equation*}
$$

On the other hand, since $\widehat{X}_{i}^{*}=-\widehat{X}_{i}$, the divergence theorem yields ( $H_{\widehat{N}-1}$ denotes the ( $\widehat{N}-1$ )-dimensional Hausdorff measure)

$$
\left.\left|\int_{|\widehat{x}| \leq k} \widehat{X}_{i} \widetilde{\Gamma}_{A}(\widetilde{x}, t) \mathrm{d} \widehat{x}\right|=\left|\int_{|\widehat{x}|=k} \widetilde{\Gamma}_{A}(\widetilde{x}, t)\left\langle\widehat{X}_{i}(\widetilde{x}), \widehat{x} /\right| \widehat{x}\right|\right\rangle \mathrm{d} H_{\widehat{N}-1}(\widehat{x}) \mid \leq
$$

(arguing as in the proof of Theorem 7.10 and with the notation introduced in that proof)

$$
\leq \mathbf{c}(\Lambda, t) \exp \left(-\frac{\rho^{2}(x)}{\mathbf{c}(\Lambda, t)}\right) \int_{|\widehat{x}|=k}\left|\widehat{X}_{i}(x, \widehat{x})\right| \exp \left(-\frac{\widehat{\rho}^{2}(\widehat{x})}{\mathbf{c}(\Lambda, t)}\right) \mathrm{d} H_{\widehat{N}-1}(\widehat{x}) .
$$

Recalling that $\widehat{X}_{i}$ has polynomial component functions, (7.9) easily follows.
Theorem 7.12. Given any non-negative integers $p, q$, there exist positive constants $\mathbf{c}_{\Lambda}$ and $\mathbf{c}_{\Lambda, p, q}$ such that for $x \in \mathbb{R}^{N}, t>0$,

$$
\begin{aligned}
& \left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A}(x, t)\right| \leq \mathbf{c}_{\Lambda, p, q} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right), \\
& \left|X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{1}}(x, t)-X_{i_{1}} \cdots X_{i_{p}}\left(\partial_{t}\right)^{q} \Gamma_{A_{2}}(x, t)\right| \\
& \quad \leq \mathbf{c}_{\Lambda, p, q}\left\|A_{1}-A_{2}\right\|^{1 / r} t^{-(Q+p+2 q) / 2} \exp \left(-\frac{d_{\mathbb{G}}^{2}(x)}{\mathbf{c}_{\Lambda} t}\right),
\end{aligned}
$$

for every $i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$ and for every $A, A_{1}, A_{2} \in \mathcal{M}_{\Lambda}$.
Proof. It follows from Lemma 7.11, Theorem 7.4 and Theorem 7.7, arguing as in the proof of Theorem 7.10.

From the above estimates and from Theorem 3.9, we can also easily deduce uniform estimates for the fundamental solutions for the sub-Laplacians on $\mathbb{G}$.

Corollary 7.13. Given any non-negative integer $p$, there exist positive constants $\mathbf{c}_{\Lambda}, \mathbf{c}_{\Lambda, p}$ such that

$$
\begin{gathered}
\mathbf{c}_{\Lambda}^{-1}\left(d_{\mathbb{G}}(x)\right)^{2-Q} \leq \gamma_{A}(x) \leq \mathbf{c}_{\Lambda}\left(d_{\mathbb{G}}(x)\right)^{2-Q}, \\
\left|X_{i_{1}} \cdots X_{i_{p}} \gamma_{A}(x)\right| \leq \mathbf{c}_{\Lambda, p}\left(d_{\mathbb{G}}(x)\right)^{2-Q-p}, \\
\left|X_{i_{1}} \cdots X_{i_{p}} \gamma_{A_{1}}(x)-X_{i_{1}} \cdots X_{i_{p}} \gamma_{A_{2}}(x)\right| \leq \mathbf{c}_{\Lambda, p}\left\|A_{1}-A_{2}\right\|^{1 / r}\left(d_{\mathbb{G}}(x)\right)^{2-Q-p},
\end{gathered}
$$

for every $i_{1}, \ldots, i_{p} \in\{1, \ldots, m\}$, for every $A, A_{1}, A_{2} \in \mathcal{M}_{\Lambda}$ and for every $x \in \mathbb{R}^{N} \backslash\{0\}$.

## 8. Appendix.

Throughout this Appendix, $\mathbb{G}=\left(\mathbb{R}^{N}, \circ, \delta_{\lambda}\right)$ is a fixed homogeneous Carnot group with Lie algebra $\mathfrak{g}$. Moreover, we suppose $\mathbb{G}$ is of step $r$ and has $N_{1}$ generators. For the proofs of all the results we are going to recall, see e.g. [4].

If $\tau_{x}$ denotes the left-translation by $x$ on $\mathbb{G}$, then a vector field $X$ belongs to $\mathfrak{g}$ if and only if $X(x)=\mathcal{J}_{\tau_{x}}(0) X(0)$, for every $x \in \mathbb{G}\left(\mathcal{J}_{\tau_{x}}\right.$ denotes the Jacobian matrix of $\tau_{x}$ ). Furthermore, the map $J: \mathbb{R}^{N} \rightarrow \mathfrak{g}, \eta \mapsto X$ defined by $X(x)=\mathcal{J}_{\tau_{x}}(0) \eta$ is an isomorphism of vector spaces. As a consequence, any basis for $\mathfrak{g}$ is the image via $J$ of a basis of $\mathbb{R}^{N}$. We call the Jacobian basis of $\mathfrak{g}$ the one resulting from the canonical basis of $\mathbb{R}^{N}$, i.e., the basis of vector fields in $\mathfrak{g}$ agreeing at the origin with the coordinate partial derivatives. It is significant to notice that the Jacobian basis is simply obtained by the $N$ columns of the matrix $\mathcal{J}_{\tau_{x}}(0)$. We also remark that, if $X_{1}, \ldots, X_{m}$ belong to $\mathfrak{g}$, then they are linearly independent if and only if they are linearly independent at every point or equivalently at one point at least.

We now recall the definition of the exponential map on $\mathfrak{g}$. If $X \in \mathfrak{g}$, then, for every fixed $x \in \mathbb{G}$, the system of ODE's

$$
\dot{\gamma}(t)=(X I)(\gamma(t)), \quad \gamma(0)=x,
$$

has a unique $C^{\infty}$ solution defined on the whole $\mathbb{R}$. If $\gamma$ is such solution, we denote $\exp [X](x)=\gamma(1)$. The exponential map is defined as

$$
\operatorname{Exp}: \mathfrak{g} \rightarrow \mathbb{G}, \quad \operatorname{Exp}(X)=\exp [X](0) .
$$

When $\mathfrak{g}$ is equipped with Jacobian coordinates, the Jacobian matrix of $\exp [\cdot](x)$ at the origin is $\mathcal{J}_{\tau_{x}}(0)$. In particular, the Jacobian matrix of Exp at the origin is the identity matrix of order $N$, whence Exp is a diffeomorphism from a neighborhood of $0 \in \mathfrak{g}$ onto a neighborhood of $0 \in \mathbb{G}$. Where defined, we denote by Log the inverse map of Exp.

A real function $a(x)$ defined on $\mathbb{R}^{N}$ is called $\delta_{\lambda}$-homogeneous of degree $\beta \in \mathbb{R}$ if, for every $x \in \mathbb{R}^{N}$ and $\lambda>0$, it holds $a\left(\delta_{\lambda}(x)\right)=\lambda^{\beta} a(x)$. A linear differential operator $X$ is called $\delta_{\lambda}$-homogeneous of degree $\beta \in \mathbb{R}$ if, for every $\varphi \in C^{\infty}(\mathbb{G})$ and $\lambda>0$, it holds $X\left(\varphi \circ \delta_{\lambda}\right)=\lambda^{\beta}(X \varphi) \circ \delta_{\lambda}$. With reference to the form (2.1) of the dilation $\delta_{\lambda}$, we define a homogeneous weight of a multi-index $\gamma \in(\mathbb{N} \cup\{0\})^{N},|\gamma|_{\mathbb{G}}:=\sum_{i=1}^{r} \sum_{j=1}^{N_{i}} i \gamma_{j}^{(i)}$. With this notation, it is easy to see that the only smooth $\delta_{\lambda}$-homogeneous functions of degree $\beta$ are the polynomial functions of the form $\sum_{|\gamma|_{G}=\beta} c_{\gamma} x^{\gamma}, c_{\gamma} \in \mathbb{R}$. In particular, a smooth vector field $\delta_{\lambda}$-homogeneous of degree $k \leq r(k \in \mathbb{N})$ has the following form

$$
\sum_{j=1}^{N_{k}} a_{j}^{(k)}\left(\partial / \partial x_{j}^{(k)}\right)+\sum_{i=k+1}^{r} \sum_{j=1}^{N_{i}} a_{j}^{(i)}\left(x^{(1)}, \ldots, x^{(i-k)}\right)\left(\partial / \partial x_{j}^{(i)}\right)
$$

where $a_{j}^{(i)}$ is a $\delta_{\lambda}$-homogeneous polynomial of degree $i-k$.
Remark 8.1. If $X$ is a smooth vector field $\delta_{\lambda}$-homogeneous of non-negative degree, then its adjoint $X^{*}$ is $-X$ and $X^{2}$ is a divergence form operator.

The following result describes in an "explicit" form the composition law of a homogeneous group.

Theorem 8.2. Following the notation in (2.1) $x \circ y=\left((x \circ y)^{(1)}, \ldots,(x \circ\right.$ $y)^{(r)}$ ), we have $(x \circ y)^{(1)}=x^{(1)}+y^{(1)}, \quad(x \circ y)^{(i)}=x^{(i)}+y^{(i)}+Q^{(i)}(x, y), \quad 2 \leq i \leq r, \quad$ where
(1) $Q^{(i)}$ depends only on $x^{(1)}, \ldots, x^{(i-1)}$ and $y^{(1)}, \ldots, y^{(i-1)}$;
(2) the component functions of $Q^{(i)}$ are sums of mixed monomials in $x$ and $y$;
(3) $Q^{(i)}\left(\delta_{\lambda} x, \delta_{\lambda} y\right)=\lambda^{i} Q^{(i)}(x, y)$.

Moreover, we have

$$
\mathcal{J}_{\tau_{x}}(0)=\left(\begin{array}{cccc}
\mathbb{I}_{N_{1}} & 0 & \cdots & 0 \\
J_{2}^{(1)}(x) & \mathbb{I}_{N_{2}} & \ddots & \vdots \\
\vdots & \ddots & \ddots & 0 \\
J_{r}^{(1)}(x) & \cdots & J_{r}^{(r-1)}(x) & \mathbb{I}_{N_{r}}
\end{array}\right)
$$

where $\mathbb{I}_{n}$ is the $n \times n$ identity matrix, whereas $J_{j}^{(i)}(x)$ is a $N_{j} \times N_{i}$ matrix whose entries are $\delta_{\lambda}$-homogeneous polynomials of degree $j-i$. In particular, if we let $\mathcal{J}_{\tau_{x}}(0)=\left(Z^{(1)}(x) \cdots Z^{(r)}(x)\right)$ (where $Z^{(i)}(x)$ is a $N \times N_{i}$ matrix), then the column vectors of $Z^{(i)}(x)$ (the Jacobian basis for $\mathfrak{g}$ ) define $\delta_{\lambda}$-homogeneous vector fields of degree $i$.

Finally, $\operatorname{Exp}: \mathfrak{g} \rightarrow \mathbb{G}$ and $\log : \mathbb{G} \rightarrow \mathfrak{g}$ are globally defined diffeomorphisms with polynomial components and they commute with the dilations $\delta_{\lambda}$ (we suppose $\mathfrak{g}$ is identified with $\mathbb{R}^{N}$ via the Jacobian coordinates).

Moreover, the Jacobian matrices of Exp, Log, right and left translations on $\mathbb{G}$ are lower triangular matrices with entries in the main diagonal all equal to 1 . The Jacobian matrix of the map $x \mapsto x^{-1}$ is a lower triangular matrix with entries in the main diagonal all equal to -1 . In particular, right and left translations and the inversion on $\mathbb{G}$ preserve the Lebesgue measure.

Let $\sum_{j=1}^{m} X_{j}^{2}$ be the canonical sub-Laplacian on $\mathbb{G}$. An absolutely continuous curve $\gamma:[0, T] \rightarrow \mathbb{R}^{N}$ is called $X$-subunit if and only if there exist measurable functions $c_{1}, \ldots, c_{m}$ such that $\dot{\gamma}(t)=\sum_{j=1}^{m} c_{j}(t) X_{j}(\gamma(t))$ and $\sum_{j=1}^{m} c_{j}^{2}(t) \leq 1$ for almost every $t \in[0, T]$. For $x, y \in \mathbb{R}^{N}$ we set

$$
\begin{equation*}
d_{X}(x, y):=\inf \left\{T>0 \mid \exists \gamma:[0, T] \rightarrow \mathbb{R}^{N} X \text {-subunit, } \gamma(0)=x, \gamma(T)=y\right\} . \tag{8.1}
\end{equation*}
$$

Since $X_{1}, \ldots, X_{m}$ satisfy Hörmander's hypoellipticity condition, then by the Carathéodory-Chow Theorem, $\mathbb{R}^{N}$ is $X$-connected (i.e., any pair of points in $\mathbb{R}^{N}$ is joined by a $X$-subunit curve) and $d_{X}$ defines a continuous distance on $\mathbb{R}^{N}$ which is called the Carnot-Carathéodory distance on $\mathbb{R}^{N}$ related to $X$ (see, for example, [12]). We remark that $d_{X}(\cdot, 0)$ is a continuous homogeneous norm. This follows since, for every $x, y \in \mathbb{G}$, we have

$$
\begin{aligned}
& d_{X}\left(\delta_{\lambda}(x), \delta_{\lambda}(y)\right)=\lambda d_{X}(x, y), \quad \forall \lambda>0 \\
& d_{X}(\alpha \circ x, \alpha \circ y)=d_{X}(x, y), \quad \forall \alpha \in \mathbb{G}
\end{aligned}
$$

To end the Appendix, we recall the following Lifting Theorem proved in [4]. Here, $\mathfrak{f}_{m, r}$ denotes the free nilpotent Lie algebra of step $r$ and with $m$ generators.

Theorem 8.3. Let $\mathbb{G}$ be a homogeneous Carnot group on $\mathbb{R}^{N}$ of step $r$ and $m\left(=N_{1}\right)$ generators. Then, there exists a free homogeneous Carnot group $\widetilde{\mathbb{G}}$ on $\mathbb{R}^{H}\left(H=\operatorname{dim} \mathfrak{f}_{m, r}\right)$ with the properties (i) and (ii) stated below.

We fix the following notations:

$$
\begin{aligned}
& \delta_{\lambda}(x)=\delta_{\lambda}\left(x^{(1)}, x^{(2)}, \ldots, x^{(r)}\right)=\left(\lambda x^{(1)}, \lambda^{2} x^{(2)}, \ldots, \lambda^{r} x^{(r)}\right), \\
& \widetilde{\delta}_{\lambda}(\widetilde{x})=\widetilde{\delta}_{\lambda}\left(\widetilde{x}^{(1)}, \widetilde{x}^{(2)}, \ldots, \widetilde{x}^{(r)}\right)=\left(\lambda \widetilde{x}^{(1)}, \lambda^{2} \widetilde{x}^{(2)}, \ldots, \lambda^{r} \widetilde{x}^{(r)}\right)
\end{aligned}
$$

denote the dilations on $\mathbb{G}$ and $\widetilde{\mathbb{G}}$, respectively $\left(x^{(i)} \in \mathbb{R}^{N_{i}} i=1, \ldots, r, N_{1}+\right.$ $\left.\cdots+N_{r}=N ; \widetilde{x}^{(i)} \in \mathbb{R}^{\widetilde{N}_{i}}, i=1, \ldots, r, \widetilde{N}_{1}+\cdots+\widetilde{N}_{r}=H\right) ; Z_{j}^{(i)}(i \leq r$,
$\left.j \leq N_{i}\right)$ denote the Jacobian basis of the Lie algebra $\mathfrak{g}$ of $\mathbb{G}$ and $\widetilde{Z}_{j}^{(i)}(i \leq r$, $\left.j \leq \widetilde{N}_{i}\right)$ denote the Jacobian basis of the Lie algebra $\widetilde{\mathfrak{g}}$ of $\widetilde{\mathbb{G}}$.
(i) $\widetilde{\mathbb{G}}$ has step $r$ and $m$ generators and its Lie algebra is isomorphic to $\mathfrak{f}_{m, r}$.
(ii) For a certain $i_{0} \in\{1, \ldots, r\}$, we have
$\tilde{N}_{i}=N_{i} \quad\left(i=1, \ldots, i_{0}\right) \quad$ and $\quad \tilde{N}_{i}>N_{i} \quad\left(i=i_{0}+1, \ldots, r\right) ;$
moreover, if $\pi^{(i)}: \mathbb{R}^{\widetilde{N}_{i}} \rightarrow \mathbb{R}^{N_{i}}$ denotes the projection on the first $N_{i}$ coordinates and
$\pi: \mathbb{R}^{H} \rightarrow \mathbb{R}^{N}$ is defined by $\pi(\widetilde{x})=\left(\pi^{(1)}\left(\widetilde{x}^{(1)}\right), \ldots, \pi^{(r)}\left(\widetilde{x}^{(r)}\right)\right)$, then
$\widetilde{Z}_{j}^{(i)}(u \circ \pi)=\left(Z_{j}^{(i)} u\right) \circ \pi, \quad \forall u \in C^{\infty}\left(\mathbb{R}^{N}\right), \quad i \leq r, j \leq N_{i}$,
i.e., $\widetilde{Z}_{j}^{(i)}$ lifts $Z_{j}^{(i)}$. Moreover, $\pi$ is a Lie group morphism.

## References

[1] H. Bauer, Harmonische Räume und ihre Potentialtheorie, Lecture Notes in Mathematics 22, Springer-Verlag, Berlin-New York, 1966.
[2] R. Beals, B. Gaveau, and P. Greiner, The Green function of model step two hypoelliptic operators and the analysis of certain tangential Cauchy Riemann complexes, Adv. Math., 121 (1996), 288-345
[3] R. Beals, B. Gaveau, and P. Greiner, Hamilton-Jacobi theory and the heat kernel on Heisenberg groups, J. Math. Pures Appl., 79 (2000), 633-689
[4] A. Bonfiglioli and F. Uguzzoni, Families of diffeomorphic sub-Laplacians and free Carnot groups, preprint (2001).
[5] J.-M. Bony, Principe du maximum, inégalité de Harnack et unicité du problème de Cauchy pour les opérateurs elliptiques dégénérés, Ann. Inst. Fourier (Grenoble) 19 (1969), 277-304.
[6] M. Bramanti and L. Brandolini, $L^{p}$ estimates for nonvariational hypoelliptic operators with VMO coefficients, Trans. Amer. Math. Soc., 352 (2000), 781-822.
[7] C. Constantinescu and A. Cornea, Potential theory on harmonic spaces, SpringerVerlag, New York-Heidelberg, 1972.
[8] G.B. Folland, Subelliptic estimates and function spaces on nilpotent Lie groups, Ark. Mat., 13 (1975), 161-207.
[9] G.B. Folland and E.M. Stein, Hardy spaces on homogeneous groups, Mathematical Notes, 28, Princeton University Press, Princeton, N.J., 1982.
[10] L. Gallardo, Capacités, mouvement Brownien et problème de l'épine de Lebesgue sur les groupes de Lie nilpotents, Proc. VII Oberwolfach Conference on Probability measures on groups, Lectures Notes in Math., 928, Springer, Berlin-New York, 1982.
[11] B. Gaveau, Principe de moindre action, propagation de la chaleur et estimès sous elliptiques sur certains groupes nilpotents, Acta Math., 139 (1977), 95-153.
[12] P. Hajłasz and P. Koskela, Sobolev met Poincaré, Mem. Amer. Math. Soc., 145 (2000), no. 688.
[13] D.S. Jerison and A. Sánchez-Calle, Estimates for the heat kernel for a sum of squares of vector fields, Indiana Univ. Math. J., 35 (1986), 835-854.
[14] J.J. Kohn, Pseudo-differential operators and hypoellipticity, Proc. Sympos. Pure Math., 23 Univ. California, Berkeley, Calif., Amer. Math. Soc., Providence, R.I., 1973, 61-69.
[15] S. Kusuoka and D. Stroock, Applications of the Malliavin calculus III, J. Fac. Sci. Univ. Tokyo, Sect. IA, Math., 34 (1987), 391-442.
[16] S. Kusuoka and D. Stroock, Long time estimates for the heat kernel associated with a uniformly subelliptic symmetric second order operator, Ann. of Math., 127 (1988), 165-189.
[17] E. Lanconelli and A. Pascucci, On the fundamental solution for hypoelliptic second order partial differential equations with non-negative characteristic form, Ricerche Mat., 48 (1999), 81-106.
[18] E. Lanconelli and S. Polidoro, On a class of hypoelliptic evolution operators, Rend. Sem. Mat. Univ. Politec. Torino, 52 (1994), 29-63.
[19] A. Montanari, Real hypersurfaces evolving by Levi curvature: smooth regularity of solutions to the parabolic Levi equation, Comm. Partial Differential Equations, 26 (2001), 1633-1664.
[20] P. Negrini, Regular points of cylindrical open subsets in a $\beta$-harmonic space, Boll. Un. Mat. Ital., B (6) 2 (1983), 537-547.
[21] L.P. Rothschild and E.M. Stein, Hypoelliptic differential operators and nilpotent groups, Acta Math., 137 (1976), 247-320.
[22] Z. Slodkowski and G. Tomassini, Weak solutions for the Levi equation and envelope of holomorphy, J. Funct. Anal., 101 (1991), 392-407.
[23] N.T. Varopoulos, L. Saloff-Coste, and T. Coulhon, Analysis and geometry on groups, Cambridge Tracts in Mathematics, 100, Cambridge University Press, Cambridge, 1992.


[^0]:    Accepted for publication: January 2002.
    AMS Subject Classifications: 35A08, 35H20, 43A80.
    ${ }^{\dagger}$ Investigation supported by University of Bologna. Funds for selected research topics.

