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ABSTRACT Automatic systems to monitor people and subsequently improve people’s lives have been
emerging in the last few years, and currently, they are capable of identifying many activities of daily living
(ADLs). An important field of research in this context is the monitoring of health risks and the identification
of falls. It is estimated that every year, one in three persons older than 65 years will fall, and fall events are
associated with high mortality rates among the elderly. We propose an anomaly identification framework
to detect falls, which incorporates a spatial-temporal convolutional graph network (ST-GCN) as a feature
extractor and uses an encoder process to reconstruct ADLs and identify falls as anomalies. As the publicly
available fall datasets are few and generally unbalanced, training a reliable model using approaches that need
explicit labeling is challenging. Thus, a focus on learning without external supervision is desirable. Treating
a fall as an exception of ADLs allows us to recognize falls as anomalies without explicit labels. Given
its modular architecture, our framework can robustly represent visual information and use the encoder’s
reconstruction error to identify falls as anomalies. We assess our framework’s ability to recognize falls by
training it with only ADLs. We perform three types of experiments: single dataset training and evaluation
that consists of separate 90% of the data to train the model 5% to adjust the model, and the rest to the test.
A joint dataset experiment, where we combine two datasets to increase the number of samples our model
is trained on, and a cross-dataset evaluation, where we train on one dataset and evaluate using another
one. Besides presenting state-of-the-art results on our experiments, particularly on the cross-dataset one,
the model also presents a low number of false events, which makes it an ideal candidate for real-world

application.

INDEX TERMS anomaly detection, autoencoders, deep learning, encoders, fall detection, ST-GCN.

. INTRODUCTION

T is estimated that every year, one in three people older
Ithan 65 years will fall [1], and, if no improvements are
made, the number of falls is estimated to increase 100%
by 2030 [2]. Falls are most commonly occur inside a home
environment [3], and thus, the recognition of activities of
daily living (ADLs) is an essential related field. Correctly
identifying a fall is a difficult task since there are many
similar ADLs, e.g., activities related to lying on the floor,
lying on the bed, or even some workout exercises [4]. Fur-
thermore, there are only a few public datasets related to
health risks because it is an expensive task to collect this
data and might be a strong ethical violation of personal and
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sensitive information [5]. In addition to all of that, not only
is the fall itself a danger to people’s health, but the damages
of falling can be amplified for people who live alone: as a
person can remain on the floor for an extended period of
time, resulting in several health problems, e.g., dehydration,
internal bleeding, or even death [1]. Thus, efficient automatic
accident reporting is essential to mitigate these effects.

An automatic system to monitor people and quickly report
falls can reduce the extension of the injuries caused by
the fall and reduce the chances of long-term damage and
death [1]. Training a model that can distinguish falls from
ADLs can be challenging because the available fall datasets
are usually unbalanced, having several ADLs but few fall
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events [6]—[8]. In particular, for approaches that need explicit
labeling, unbalanced datasets lead to biased models with a
high number of false alerts. Also, in an indoor environment,
some sensory input variations such as lighting variance and
occlusions can hinder the correct identification a fall [9].

The most common approaches to fall identification are
based on the acquisition and processing of accelerome-
ter information from wearable-sensors, such as wristbands
[10], [11] watches [12], or even smartphones [13], [14]. In
this context, generally, simple classifiers such as K-Nearest
Neighbour (K-NN) [15], or a Support Vector Machine (SVM)
[16] are enough to identify falls. However, in some cases,
they usually present many false-negative events [15]. A solu-
tion for this problem was the proposal of a bidirectional-Long
Short-Term Memory (bi-LSTM) with a soft fusion which
reduces the number of false alerts [17]. Still, in real-world
environments, models based on active sensors fail to provide
reliability because people can forget to wear the device,
specially the elderly or people who have dementia [18].

Cameras are a better solution to using wearable sensors
use, allowing for the monitoring of a home environment
without relying on active sensors. Although, compared with
wearable sensors, this approach generally has a high initial
cost for monitoring one individual. In some environments,
solutions based on the use of cameras are more appropriate
and do not depend on people using an active sensor. In
this context, a Convolutional Neural Network (CNN) is a
common approach for activity recognition on videos [19],
[20]. To improve the robustness of automatic fall detection
systems based on videos [21], a variety of different CNNs
topologies have been proposed. For example, a multimodal
network combining CNN and LSTM to process the temporal
video data [20], or another based on RGB-D, which uses
the background extraction in a pre-process phase [22]. The
latter tries to avoid the sensory input variation, focusing on
the people, but uses an approach that needs explicit labeling
in an unbalanced dataset. Because of that, it fails to improve
real-world applications’ reliability.

Categorizing falls as anomalies is a possible solution to
circumvent the problem of unbalanced datasets. Thus, a
model that does not need a label to learn has an advantage, as
it is not biased by the label’s distribution, identifying anoma-
lies without the need for previous event knowledge. In this
case, one straightforward approach is the use of One-Class
classifiers [23], [24]. The main objective of this approach is
to train a model with the ADL instances alone. Consequently,
when a fall instance is presented to the model, it can identify
the event as an anomaly. However, in a high-dimensional
dataset, the model requires a large amount of memory and
high computational power to be trained [25]. The use of
autoencoders is also common in unbalanced datasets [26]—
[28]. Similar to the One-Class models, autoencoders can be
trained using only ADL instances. They can reconstruct these
instances with a minimal reconstruction error, identifying
anomalies when the reconstruction error is greater than a de-
fined threshold. However, because of the high-dimensionality
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of images, pure autoencoders suffer from learning robust data
representations [29].

The use of autoencoders in fall detection problems is not
a novelty [30]-[32]. However, develop a model that presents
a generalization between differents datasets is a challenge. In
[31] the authors suggest a Deep Spatio-Temporal Convolu-
tional Autoencoders using three different public datasets [6],
[33], [34]. Although the results suggest an accuracy superior
to the 97% in the SDU dataset, the model suffers to reach
a good accuracy in the UR-Fall dataset, which has a small
number of samples. Another example is the Cai et al. model
[32], which provides a convolutional autoencoder using a
novel method based on the hourglass convolutional auto-
encoder (HCAE-FD). The paper shows state-of-art results
in comparison with similar works using the same dataset.
Still, it fails to provide reliability because the model was only
tested in one dataset, which has a small number of samples.

Using an already trained model as a feature extractor
provides a robust feature representation of ADL actions, al-
lowing the creation of robust fall detection systems [35], [36].
To avoid fine-tuning the model in different environments,
a solution capable of learning using only ADLs is more
suitable than labeled solutions. Nowadays, the use of CNNs
as a specialized feature extractor is employed in different
works [37]-[39]. Yhdego et al. [35] proposed a pre-trained
AlexNet to create an automatic fall detection system. They
retrained the last three layers of the AlexNet using a small
dataset [6]. Using this approach, the authors’ proposed model
presented a better result than other existing models based on
SVMs in the same dataset. However, as this model represents
a frame using a frame-level static posture, it loses contextual
information from a sequence of actions [40]. An alternative
to avoid these limitations is using temporal features, i.e., ST-
GCN, which can provide strong feature representation based
on ADLs [41]. The use of the body’s skeleton information for
fall detection problems was tested in different works [42]-
[45]. The ST-GCN model uses RGB or RGB-D videos as
input, along with a skeleton estimation, and it can generate
a robust spatial-temporal representation.

In this paper, we propose a framework to recognize falls
as anomalies from an ADL perspective. Once trained, this
framework can identify falls as anomalies when the recon-
struction error of the stimulus’s representation is greater than
a pre-defined threshold. We used the ST-GCN as a feature
extractor in the framework’s pre-processing phase to obtain a
robust and efficient representation from a sequence of RGB
images. In the evaluation phase, an encoder is trained to
reconstruct ADLs and consequently identify anomalies based
on the reconstruction error.

We evaluate our framework using three different datasets:
UP-Fall [8], UR-Fall [6], and PRECIS HAR [7]. The datasets
have different representations of ADLs and falls performed
in an indoor environment; some also present light variance
and occlusions, especially the UR-Fall dataset. We performed
three types of experiments: single dataset training and evalu-
ation to verify the model’s learning capability. A joint dataset
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experiment, where we combine two datasets to increase the
number of samples to verify if the high-dimensional dataset
enhances the model’s learning capability, and a cross-dataset
evaluation to verify the model’s generalization. Because of
the datasets’ imbalanced nature, a high accuracy not neces-
sarily represent a good result, as the framework can classify
all ADLs correctly and all falls actions incorrectly, and still
present a high accuracy. Thus, we decide to use the geometric
mean, specificity, and sensitivity as the primary metrics.

Analyzing the results, we verify that our framework based
on reconstructing errors presents a low number of false
negative and false positive events in the single dataset ex-
periments, reaching state-of-the-art in all of the evaluated
datasets. Furthermore, our framework also performed well
on cross-validation experiments, making it a strong candidate
for automatically detecting fall systems in real-world appli-
cations.

This paper is presented as follows: Section II describes
our proposed framework in detail. Section III details the
experimental setup, i.e., the used datasets, the experiments,
and the hyper-parameter tunning to define the best encoder
architecture. In Section IV, we presented the obtained results
and compared them with the current state-of-the-art. Lastly,
Section V presents the conclusion and future works.

Il. OUR PROPOSED FRAMEWORK

Our framework’s primary purpose is to identify falls without
the need for previous knowledge of these events. In this
case, we have chosen to use an encoder model capable of
identifying anomalies based on reconstruction error. As the
public datasets have only a few samples of falls, we decided
to use a pre-trained ST-GCN in a high-dimensional dataset
as a feature extractor. The complete flow of our proposed
framework can be seen in Fig. 1.

Autoencoder

Greater —> Anomaly
Than

@z‘l 5 & ® 5 ® &
output_, [, o] output wse
% A 256 Caleulaied | Threshold
RGB Frameset  ST- Lower than
Camera  Video GCN Normalizer —> ADL

FIGURE 1. (1-2) We start capturing a frameset using an RGB camera; (3).
The ST-GCN extracts features; (4). Normalizing the ST-GCN extracted data;
(5). Encoding the extracted features; (6). Decoding the extracted features; (7).
Calculating the Mean Squared Error (MSE) (8). If the reconstruction error is
lower than the defined threshold, the event is an ADL; and if the reconstructed
error is greater than the threshold, the event is a fall.

The first step of our framework is to capture a frameset of a
video using an RGB camera. Then the entire frameset is used
as input for the ST-GCN model. We normalize the data of the
middle layer of the ST-GCN model. This step completes our
framework’s pre-processing phase, described in more detail
in Section II-A. In the next phase, our framework tries to
encode/decode the resulting data. So, we calculate the Mean-
Squared Error (MSE), and the value obtained is compared
with a threshold. If the calculated value is greater than the
pre-defined threshold, an anomaly is identified; this process
is described in detail in Section II-C.
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A. PRE-PROCESSING

In the pre-processing phase, we use ST-GCN as a feature
extractor. The ST-GCN was trained using the Kinetics 400
dataset [46], which consists of an ADL dataset with 400
different classes captured by an RGB camera.

Unlike the CNN model, a GCN model can analyze the
image and extract vectors, organizing them in a connected
group of graphs. Fig. 2 show an example of feature extraction
in a CNN network (2a) and an ST-GCN (2b).
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(a) The CNN is used to extract features from an ADL image. The last images
represent the extracted features.

m (2

@

(b) First, the ST-GCN model labels the nodes according to the distance from
the gravity center, defined by x in the image (1). Then, nodes are connected
according to their proximity (2). Finally, all nodes are connected, and the entire
skeleton information is available (3).

FIGURE 2. The difference between the features extracted by CNN and GCN.

The spatial convolutional graph is defined in (1).
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Wherein 7 is related to the subset’s cardinality, and w is
similar to a 2D convolution kernel, and represents the weight
function. In the mapping function, l; maps to a node in its
subset neighborhood label. The v and vy; represent the node
of the graph, and the B(vy;) the sampling area.

To improve the extracted data of the ST-GCN which
present a high variance, we decided to normalize the data of
all datasets using (2).
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Where X' is the mean of Xnormis Xmaxi and X, are
respectively the maximum and minimum value of the current
dataset. s' represents the standard deviation of the sample, Z;
the normalized value, and X' represents the current data.

B. ENCODER

To identify anomalies, we use an encoder model trained
only with ADLs actions. The model tries to recon-
struct the stimulus’ representation of the pre-processing
phase. Combining the original information and the out-
put of the encoder, we calculated the reconstruction er-
ror using the Mean Squared Error (MSE) as follows:
MSE[Odata, DEgata] = Z(f%w. O is the normal-
ized data in step 4 of the flow, anziaDE is the decoded data
referring to step 6. The MSE value is compared with a pre-
defined threshold, and if the value is greater than that, an
anomaly is identified. The threshold was automatically cho-
sen using the mean of MSE in the validation set multiplied
by a constant or, in some experiments, the max MSE value in
the training phase.

C. EVALUATION

We chose the following parameters to evaluate our ex-
periments: specificity, F1-score, precision, sensitivity, AUC
(Area Under the ROC Curve), and accuracy. As a high
accuracy in the anomaly detection problem does not neces-
sarily represent a good result, the accuracy was used only
in comparison to the current state-of-the-art results. In con-
trast, for internal experiments, a special attention was made
to the geometric mean. The geometric mean is based on
the following parameters: sensitivity and specificity, and is
defined as follow: ([[/_, ;)% = {/Z1.72.2,. Where, the
value of {/x1.72 represents the sensitivity and specificity
values, and n is the total number of parameters. Lastly, to
guarantee the results are statistically relevant, we performed
each experiment ten times, and the values presented in this
paper are the averages of the experiments.

lll. EXPERIMENTAL SETUP
This section describes our adopted experimental setup, i.e.,
used datasets, types of experiments, the chosen parameters,
and the adopted architecture.

A. DATASETS

We have selected three different datasets to validate our
framework: UP-Fall [8], UR-Fall [6], and PRECIS HAR [7].
The selected datasets contain several types of ADLs and falls.
In the next sections, each selected dataset is briefly described.

1) PRECIS HAR

PRECIS HAR is a human action recognition dataset with

RGB videos and depth captures recorded on a 3D camera.

It has 16 classes, each with 50 clips, one per subject.
Although each video contains only one person, some

include small occlusions in the RGB stream and different

lighting conditions. All actions are outlined in Table 1.
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TABLE 1. Types of Actions Presented on PRECIS HAR Dataset.

ADL Anomaly
Stand up

Sit down
Sit still
Read
Write
Cheer up
Walk
Throw paper
Drink from a bottle

Fall from bed

- Faint
Drink from a mug

Move hands in front of the body

Raise one leg up

2) UP-Fall

This human action recognition dataset is specifically targeted
towards fall detection. It uses cameras and sensors, and
consists of 11 actions performed three times by 17 subjects,
totaling 561 videos. As outlined in Table 2, 6 of the actions
are ADLs and the remaining five falls.

TABLE 2. Types of Actions Presented on UP-Fall Dataset.

ADL Anomaly
Walking Falling forward using hands
Standing Falling forward using knees
Sitting Falling backwards
Picking up an object Falling sideward
Jum[.nng Falling sitting in empty chair
Laying

3) UR-Fall

UR-Fall is a fall detection dataset with 30 falls and 40
ADLs, totaling 70 videos. It is an RGB-D dataset recorded
with cameras and accelerometers. Falls were recorded with
two Microsoft Kinect cameras and one accelerometer, while
ADLSs were recorded with only one camera and accelerome-
ter. Many actions are recorded with light variance, and many
lie actions as outlined in Table 3. For our work, only the RGB
layers were used.

TABLE 3. Types of actions presented on UR-Fall dataset.

ADL Anomaly
Walking Falling forward
Walking up stairs Getting Up of a Chair
Walking down stairs Falling backwards
Picking up an object When Seated

Sitting d own ‘When Standing
Praying

B. SPLIT DATABASE FOR EXPERIMENTS
The framework was evaluated in three different ways to vali-
date the experiments: single dataset validation, cross-dataset
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validation, and joint dataset validation. The purpose of this
setup is to improve the framework’s overall validation and
avoid overfitting. As our work focuses on anomaly detection,
all split validations contain only ADL information in the
training and validation sets.

1) Single Dataset validation

The first partition method is the percent split validation, one
of the most common evaluation approaches, wherein the
available data is split into three. The training set is used to
adjust the model’s weights, the validation set provides infor-
mation used to adjust the model, and the test set evaluates the
final model.

Our proposed anomaly detection approach uses 90% of the
ADL data to train and none of the fall data. The validation
set is used to adjust the threshold and comprises 5% of ADL,
whereas again using no fall data. Finally, the test set uses
the remaining ADL data and all fall data to assess the model
using the selected threshold.

2) Cross-Dataset validation

This type of split uses training data from one dataset and
tests with a different dataset. Because those datasets contain
distinct types of images, it provides further information on
the model’s ability to generalize. It illustrates if the model is
capable of applying knowledge abstracted from one database
to another. The dataset division is made using 95% of one
dataset to train the model and 5% to adjust it. Then, all falls
are used in the test phase, combined with all of the other
dataset’s data.

3) Joint Dataset validation

This validation technique combines datasets and uses the
resulting information to both train and test the model. The re-
sulting model has the most varied and extensive training and
testing data, thus providing further evaluation opportunities.
The dataset division is performed equally in both datasets.
Thus, 90% of each dataset’s ADL information is used to train
the model, 5% is used to adjust the model, and another 5%
combined with all fall events is used to evaluate the model.

C. HYPER-PARAMETER TUNNING

To define the architecture of the framework’s autoencoder,
we tried different numbers of layers, dense units, activation
functions, batch size, and number of epochs, using Hyperopt
[47]. For each type of experiment, we ran Hyperopt with two
hundred evals, ranging the parameters according to the Fig.
3.

For each eval, Hyperopt trained the encoder with a random
parameterization, using the dataset split according to the
experiment type. Then, to define the experiment’s threshold
value, the mean MSE value of the validation set is calculated
for the autoencoder model or the max MSE value for SVD
and PCA. The MSE value is multiplied by a constant C.
The constant C' value is also tuned by Hyperopt, which tests
values between 1.0 and 2.0. In the final phase, the model
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Input Layer = 256
Dense Units=[256,512,1024]
activation=['sigmoid', relu',linear']

2~4
Layers
Dense Units=[256,512,1024]
activation_regularizer=['L1",'None']
activation=['sigmoid'’, relu', linear’]

Dense Units: [256]
activation=['sigmoid', relu',linear']

&

number_of_epochs=(10,20,50,100,200]
batch_size=[16,32,64,128,256,512]
loss=['mean_squared_error
optimizer=[rmsprop','Adam','sgd']

FIGURE 3. Attributes used for hyper-parameter tuning in the autoencoder
model on the proposed framework.

evaluates the data using the test set, and the AUC score
is calculated. After all the trials, it returns the model that
presented the highest AUC value.

We can see a heat map of each hyper-parameter tunning
for the autoencoder model in Fig. 4. A black dot is plotted for
each AUC obtained by the trial, and the blue star represents
the best obtained AUC in all each trial. For the single dataset
and joint experiments, we can see that in most trials, the
presented AUC value is small (dark red regions), so it is
concluded that the constant value C' impacts the accuracy of
the model directly. For the cross-dataset experiments, many
trials presented AUC values close to the best-obtained AUC
value (blue star) for different values of C.

We tried to apply the KPCA (Kernel PCA) to compare
it to the results’ autoencoder models. However, after trying
different gamma values (varying between 0.01 and 5) and
different kernels (linear, RBF, poly), all of the used datasets
presented the best result using a linear kernel. Thus, we
decided to compare the autoencoder’s results to PCA and
SVD.

For SVD and PCA encoders, we tried different numbers of
components. A heat map of each hyper-parameter tuning can
be seen in Fig. 5. and 6, respectively. Once again, the black
dots represent the AUC value obtained in each trial, and the
blue star the best AUC value obtained. For SVD and PCA
encoders, Hyperopt presented the best results when using the
max value of MSE on training data, and because of that,
this was chosen for these encoders. Unlike the autoencoder
model, the SVD model has presented less variance for the
AUC value on each trial in all the experiments, except for
the single dataset experiment in the UR-Fall dataset. Finally,
for the PCA encoders, the impact of the constant C' was only
high in the single dataset experiment using the UR-Fall and
in the joint dataset experiment.

As we can see, a key element in anomaly detection prob-
lems is the threshold value. Thus, we decided to plot a heat-
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FIGURE 4. All Hyperopt trials for Autoencoders. The blue star represents the

best AUC.
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FIGURE 6. All Hyperopt trials for PCA. The blue star represents the best AUC.
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]
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(c) PCA trial with C = MEAN(MSE) * 1.5
in contrast with MEAN(MSE) * 1.12

FIGURE 7. One Hyperopt trial for SVD, PCA, and Autoencoder with different
values for the constant C.

map with small changes in the constant value C' for each
dataset in the single dataset experiment to compare it to our
best value obtained. The results can be seen in Fig. 7.

Finally, all the calculated Constant C' values for the thresh-
olds in each experiment type and dataset are outlined in Table
4.

VOLUME 4, 2016

This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/



This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI

10.1109/ACCESS.2021.3083064, IEEE Access .
IEEE Access

Author et al.: Preparation of Papers for EEE TRANSACTIONS and JOURNALS

TAdBchE 4. All calculated MSE and threshold constants for each experiment Activation: RELU
an ataset.
___output___y Dense
Encoder Experiment Threshold D 1024 sonEs
Percent Split - PRECIS HAR | mean(MSEyaiidation) * 1.57 cuatzm output
Percent Split - UR Fall mean(MSEyarigation) * 1.12 v 256
Aut N Percent Split - UP Fall mean(MSEyqaidation) * 1.12 Dense _thsl:gn_p Dense output
Joint mean(MSEyapigation) * 1.3 256
Cross - PRECIS HAR vs. All | mean(MSE,qiidation) * 1.3 Compiler: ['optimizer'] = Adam and ['loss'] = mean_squared_error
N . = Fit: Number of epochs = 100, batch_size = 64
- C“’SSS FP ij;;s‘gisAflllAR mean(M5 (EM“; T’E““"")) * 1.57 Evaluate: Threshold = mean(MSE Validation) * 1.57
ercent Split - max train
Percent Split - UR Fall max(MSFEtrqin) Input (a) PRECIS HAR
SVD/PCA Percent Split - UP Fall maz(MSEirqin) 226 Activation: RELU Activation: Linear
Joint max(MSEyyqin) Dense
Cross - PRECIS HAR vs. All maz(MSErain) L1 "1“;2:‘_, Dense Dense
Cross - UP Fall vs. All maz(MSEirqin) Regularizer A
units output output
256 512 1024
output : output
D. ARCHITECTURE OF OUR PROPOSED ENCODERS ERER 512 e 256
We have analyzed different topologies and architectures Compiler: ['optimizer] = sgd and ['loss'] = mean_squared_error
. . Fit: Number of epochs = 120, batch_size = 64
using Hyperopt. The best architecture of autoencoders on Evaluate: Threshot & mean(MSE Validation) * 1.12
PRECIS HAR, UP-Fall, UR-Fall, joint datasets, cross-dataset (b) UP-Fall and UR-Fall
UP-Fall vs. PRECIS HAR, and cross-dataset PRECIS HAR ‘ggg’ Activation: Linear
. UP-Fall are in Fig. nd the SVD/PCA are in Fig. 9.
vs. UP-Fall are g. 8, and the SVD/PCA are 2.9 bense output o ot
1024 anes X 256
_ utput
IV. EXPERIMENTAL RESULTS unks %5tz output
. . . v !
This sect101? presen?s the ~obtame.d results after evaluated each [Donse |- >[Danse] [Danse |>ouut
type of split explained in Section III. Also, we have con-
. Compiler: ['optimizer'] = Adam and ['loss'] = mean uared_error
solidated our best results and compared them to the current P e o epgcnszzéo, ba]tch_size_:sgm -

Evaluate: Threshold = mean(MSE Validation) * 1.3

state-of-the-art. In Fig. 10, is described the summary of all :
(c) Joint dataset

our experiments. The following subsections summarize the

Activation: RELU [ Activation: Linear
results of each encoder.
Dﬂse —output__y ponce Dense ——Output
A. AUTOENCODER Reguiarizer 1024 A
, . . . outpu
The autoencoder model’s results are outlined in Table 5. Fig. 5l2 1024
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TABLE 5. All Obtained Results for our Proposed Framework using the Fit: Number of epochs = 10, batch_size = 32
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(e) PRECIS HAR vs. All
Our framework reaches a high geometric mean value FIGURE 8. The final architecture of our proposed autoencoder in each
: . experiment.
(greater than 0.9) for all three evaluated datasets in the single s
dataset experiment. Furthermore, the PRECIS HAR dataset
. D D
and UP-Fall experiments present a small number of false- % nll ws g B N, [ [ ]
positive/negative events. The UR-Fall dataset also presents SR | e or svD
. P .. PCA or SVD !
117 Inv

a high specificity of 0.98 and precision of 0.90. Transform 17, | phmwerse

The framework also reached an excellent geometric mean
value (greater than 0.8) in the joint dataset experiment. The
number of false events is greater than the single dataset
results, however the numbers are not too high according to
the specificity and sensitivity values.

FIGURE 9. The final architecture of our proposed SVD/PCA model in each
experiment.
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FIGURE 11. All reconstruction errors of ADLs and falls in all experiments,

B. SVD
TABLE 6. All Obtained Results for our Proposed Framework Using the SVD
Model.
PRECIS
UP-Fall
PRECIS . HAR
UR-Fall | UP-Fall Joint vs.
HAR vs.
ALL
ALL
Accuracy 94.94% 100% 98.62% | 96.62% | 69.20% 97.39%
Geometric Mean 0.95 1.0 0.98 0.96 0.77 0.95
AUC 0.94 1.0 0.95 0.92 0.70 0.99
Specificity 0.93 1.0 0.99 0.96 0.61 0.92
Precision 0.89 1.0 0.90 0.85 0.41 0.96
F1 0.93 1.0 0.94 0.92 0.58 0.98
Sensitivity 0.98 1.0 0.98 0.96 0.99 0.99

The SVD model results are outlined in Table 6, and Fig. 12
shows the dispersion of data for all evaluated experiments.
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FIGURE 12. All reconstruction errors of ADLs and falls in all experiments,

referring to the one trial. The blue line represents the threshold, and all plotted
points to the line’s right were classified as a falls and to it is left as ADLs.

Finally, on the cross-dataset validation experiments, the
results are worse than the single dataset and the joint dataset
experiments. However, they reached a greater geometric
mean value on the PRECIS HAR vs. All and a substantial
value (greater than 0.6) on the UP-Fall vs. All.

8

referring to the one trial. The blue line represents the threshold, and all plotted
points to the line’s right were classified as a falls and to it is left as ADLs.

The SVD encoders present an excellent geometric mean
value (superior to 0.9) in all experiments except in one the
cross experiment: UP-Fall vs. All. Furthermore, in the UR-
Fall percent split experiment, the SVD encoder reached the
accuracy of 100%, identifying all ADLs and falls correctly.
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C. PCA

The PCA model results are outlined in Table 7, and Fig.

13 also show the dispersion of data for all evaluated exper-

iments.
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D. COMPARISON BETWEEN OUR FRAMEWORK AND
THE CURRENT STATE-OF-THE-ART

Looking for the current state-of-the-art for all used datasets,
we verified that our proposed framework had beat the PRE-
CIS HAR'’s accuracy, increasing it by 3.05%. In the UP-Fall
dataset, although one work has a better accuracy than ob-
tained with our model, it uses information from two different
types of sensors in a multimodal approach [40], and because
of that, it is outside of this work’s scope. Our framework
increased the accuracy by 2.69% compared to the UP-Fall
dataset’s state-of-the-art result in the single modality model,
and it still achieved a geometric mean superior to 0.9. Finally,
for the UR-Fall dataset, we increased the current state-of-
the-art by 3.34%. Furthermore, our proposed framework was
trained using only ADL events, allowing a better generaliza-
tion of the problem and making it more suitable to real-world
applications. In Table 8, we show all accuracy obtained with
our framework and the current state-of-the-art presented in
the literature, and in Fig. 14 we compile all of the obtained
AUC values for each type of experiment and dataset.

TABLE 8. Compilation of our Best Results Compared With the Current
State-of-the-art with Single Sensor Input for Each Used Dataset.

(d) Joint dataset

UR-Fall
Model Accuracy | Sensibility F1 Specificity
w0 ,d o Our framework 100% 1.0 1.0 1.0
B - o Model of Harrou et al. [48] 96.66% 1.0 0.96 0.94
o8 ; s Total of improvement: 3.34%
. >E.us :-: UP-Fall
é §M ° Model Accuracy | Sensibility F1 Specificity
& € : Our framework 98.62% 0.92 0.93 0.99
02 o . N Model of Martinez-Villasefior et al. [8] 95.93% 0.74 0.66 0.69
00 00 . Total of improvement: 2.69%
T PRECIS HAR
(e) PRECIS HAR vs. All (f) UP-Fall vs. All Our framework 98.59% 0.95 0.97 0.97
) . . Model of Popescu et al. [49] 94,38% -
FIGURE 13. All reconstruction errors of ADLs and falls in all experiments, Total of improvement: 421%
referring to the one trial. The blue line represents the threshold, and all plotted P " il
points to the line’s right were classified as a falls and to it is left as ADLs.
Results of our proposed model
TABLE 7. All Obtained Results for the our Proposed Framework using PCA 1.0 1 Experiments
model. E SVD
1 PCA
PRECIS 0.8 1 I Autoencoder
UP-Fall
PRECIS . HAR
UR-Fall | UP-Fall Joint Vvs.
HAR vS. 0.6
ALL O
ALL 2
Accuracy 98.59% 97.00% 98.52% | 96.68% 69.30% 98.27% 0.4
Geometric Mean 0.99 0.98 0.96 0.94 0.78 0.97 ’
AUC 0.92 0.91 0.93 0.98 0.70 0.99
Specificity 0.99 0.97 0.99 0.98 0.61 0.95 0.2
Precision 0.96 0.82 0.92 0.82 0.41 0.97
F1 0.97 0.90 0.93 0.85 0.58 0.98 0.0
Sensitivity 0.99 1.0 0.94 0.90 0.99 0.99 ‘a&*’t ,‘@\\ X"}\ \?{k{\' Y ?5\
o &< { & ¥
o ) ) Y RN
QQ@ @Ofa Qk‘b
. . . B}
Like the SVD encoder, the experiments using PCA also &
Datasets

present excellent geometric mean values (superior to 0.9) in
all experiments except in the cross dataset experiment UP-

Fall vs. All.
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FIGURE 14. All obtained results for each encoder model in each experiment
type.
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E. DISCUSSION

The decision to evaluate our proposed framework in differ-
ent types of experiments allowed us to verify the model’s
learning capacities and its generalization. Our framework
presented high AUC values and excellent geometric mean
values (greater than 0.8) in all single dataset experiments,
reaching the state-of-art on the PRECIS HAR dataset, UR-
Fall, and UP-Fall dataset. Furthermore, different from the
current state-of-the-art, in the three evaluated datasets, our
models have the advantage of only requiring ADL events in
the training phase.

In addition to the experiments performed using the single
dataset, we performed two additional experiments combin-
ing all datasets and cross-validation, i.e., training with only
one dataset’s ADL and evaluating with the other’s. The
results also presented excellent values for the geometric
mean (greater than 0.8) in all experiments. It confirmed our
initial suppositions about the generalization in this paper and
demonstrated that the proposed framework is ideal for a real-
world application.

V. CONCLUSION

Activity recognition is an important research area in the
field of machine learning. Specifically in anomaly detection,
approaches that need explicit labeling present challenges and
generally are biased. Anomaly events are rare to occur, and
there are no public datasets with real fall data, making more
challenging to create solutions that can be applied in the real
world. Thus, an approach that no needs labeled data to train
amodel is a good alternative in this scenario.

This paper proposed a deep anomaly detection framework
for fall monitoring based on reconstruction, using an autoen-
coder through ST-GCN features. Our main objective was to
create a robust solution that did not need knowledge of fall
events during the training phase. Thus, the assumption was
that training the model without artificial fall events would
resukt in a better generalization.

Analyzing the obtained results, we observe that our pro-
posed framework can identify fall events with a low number
of false negative and false-positive events in most exper-
iments. Furthermore, our framework can also detect other
types of anomalies related to health risks, not limited to falls.

We encourage future work to extend the framework to
recognize other health risk problems in the context of resi-
dences, making it more robust and applicable to monitoring
people in residence without requiring a health care profes-
sional.
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