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ABSTRACT

Filtering methods have been widely used for extraction of signals in
both time and space. Recently, two multi-channel filters have been
proposed which can be applied for extraction of multi-channel peri-
odic signals. In these filters, the harmonic structure of periodic sig-
nals is exploited. The filters were based on the periodogram and the
LCMV beamformer, respectively. The periodogram-based filter is
unsuitable for multi-source scenarios whereas the LCMV-based fil-
ter has an erratic filter response behaviour at high SNRs. We propose
an optimal filtering method which is useful in multi-source scenar-
ios and which has a nicely behaving filter response for a larger range
of SNRs compared to the LCMV-based filter. Our simulations show
that our method solves the high SNR issue of the LCMV-based filter
and that the proposed filter is applicable to real-life signals.

Index Terms— Signal extraction, optimal filtering, microphone
arrays, beamforming.

1. INTRODUCTION

In many applications, it is beneficial to separate or extract one or
more desired signals from a mixture. A few examples of such appli-
cations are teleconferencing, surveillance systems and hearing-aids.
Often, the signal of interest (SOI) in these applications is speech
and/or musical instrument signals. These types of signals are known
to be quasi-periodic. Thus, for short data segmentents, we can model
such signals as

s(nt) =

L∑
l=1

αle
jlωtnt , for nt = 0, . . . , Nt − 1 , (1)

where Nt is the number of temporal samples, L is the model order
and αl = Ale

jφl with Al > 0 and φl being the real amplitude and
the phase of the lth harmonic, respectively. Previously, it has been
investigated how a single-channel signal as in (1) can be extracted
from a noisy mixture using, for example, algebraic separation [1]
and comb filtering [2]. More recently, optimal filter designs for fun-
damental frequency estimation were proposed [3–5], and these filters
can be seen as either generalizations of the MVDR beamformer [6]
or special cases of the LCMV beamformer [7]. While the filtering
methods have a good parameter estimation performance in settings
with multiple interfering sources, they perform poorly for extraction
purposes. This is particularly true for the high signal-to-noise ratio
(SNR) settings. In these settings, the filter design problem becomes
ill-conditioned, hence, the poor extraction performance. In [8, 9],
a set of optimal filters for extractions and enchancement purposes

were derived. As opposed to the MVDR/LCMV-like optimal filters,
these filters have a good performance regarding extraction of syn-
thetic as well as real-life periodic sources.

Sometimes, however, the signal is recorded by an array of micro-
phones in the aforementioned applications. The mentioned single-
channel methods are therefore inappropriate in such cases. In a multi
microphone scenario, we can write the signal observed at the nsth
microphone as

xns(nt) = sns(nt) + wns(nt) , for nt = 0, . . . , Nt − 1 , (2)

where sns(nt) = s(nt − τns) is the SOI, wns(nt) is the noise on
the nsth sensor, Ns is the number of microphones and τns is the
time delay of the sound wave from sensor ns to a reference point.
We assume a uniform linear array (ULA) structure so the time delay
is given by τns = ns

d sin θ
c

for θ ∈ [−90◦; 90◦] where d is the
microphone spacing, θ is the DOA and c is the wave propagation
velocity. Combining (1) and (2) leads to a multi-channel harmonic
model

xns(nt) =

L∑
l=1

αle
jlωtnte−jlωsns , (3)

where ωs = ωtfsdc
−1 sin θ. Due to the harmonic structure, the

voiced speech and audio extraction problem can be considered as ex-
traction of L narrowband sources while, traditionally, voiced speech
and audio have been considered broadband in multi-channel extrac-
tion methods. The narrowband simplification enables us to derive
much simpler extraction algorithms which is evident from the fol-
lowing sections.

Recently, two methods for joint DOA and fundamental fre-
quency esimation were proposed [10]. One of them was signal inde-
pendent since it was based on the periodogram while the other was
based on the LCMV beamformer and therefore signal dependent.
Although these filtering methods could also be used for extraction of
multi-channel periodic sources, they suffer from the same issues as
the corresponding single-channel methods. In this paper, we there-
fore derive a new joint spatio-temporal optimal filter for extraction of
(quasi-)periodic sources from multi microphone recordings. We will
term the filter design method as the filtering-based multi-channel
periodic signal extraction (FIMPSIX) method. The filter is designed
optimally from the observed signal and is therefore signal adaptive.
Like the filters in [8, 9], the proposed filter is inspired by the well
known amplitude and phase estimation (APES) method [11]. We
expect that the proposed filter will outperform the filtering methods
in [10] regarding extraction, since this is the case for the analo-
gous single-channel filtering methods. The main application of the



proposed method is extraction and enhancement, however, it can
also be used for joint DOA and fundamental frequency estimation,
model order selection and amplitude estimation of the individual
harmonics.

The rest of the paper is organized as follows. In Section 2, we
state the filter design problem and introduce the notation. We solve
the filter design problem in Section 3. In Section 4, we describe the
experimental evaluation of the proposed filter design, and, finally,
we conclude on our work in Section 5.

2. JOINT SPATIO-TEMPORAL FILTER DESIGN
PROBLEM

We consider the problem of designing a joint optimal spatio-
temporal filter for extraction of periodic sources. Generally speak-
ing, the output y(nt) of an FIR filter with the coefficients h(ns,mt)
from the input xns(nt −mt) can be written as

y(nt) =

Ns−1∑
ns=0

Mt−1∑
mt=0

h(ns,mt)xns(nt −mt) , (4)

for n{s,t} = 0, . . . , N{s,t}−1. Our goal is to design the filter such
that its output resembles a desired signal ŷ(nt) as much as possible
in the mean squared error (MSE) sense. The MSE P is given by

P =
1

Nt −Mt + 1

Nt−1∑
nt=Mt−1

|y(nt)− ŷ(nt)|2 . (5)

In this filter design, the desired signal is defined as the noise-free
signal given by the signal model in (1). If we insert (1) and (4) into
(5) we get

P =
1

Nt −Mt + 1

Nt−1∑
nt=Mt−1

(6)

∣∣∣∣∣
Ns−1∑
ns=0

Mt−1∑
mt=0

h(ns,mt)xns(nt −mt)−
L∑
l=1

αle
jlωtnt

∣∣∣∣∣
2

.

Whereas we initially assume that the fundamental frequency ω0 and
the model order L are known, it is shown later how the proposed
filter can also estimate these parameters. The expression in (6) can
be simplified by introducing matrix/vector notation. Consider, for
example, the filter and signal matrices, H and X(nt), defined as

H =

 h∗(0, 0) · · · h∗(0,Mt − 1)

...
. . .

...
h∗(Ns − 1, 0) · · · h∗(Ns − 1,Mt − 1)

 (7)

X(nt) =

 x0(nt) · · · x0(nt −Mt + 1)

...
. . .

...
xNs−1(nt) · · · xNs−1(nt −Mt + 1)

 , (8)

where (·)∗ denotes the complex conjugate. We define two new vec-
tors h = vec{H} and x(nt) = vec{X(nt)} with vec{·} denoting
the column-wise matrix stacking operator. This enable us to obtain
a much more convenient MSE expression as

P =
1

Nt −Mt + 1

Nt−1∑
nt=Mt−1

|hHx(nt)−αHe(nt)|2 , (9)

where

α =
[
α1 · · · αL

]H
(10)

e(nt) =
[
ejωtnt · · · ejLωtnt

]T
. (11)

It turns out that we can expand the MSE expression in (9) as

P = hHR̂h−αHGh− hHGHα + αHEα , (12)

with

R̂ =
1

Nt −Mt + 1

Nt−1∑
nt=Mt−1

x(nt)x
H(nt) (13)

G =
1

Nt −Mt + 1

Nt−1∑
nt=Mt−1

e(nt)x
H(nt) (14)

E =
1

Nt −Mt + 1

Nt−1∑
nt=Mt−1

e(nt)e
H(nt) . (15)

We recognize that R̂ is the spatio-temporal sample covariance ma-
trix [10].

3. DERIVATION OF THE OPTIMAL FILTER

Following, we derive the optimal spatio-temporal filter by solving
the filter design problem introduced in Section 2. First, if we differ-
entiate and solve with respect to α in (12) we get that

α̂ = E−HGh . (16)

Inserting the amplitude estimate α̂ into (12) yields

P = hH(R̂−GHE−1G)h (17)

= hHQ̂h , (18)

where Q̂ = R̂−GHE−1G can be interpreted as an estimate of the
noise covariance matrix [12]. Note that asymptotically, the matrix E
equals I which can be exploited to obtain a computationally simpler
algorithm [8].

The optimal filter is derived from (18). However, solving di-
rectly for the unknown filter leads to the zero vector solution. We
circumvent this by introducing some additional constraints. The con-
straints are formulated such that the filter has a unit gain at all of the
harmonic frequencies and DOA pairs of the SOI. This leaves us with
the following constrained optimization problem

min
h

hHQ̂h s.t. hHzlωt,lωs = 1 , (19)

for l = 1, . . . , L ,

where

zlωt,lωs = zlωt ⊗ zlωs (20)

zlωt =
[
1 e−jlωt · · · e−jlωt(Mt−1)

]T
(21)

zlωs =
[
1 e−jlωs · · · e−jlωs(Ns−1)

]T
, (22)

with ⊗ denoting the Kronecker product operator. Note that all con-
straints can be written as a singel matrix-vector product as

hHZωt,ωs = 1 , (23)
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(a) Proposed filter.
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(b) LCMV-based filter.
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(c) Proposed filter.
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(d) LCMV-based filter

Fig. 1: Frequency responses of the filters at SNRs of (a),(b) -20 dB and (c),(d) 20 dB, respectively.

where

Zωt,ωs =
[
zωt,ωs · · · zLωt,Lωs

]
. (24)

We recognize that the problem in (19) is a quadratic optimization
problem which is solvable using the Lagrange multiplier method. If
we introduce the Lagrange multiplier vector λ =

[
λ1 · · · λL

]
,

the Lagrangian dual function is given by

L(h,λ) = hHQ̂h−
(
hhZωt,ωs − 1T

)
λ . (25)

By differentiating the Lagrange dual function with respect to the un-
known Lagrange multiplier λ and the unknown filter h, by equating
with 0, and by inserting the so-obtained expressions into each other,
we get that the optimal filter ĥ is given by

ĥ = Q̂−1Zωt,ωs

(
ZHωt,ωs

Q̂−1Zωt,ωs

)−1
1 . (26)

Note that the optimality criterion for the filter design is twofold: 1)
the filter gain should be one at all harmonic frequencies and DOA
pairs while the filter minimizes all other frequency/DOA compo-
nents, and 2) the filter output should resemble a sum of sinusoids

as much as possible under the given constraints. If we insert the op-
timal filter response in (26) into (16), we can obtain estimates of the
amplitudes of the harmonics

α̂ = E−1GQ̂
−1

Zωt,ωs(ZHωt,ωs
Q̂−1Zωt,ωs)−11 . (27)

Introductory, we asummed that the fundamental frequency ω0 was
known. If this is not the case we could either estimate it using an-
other method or using the just proposed optimal filter. To estimate
it using the proposed filter, the optimal filter is applied on the input
signal and the output power is then estimated. This procedure is re-
peated for a two-dimensional grid of candidate fundamental frequen-
cies and DOAs. The fundamental frequency estimated is obtained by
taking the argument of the maximizing fundamental frequency and
DOA pair as

{ω̂t, θ̂} = arg max
(ωt,θ)∈Ωt×Θ

ĥHR̂ĥ , (28)

with Ωt and Θ being sets of candidate fundamental frequencies and
DOAs, respectively. Likewise, the optimal filtering method can be
used for model order L estimation according to [5].
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Fig. 2: Spectrograms of (a) a trumpet signal, (b) a trumpet signal in
noise consisting of interfering periodic sources and complex Gaus-
sian noise at a 30 dB SNR and (c) a signal extracted using the optimal
filter.

4. EXPERIMENTAL RESULTS

Following, we describe the experimental evaluation of the proposed
filter design. As mentioned previously, filtering methods based on
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Fig. 3: Segments of (top) the trumpet signal, (middle) the observed
signal with complex Gaussian noise at a SNR of 30 dB and inter-
fering periodic sources, and (bottom) the signal extracted using the
optimal filter.

the minimum variance principle suffers from a bad performance re-
garding signal extraction. This is well known, and the main reason is
their unfortunate behavior at high SNRs. Several books and papers
(e.g., [13, 14]) have dealt with this issue and a common fix is to, for
instance, use diagonal loading techniques. The erratic high SNR be-
havior is also apparent from our first experiment. In this experiment,
we investigate the frequency response of the proposed filter and the
LCMV-based filter proposed in [10]. The filters were designed to
extract a multi-channel periodic signal with Nt = 250, fs = 2, 500
Hz, ft = 200 Hz, L = 5, θ = 6◦, and unit amplitudes of the
harmonics. Moreover, the signal was corrupted by complex Gaus-
sian noise, the array was specified by Ns = 6, c = 343.2 m/s and
d = c/fs, and the filter was of orders Mt = 20 and Ms = 6. We
designed the filters for SNRs of -20 dB (depicted in Fig. 1a and 1b)
and 20 dB (depicted in Fig. 1c and 1d), respectively. From the plots,
we observe that both filter types behave nicely at low SNRs. At high
SNRs, the proposed filter still seems to perform nicely in terms of
emphasizing the harmonics while the LCMV-based filter has huge
side lobes.

In the second experiment, we applied the proposed filter for ex-
traction of a trumpet signal. The utilized trumpet signal was origi-
nally single-channel and sampled at fs = 8, 820 Hz. Therefore, we
resynthesized it spatially as if it was impinging on a 4-element ULA
with a DOA of θ = 17◦. We corrupted the trumpet signal with addi-
tional synthetic periodic sources and complex Gaussian noise at an
SNR of 30 dB. The FIMPSIX filter was designed for 60 ms segments
with a filter length of 40 and it was updated every 30 ms. For each
input segment, we estimated the fundamental frequency of the trum-
pet signal using an MVDR-based method. The filter was designed
for the estimated fundamental frequency and for a fixed model or-
der of L = 8. The spectrograms of the original trumpet signal, the
noisy signal, observed on the first sensor, and the extracted signal
are depicted in Fig. 2(a)-(c), respectively. Furthermore, short seg-
ments of the different signals are shown in Fig. 3. It is clear from
these figures that the proposed filter design are useful for extraction
of periodic signals (or nearly periodic signals such as the trumpet
signal).



5. CONCLUSION

In this paper, we proposed a novel optimal joint spatio-temporal fil-
tering method for extraction of periodic signal recorded in time and
space using a uniform linear microphone array. The proposed filter is
based on a harmonic model which makes it suitable for all signals be-
ing (quasi-)periodic of nature such as audio and speech. Specifically,
the proposed filter is inspired by the amplitude and phase estimation
(APES) method. By using the APES principle rather than the mini-
mum variance principle in the filter design, we obtain a filter with a
less erratic filter response at high SNRs compared to minimum vari-
ance based filters. This is also evident from the experimental results.
Due to the better filter response behaviour, the proposed filter is bet-
ter suited for signal extraction. Our simulation results showed that
the proposed filter is also applicable for extraction of real-life signals
such as a trumpet signal. From the results, it is clear that the filter is
useful for suppressing both random noise and interferering sources.
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