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Abstract

Multi-modal information retrieval (MMIR) is
a rapidly evolving field, where significant
progress, particularly in image-text pairing,
has been made through advanced representa-
tion learning and cross-modality alignment re-
search. However, current benchmarks for eval-
uating MMIR performance in image-text pair-
ing within the scientific domain show a no-
table gap, where chart and table images de-
scribed in scholarly language usually do not
play a significant role. To bridge this gap, we
develop a specialised scientific MMIR (SciM-
MIR) benchmark by leveraging open-access
paper collections to extract data relevant to the
scientific domain. This benchmark comprises
530K meticulously curated image-text pairs,
extracted from figures and tables with detailed
captions in scientific documents. We further
annotate the image-text pairs with two-level
subset-subcategory hierarchy annotations to fa-
cilitate a more comprehensive evaluation of the
baselines. We conducted zero-shot and fine-
tuning evaluations on prominent multi-modal
image-captioning and visual language models,
such as CLIP and BLIP. Our analysis offers
critical insights for MMIR in the scientific do-
main, including the impact of pre-training and
fine-tuning settings and the influence of the vi-
sual and textual encoders. All our data and
checkpoints are publicly available 1.

1 Introduction

Information retrieval (IR) systems are expected
to provide a matched piece of information from
an enormous but organised data collection accord-
ing to given user queries. With the advancement
of representation learning (Bengio et al., 2013),
the methodological paradigm of IR systems has
evolved from using lexical matching to retrieve tex-
tual data (Luhn, 1957; Jones et al., 2000; Robert-

*Corresponding authors.
1https://github.com/Wusiwei0410/SciMMIR

son et al., 2009) to a mixture fashion of similar-
ity matching in a learned representation space,
which supports additional modalities such as im-
ages and audios other than texts (Karpukhin et al.,
2020; Chen et al., 2020b; Koepke et al., 2022).
Whilst enabling broader application scenarios, such
multi-modal information retrieval (MMIR) sys-
tems also introduce new challenges in evalua-
tion. Although previous studies have evaluated
image-text retrieval across general topics using
large-scale paired datasets from sources such as
Wikipedia (Young et al., 2014; Lin et al., 2014;
Srinivasan et al., 2021; Luo et al., 2023), there is a
notable gap in comprehensively assessing MMIR
models within the scientific domain. In this do-
main, unique challenges arise from the complex
and dense semantics of scientific images and the
sophisticated language preferences of researchers.
For example, current MMIR models often ignore
aspects such as learning from histograms or plot
figures and lack pre-training data necessary for ef-
fectively extracting key textual information from
table images.

To fill such a gap, we introduce SciMMIR,
a Scientific Multi-Modal Information Retrieval
benchmark to evaluate models’ MMIR ability in
the scientific domain. SciMMIR is built upon a
dataset of 530K scientific image-text pairs with
sub-class annotations. We collect the figures, ta-
bles, and their associated captions from scholarly
documents on arXiv2, an open-access archival col-
lection, to construct image-text pairs. To compre-
hensively evaluate the cross-modality aligned rep-
resentations learned by the models, our SciMMIR
benchmark defines the retrieval tasks in two direc-
tion retrieval, including searching the matched tex-
tual caption within the candidate pool with a given
image (img→txt), and finding the corresponding
figure or table image with a caption (txt→img).

2https://arxiv.org
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Fig Architecture

SciMMIR Benchmark

Figure 1: The Illustration of SciMMIR Framework.

Furthermore, we conduct finely-grained subset
evaluation because we contend that analysing base-
line performances can be enhanced by evaluating
them on subsets characterised by specific attributes.
For example, by limiting evaluations to search-
ing for matches only within “figures describing
architectures”, models demonstrating poorer per-
formance can be identified and improved specifi-
cally in their chart and shape modelling capabilities,
rather than focusing on the recognition of letters
and digits. Therefore, we annotate and categorise
the image-text pairs into three figure-caption and
two table-caption subcategories based on their dis-
tinctive characteristics. Models are required to re-
trieve information in a more detailed, finer-grained
setting that could more comprehensively expose
the shortcomings, as opposed to retrieving from all
available candidates.

In our evaluation, we conducted meticulous ex-
periments in both zero-shot and fine-tuning set-
tings across various subcategories. These were
performed on the chosen image captioning models
and visual language models (VLMs) to enrich the
corpus of knowledge in future MMIR research. We
list the key takeaway insights as follows:

1. Our findings reveal that the pre-training tasks
and the dataset selection play significant roles
in determining the performance in both scenar-
ios of SciMMIR. An expected observation is
that after fine-tuning with data specific to the
scientific domain, there would be a marked
performance improvement for both txt→img
and img→txt tasks, underlining the effective-
ness of domain-specific adaptation.

2. The results suggest a nuanced distinction be-
tween the MMIR tasks involving the figure

and table subsets as well. The performance
on the figure subset could be effectively im-
proved by a scientific data domain adaption,
showing the generalisability of the visual en-
coders. In contrast, metrics on the table subset
remain less promising, due to that table im-
ages seldom appear in the scope of the image-
text pre-training dataset, and such kind of task
is more sensitive to the captured visually pre-
sented textual information.

3. Regardless of parameter size, the BLIP2 series
models generally perform better among the
pre-trained VLMs. The extra zero-shot multi-
modal information retrieval capability may be
brought by the distinct pre-training tasks in-
cluding image-text matching and image-text
contrastive learning, other than language mod-
elling.

These findings underscore the importance of tai-
lored approaches for different data types within
the scientific MMIR framework. A more in-depth
exploration of these findings are given in §5.

To conclude, our contributions are:
• providing the first benchmark for scientific

multi-modal information retrieval models;
• releasing a public 530K scientific image-text

dataset with fine-grained annotations;
• comprehensively analysing performances of

prevalent multi-modal information retrieval
models.

2 Related Work

General Information Retrieval Information Re-
trieval has lied at the core of NLP, and has been
facilitated by dense representation learning in the



past few years (Reimers and Gurevych, 2019;
Karpukhin et al., 2020). More recently, unified
representations across tasks have become a consen-
sus of some, and this line of research proposes to
understand and evaluate task-agnostic representa-
tion in a single representation space (Muennighoff
et al., 2023; Asai et al., 2022; Su et al., 2022; Wei
et al., 2023). In another vein, domain generalisation
has always been seen as a key weakness to address
for IR models (Thakur et al., 2021). Through the
subpar performance of general domain methods on
SciMMIR, we will present that scientific IR, espe-
cially multi-modal one, remains an OOD task and
domain, despite the advancement of techniques in
general information retrieval.

Multi-modal Information Retrieval In ear-
lier multi-modal representation learning research,
small-scale cross-modal retrieval datasets including
MSCOCO (Lin et al., 2014) and Flickr30k (Plum-
mer et al., 2015) have facilitated the alignment
between visual and language representation. Ef-
forts have since shifted towards large-scale vision-
language pretraining (Radford et al., 2021; Kim
et al., 2021; Li et al., 2021; Jia et al., 2021; Yu et al.,
2022), and these small-scale retrieval datasets, in
turn, become the standard evaluation of such sys-
tems. The advancements in multi-modal repre-
sentation alignment have also facilitated multi-
modal retrieval-augmented generation (Chen et al.,
2022; Yasunaga et al., 2022; Hu et al., 2023; Lin
et al., 2023). More recently, evaluating unified
cross-modal representation across diverse tasks has
emerged as a prevalent trend (Wei et al., 2023).

Scientific Document Learning Scientific infor-
mation retrieval has been moderately evaluated in
NLP, with SciFact (Wadden et al., 2020) and SCI-
DOCS (Cohan et al., 2020) commonly incorporated
in popular zero-shot information retrieval bench-
marks (Thakur et al., 2021). More complex tasks
are proposed in this area, such as DORIS-MAE,
a task to retrieve documents in response to com-
plex, multifaceted scientific queries (Wang et al.,
2023). In the multi-modal area, VQA (Antol et al.,
2015) has been another major approach to evaluat-
ing vision-language systems, concerning in-depth
visual grounding, instead of distributional priors
(Agrawal et al., 2018). This is where work with a
similar scope to ours in the scientific domain such
as PlotQA and ChartQA is seen (Methani et al.,
2020; Masry et al., 2022). SciMMIR distinguishes
by offering extensive coverage across diverse figure

Subset Subcategory Number

Train Valid Test

Figure
Result 296,191 9,676 9,488
Illustration 46,098 1,504 1,536
Architecture 13,135 447 467

Table Result 126,999 4,254 4,229
Parameter 15,856 552 543

Total 498,279 16,433 16,263

Table 1: Statistics of the SciMMIR dataset.

and table subcategories, a larger dataset size, and
the utilisation of real-world data that is naturally
paired and not reliant on human annotation.

3 Dataset Collection

Dataset Overview As shown in Table 1, the
SciMMIR dataset comprises 530K samples, and
the average length of captions in the dataset is
43.22 words. The dataset is split as train, valid,
and test sets with 498, 279, 16, 433, and 16, 263
samples, respectively.

Data Annotation After in-depth observation and
statistics of Figure and Table data presented in var-
ious scientific papers, we define a data hierarchical
architecture of "Two subsets, Five subcategories"
in the SciMMIR benchmark. Based on the Fig-
ure and Table subsets, a finer-grained division is
carried out, as shown in Table 2. We use a set of
specific extracted keywords to classify the dataset
using the title and caption of each sample. The sub-
set and subcategory classification results are shown
in Table 1, providing a structured and standardised
basis for subsequent experiments.

Subset Subcategory Description

Figure

Architecture
Depicts scientific study
frameworks and concep-
tual designs.

Illustration
Illustrates complex scien-
tific concepts or data rela-
tionships.

Result
Visually presents scien-
tific research outcomes.

Table

Parameter
Details of key parameters
and variables in studies.

Result
Summarises and displays
experiment/study results.

Table 2: The hierarchical architecture for SciMMIR.



4 Experiment

4.1 Retrieval Baseline

We evaluate a wide range of baseline models.
Drawing on the distributional gap between the sci-
entific and general domains highlighted previously,
we further illustrate the relationship between multi-
modal information retrieval performance and the
distributions already learned by the models. To this
end, we collect the information of the pre-training
phase for the baseline models in Table 3 and refer-
ences in Appendix A.

Image Captioning Models We utilise image
captioning models as a set of baselines, includ-
ing CLIP-base (Radford et al., 2021) and BLIP-
base (Li et al., 2022), that have particularly learned
the pairing relationship between corresponding im-
age and text with strong supervision signal. We
evaluate these image captioning models trained
with general domain datasets in both zero-shot
and fine-tuning settings to investigate the need
for scientific domain adaption. We also intro-
duce BERT (Devlin et al., 2018) as an alternative
text encoder for the captioning models (denoted
as "+BERT" in the tables), where such ensemble
baselines might reveal the influence of the text en-
coders.

Visual Language Models Additionally, we se-
lect large visual language models (VLMs) trained
for multi-modal tasks like visual question an-
swering to examine their zero-shot MMIR perfor-
mances.

• BLIP2 (Li et al., 2023) series model uses a
querying transformer module to address the
modality gap. We chose the models grounded
in large language models (LLMs), BLIP2-
OPT-2.7B, BLIP2-OPT-6.7B, BLIP2-FLAN-
T5-XL and BLIP2-FLAN-T5-XXL, as our
baselines.

• Fuyu-8B3 is a multi-modal decoder-only
transformer for both image and text modelling
that directly projects image patches into the
text embedding space.

• LLaMA-Adapter2-7B (Gao et al., 2023) effi-
ciently fine-tunes additional parameters based
on the LLaMA model (Touvron et al., 2023),
where the extra expert models further boost
its image understanding capability.

3https://www.adept.ai/blog/fuyu-8b

• Kosmos-2 (Peng et al., 2023) aligns percep-
tion with language and adds the ability to
recognise and understand images based on
its multi-turn dialogue and reasoning capabili-
ties. Specifically, it achieves the capability of
grounding images, allowing it to interact with
inputs at the object level.

• mPLUGw-OWL2 (Ye et al., 2023) introduces
a Modality-Adaptive Module (MAM) module
into the large language model. By adding a
small number of parameters during the atten-
tion process, it further learns a shared space
for both vision and language representations.

4.2 Evaluation Protocol

Task Definition The SciMMIR benchmark de-
signs two directions of multi-modal retrieval tasks.
To be specific, it has a forward direction retrieval
task and an inverse direction retrieval task:

• txt→img: the forward direction retrieval task,
given the text which is relevant to an image,
retrieves the image in the candidate set.

• img→txt: the inverse direction retrieval task,
given the image which is relevant to a text,
retrieves the text in the candidate set.

The relevance score in retrieval ranking is defined
as the dot product between the visual and tex-
tual representations. In addition to assessing the
model’s performance on the overall test set (de-
fined as “ALL” in tables), we evaluate the retrieval
models in different subsets and subcategories to
scrutinize their abilities. In more detail, we assess
the model’s performance on various fine-grained
subcategories of the test set, including Figure Ar-
chitecture, Figure Illustration, Figure Result, Table
Result and Table Parameter, as well as the perfor-
mance on the Figure and Table subset.

Metrics In this paper, we use MRR and Hits@K
metrics to assess the information retrieval models’
ability in SciMMIR benchmark.

• MRR stands for Mean Reciprocal Rank, and
it is calculated by the reciprocal of the golden
label’s ranking in candidates. A higher MRR
score indicates better performance.

• Hits@K assesses the accuracy of the retrieval
system by checking whether the golden la-
bel is present within the top-k ranked results.
Hits@10 are used in our measurement.

https://www.adept.ai/blog/fuyu-8b


Model Pre-training Data Pre-training Task Trainable & *Frozen Parameters
Domain Number Visual Textual Align

CLIP-base Internet Crawled 400M Contrastive 62M 63M /

BLIP-base
COCO, VG, CC3M,
CC12M, SBU, LAION-
400M

129M
Image-Text Contrastive,
Image-Text Matching,
Language Modeling

25.5M 108M /

BLIP2-OPT-2.7B

COCO, VG, CC3M,
CC12M, SBU,
LAION-400M

129M

Image-Text Contrastive,
Image-Text Matching,
Image-grounded Text
Generation

*1.3B

*2.7B *2.7B

BLIP2-OPT-6.7B *6.7B *6.7B

BLIP2-FLAN-T5-XL *2.85B *2.85B

BLIP2-FLAN-T5-XXL *11.3B *11.3B

LLaMA-Adapter2-7B
LAION-400M, COYO,
MMC4, SBU, CC3M,
COCO

56.7M Fine-Tuning only *62M *7B 14M

Kosmos-2 GRIT 90M Language Modeling 0.3B 1.3B 19M

mPLUGw-OWL2
COCO, CC3M,
CC12M, LAION-5B,
COYO, DataComp

400M Language Modeling 0.3B 7B 0.9B

Fuyu-8B / / language modelling 8.3B /

Table 3: The pre-training information of the baselines. "_" refers to non-public or not fully public data.

ALL Figure* Table*
txt→img img→txt txt→img img→txt txt→img img→txtModel

MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10

CLIP-base 23.77 38.76 23.76 38.63 26.54 42.80 26.56 42.96 17.11 29.05 17.02 28.19
CLIP-base+BERT 14.86 28.38 16.02 30.20 16.91 31.81 18.58 34.26 9.94 20.17 9.86 20.45
BLIP-base 24.22 42.14 24.26 41.82 26.35 45.08 26.33 44.64 19.18 35.20 19.34 35.17FT

BLIP-base+BERT 34.53 55.41 35.43 55.78 37.48 59.07 38.26 59.35 27.55 46.80 28.77 47.37

CLIP-base 2.30 3.79 1.85 3.40 2.54 4.25 2.03 3.67 1.68 2.64 1.37 2.70
BLIP-base 0.07 0.09 0.08 0.07 0.09 0.12 0.06 0.04 0.02 0.02 0.15 0.12
BLIP2-FLAN-T5-XL 0.46 0.82 0.16 0.21 0.55 1.02 0.14 0.18 0.22 0.29 0.21 0.27
BLIP2-FLAN-T5-XXL 0.68 1.29 0.11 0.13 0.89 1.71 0.13 0.15 0.17 0.23 0.09 0.09
BLIP2-OPT-2.7B 0.61 1.02 0.25 0.40 0.60 0.97 0.31 0.48 0.61 1.16 0.12 0.21
BLIP2-OPT-6.7B 0.05 0.06 0.06 0.05 0.06 0.06 0.02 0.00 0.05 0.06 0.14 0.17
Fuyu-8B 0.06 0.03 0.07 0.06 0.05 0.02 0.03 0.02 0.07 0.06 0.15 0.15
mPLUG-Owl2-LLaMA2-7B 0.26 0.42 0.09 0.07 0.34 0.56 0.06 0.03 0.05 0.06 0.15 0.17
Kosmos-2 0.11 0.15 0.09 0.14 0.15 0.22 0.10 0.17 0.01 0.00 0.06 0.06

ZS

LLaMA-Adapter2-7B 0.06 0.06 0.05 0.07 0.06 0.08 0.06 0.10 0.04 0.02 0.03 0.00

Table 4: The main results of SciMMIR benchmark. * refers to average metrics grouped by the subcategories in the
Figure and Table subsets.

Zero-shot We provide a zero-shot (ZS) setting
in the evaluation for all baselines. For the image-
captioning models, the learned features extracted
by the visual encoder and textual encoder are di-
rectly used, since they have been aligned to the
same representation space. For the visual language
models, the visual representation remains the same
but the representations from the textual module are
used depending on their architectures. For encoder-
decoder textual models such as BLIP2-FLAN-T5s,
we use the output features from the encoder as the
text features. For decoder-only textual models like
BLIP2-OPTs, we take mean pooling of outputs
from the last decoder layer.

Fine-tuning Other than that, we provide fine-
tuning (FT) evaluation for the relatively smaller
CLIP-base and BLIP-base models trained with our
data. During the fine-tuning, we employ the stan-
dard contrastive learning approach (Chen et al.,

2020a) to minimise the distance between positive
text-image pairs and decrease the scores between
negative text-image pairs within a batch of samples.
In addition to training the models on the entire train-
ing set, we also train them on different subsets of
the training data to investigate the modelling abil-
ities in a fine-grained manner. In all experiments,
we fine-tune the models for 5 epochs on an A100
GPU, with a learning rate of 2e-5.

5 Result Analysis

5.1 Overall Evaluation
Following the designed evaluation protocol, we
show the baseline performances in the universal set
(ALL), and averagely group the subcategory met-
rics in Figure and Table subset in Table 4. In this
subsection, we mainly discuss the results regard-
ing the two-direction retrieval tasks and the subset
performance.



Model
Fig Architecture Fig Illustration Fig Result

txt→img img→txt txt→img img→txt txt→img img→txt
MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10

CLIP-base 4.31 6.85 4.19 7.07 4.23 7.16 2.66 4.62 2.20 3.68 1.84 3.37
BLIP-base 0.08 0.21 0.04 0.00 0.08 0.13 0.05 0.07 0.09 0.11 0.06 0.04
BLIP2-FLAN-T5-XL 0.64 2.36 0.20 0.00 1.16 1.76 0.16 0.20 0.45 0.85 0.13 0.19
BLIP2-FLAN-T5-XLL 1.72 3.21 0.24 0.21 1.39 2.67 0.20 0.39 0.77 1.50 0.11 0.11
BLIP2-OPT-2.7B 0.43 0.64 0.08 0.21 0.87 1.37 0.22 0.26 0.57 0.92 0.33 0.53
BLIP2-OPT-6.7B 0.06 0.00 0.04 0.00 0.09 0.13 0.02 0.00 0.05 0.05 0.02 0.00
Fuyu-8B 0.03 0.00 0.02 0.00 0.08 0.07 0.04 0.07 0.05 0.01 0.03 0.01
Kosmos-2 0.69 0.64 0.43 0.64 0.20 0.59 0.21 0.39 0.12 0.12 0.14 0.07
mPLUG-Owl2-LLaMA2-7B 0.36 0.64 0.11 0.00 0.93 1.37 0.09 0.07 0.25 0.43 0.05 0.03
LLaMA-Adapter2-7B 0.05 0.00 0.04 0.00 0.14 0.13 0.06 0.07 0.05 0.07 0.06 0.11

Table 5: The zero-shot results of multimodal models on Figure subsets of our SciMMIR benchmark.

Model
Table Result Table Parameter

txt→img img→txt txt→img img→txt
MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10

CLIP-base 1.60 2.53 1.25 2.48 2.35 3.50 2.29 4.42
BLIP-base 0.02 0.02 0.16 0.14 0.01 0.00 0.07 0.00
BLIP2-FLAN-T5-XL 0.21 0.28 0.17 0.24 0.28 0.37 0.57 0.55
BLIP2-FLAN-T5-XLL 0.16 0.21 0.07 0.05 0.25 0.37 0.29 0.37
BLIP2-OPT-2.7B 0.60 1.21 0.12 0.19 0.67 0.74 0.16 0.37
BLIP2-OPT-6.7B 0.05 0.07 0.13 0.17 0.07 0.00 0.22 0.18
Fuyu-8B 0.07 0.07 0.11 0.12 0.07 0.00 0.48 0.37
Kosmos-2 0.01 0.00 0.05 0.05 0.01 0.00 0.13 0.18
mPLUG-Owl2-LLaMA2-7B 0.05 0.07 0.15 0.17 0.06 0.00 0.16 0.18
LLaMA-Adapter2-7B 0.04 0.02 0.03 0.00 0.02 0.00 0.04 0.00

Table 6: The zero-shot results of multi-modal models on Table subsets of our SciMMIR benchmark datasets.

For both the forward (txt→img) and inverse
(img→txt) tasks, we find that small models fine-
tuned with our in-domain scientific image-text data
generally have superior performances in all settings
of SciMMIR benchmark. As this shows the ne-
cessity of domain adaption for improvement in the
SciMMIR task, our designed tasks remain challeng-
ing for most of the models. In the forward retrieval
task, many of the zero-shot large VLMs demon-
strate insufficient performance, with the MRR and
Hits@10 metrics not surpassing 0.5% in the ALL
setting. It is worth mentioning that the CLIP-base
model is well-trained since its zero-shot txt→img
performance is better than all other VLMs of domi-
nant parameter sizes.

The performance of the fine-tuned multi-modal
models in information retrieval involving both fig-
ures and tables is notably promising. However, the
results indicate a significantly higher performance
solely on the Figure subset compared to the Ta-
ble subset, suggesting the unexplored challenges
of multi-modal information retrieval for table im-
ages. The lower scores on Table subset could be
due to the scarcity of table-style images in the pre-
training dataset and the lack of textual information
perception ability of the visual encoders.

5.2 Analysis on Zero-shot Setting

To provide a more thorough analysis, we show the
zero-shot performances of the baselines across dif-
ferent subcategories in Table 5 and Table 6, where
only the images or texts from the same subcategory
would be considered as retrieval candidates.

CLIP-base and BLIP-base The CLIP-base cap-
tioning baseline, which is specifically designed for
image-text matching, shows certain generalisabil-
ity in both forward and inverse retrieval across all
subcategories within the Figure and Table subsets.
In contrast, the BLIP-base model shows nearly no
signs of training on the scientific domain multi-
modal data.

Zero-shot txt→img The selected large pre-
trained VLMs do not perform well on various sub-
categories in both the Figure and Table subsets.

In the Table subset, all models except CLIP-base
have relatively lower performance. In the Figure
subset, the BLIP2-FLAN-T5 series models show
slightly better performance in Fig Subset. This
could be attributed to the fact that the encoder in
text encoder-decoder architecture can capture better
textual features.

Zero-shot img→txt For the Figure subset, the
performance of all VLMs in the reverse direction



is slightly worse than that in the forward direc-
tion. This indicates that VLMs’ image-grounded
text generation task can enhance the model’s per-
formance in multimodal retrieval for the forward
direction, while the performance in the reverse di-
rection is comparatively poorer. For the Table sub-
set, the performance of all models is similarly poor
in both directions, indicating that most models do
not consider Table-style data too much during the
pre-training process.

The effect of text-image matching task As
shown in the 5 and 6, the BLIP2-series models
outperform other large VLMs in both Figure’s and
Table’s subcategories, specially for forward direc-
tion task. We believe that this is because BLIP2
takes into account the text-image matching task dur-
ing the pre-training process. Most VLMs primarily
focus on the image-grounded text generation task.
However, the BLIP2 model addresses this limita-
tion by incorporating a text-matching task and an
image-grounded text generation task during its pre-
training process to better align textual and visual
information. Specifically, BLIP2 includes a special-
ized alignment module q-former as an information
bottleneck for text-image alignment, eliminating
the need for additional textual input to align im-
age representations. This allows BLIP2 to acquire
specific textual and visual representations for car-
rying out text-image matching. The experimental
results demonstrate that other models solely rely-
ing on image-grounded text generation tasks may
not yield effective representations for multi-modal
retrieval. Therefore, dedicated pre-training mod-
els for multi-modal retrieval still require a primary
focus on the text-image matching task.

5.3 Analysis on Fine-tuning Setting

Overall Analysis As shown in the Table 7, we
fine-tune the models using data of different cate-
gories and evaluate the performance regarding all
testing samples as candidates. The results indi-
cate that training the model only with data from a
specific subcategory leads to a significant perfor-
mance gap compared to the model fine-tuned with
all the data. There are two main factors contribut-
ing to this. Firstly, the dataset size of a specific
subcategory is relatively small. Secondly, there are
significant differences in data distribution among
different subcategories. When training the model
using only data from a particular subcategory, the
model might become sensitive to that specific sub-

category’s data, but its overall performance on the
samples from other subcategories will be poorer.

Besides, the BLIP-base+BERT model performs
the best among all fine-tuning settings, while the
performance of the CLIP model decreases when
its text encoder is replaced. The vanilla BLIP-base
model performs slightly better than CLIP-base and
BLIP-base model almost has no performance on
the zero-shot setting, which shows that the BLIP
model has excellent domain knowledge learning
capabilities.

The Impact of Subcategory Training Data As
shown in Table 8 and Table 9, we report the result
only regarding the specific subcategory testing sam-
ple for the sake of comprehensively investigating
the impact of different subcategory training data.

For the BLIP model, the model’s improvement
on specific test subcategories generally aligns with
the subcategories used for training. Besides, the
model trained using a specific subcategory under
a specific subset as training data can bring perfor-
mance improvements to other subcategories of the
corresponding subset in the test. This demonstrates
the effectiveness of our annotation classification
strategy in accurately clustering data points. On
the other hand, it indicates the domain gaps among
different subcategories and the correlation between
different subcategories.

As for CLIP, the models trained on different sub-
categories consistently performing best in the Fig
Architecture subcategory. We believe this is be-
cause the CLIP model has demonstrated a certain
level of performance on the SciMMIR dataset and
possesses a certain understanding of the data distri-
bution within it.

The model trained on Fig Result data demon-
strates good performance across the entire Figure
subset. One reason could be that the Fig Result
subset has the largest training proportion (54.02%)
and text documents with relatively longer average
length (52.93 words for Fig Result’s average text
length compared to the dataset’s overall average
text length of 43.23 words) in the training dataset.
This has highlighted the impact of training dataset
size and its length coverage of text (Xiao et al.,
2023a), on the performance and generalisability of
retrieval models.

5.4 Text Encoder Generalisability

To investigate the impact of text encoders on multi-
modal retrieval tasks, we experimented by substi-



Model Training Dataset txt→img img→txt
MRR Hits@10 MRR Hits@10

CLIP-base

ALL 23.77 38.76 23.76 38.63
Fig Architecture 7.59 12.81 8.11 13.62
Fig Illustration 13.28 21.83 14.02 23.00
Fig Result 20.24 32.44 20.26 32.78
Table Parameter 6.07 9.96 6.19 10.24
Table Result 10.68 17.78 7.10 12.65

CLIP-base+BERT ALL 14.86 28.38 16.02 30.20

BLIP-base

ALL 24.22 42.14 24.26 41.82
Fig Architecture 0.43 0.73 0.45 0.70
Fig Illustration 1.01 1.79 1.08 2.04
Fig Result 15.72 28.42 16.09 28.89
Table Parameter 0.16 0.26 0.21 0.32
Table Result 2.73 5.39 2.51 5.02

BLIP-base+BERT ALL 34.53 55.41 35.43 55.78

Table 7: The results of fine-tuning models which are trained on different subsets of training data and all training
data. We report the averaged results of them on All testing subsets of our SciMMIR benchmark.

Model Training Data
Fig Architecture Fig Illustration Fig Result

txt→img img→txt txt→img img→txt txt→img img→txt
MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10

CLIP-base

All 28.02 41.97 27.18 43.47 26.28 42.77 26.67 43.75 26.51 42.84 26.51 42.81
Fig Architecture 13.95 22.48 14.26 22.27 9.50 16.08 10.37 16.99 8.34 14.07 8.73 14.66
Fig Illustration 21.07 32.12 20.66 31.05 18.09 29.30 19.08 30.27 15.81 25.93 16.25 26.64
Fig Result 26.54 38.97 27.01 41.54 25.21 39.65 24.90 39.52 24.68 39.57 24.62 39.83
Table Parameter 9.19 14.99 8.88 15.42 6.82 10.68 8.13 13.02 6.11 9.95 6.04 10.20
Table Result 12.47 20.77 10.41 16.92 10.29 17.45 9.07 15.43 9.15 15.46 6.13 11.00

CLIP-base+BERT All 15.24 28.27 17.29 30.62 17.08 31.64 18.45 34.11 16.96 31.99 18.66 34.44

BLIP-base

All 20.22 34.26 21.51 34.90 24.46 42.64 23.23 41.60 26.91 45.94 27.03 45.54
Fig Architecture 1.03 2.36 1.46 3.00 0.58 0.98 0.52 0.78 0.50 0.85 0.48 0.78
Fig Illustration 1.26 3.21 1.77 4.50 2.21 4.10 2.82 5.27 1.24 2.21 1.18 2.18
Fig Result 16.69 27.19 16.23 28.05 18.20 34.77 18.57 34.51 20.94 37.43 21.30 37.88
Table Parameter 0.04 0.00 0.04 0.00 0.10 0.13 0.10 0.13 0.11 0.18 0.15 0.16
Table Result 0.53 0.86 0.26 0.21 0.44 0.78 0.76 1.30 0.75 1.38 0.83 1.56

BLIP-base+BERT All 31.46 47.54 30.75 48.61 34.03 54.43 34.26 54.56 38.28 60.3 39.21 60.57

Table 8: The results of Fine-tuning models on Figure subsets of our SciMMIR benchmark.

Model Training Data
Table Result Table Parameter

txt→img img→txt txt→img img→txt
MRR Hits@10 MRR Hits@10 MRR Hits@10 MRR Hits@10

CLIP-base

All 17.25 29.18 17.12 28.38 16.01 27.99 16.23 26.70
Fig Architecture 4.84 8.35 5.40 9.29 4.90 8.10 6.78 12.15
Fig Illustration 5.88 10.24 7.14 12.44 6.31 10.50 8.67 14.18
Fig Result 9.26 15.39 9.50 15.84 8.67 14.73 8.98 14.92
Table Parameter 5.39 9.22 5.49 8.87 5.84 9.39 6.47 9.21
Table Result 13.69 22.42 8.14 14.80 13.39 20.63 7.42 13.26

CLIP-base+BERT All 9.65 19.63 9.64 20.31 12.22 24.49 11.64 21.55

BLIP-base

All 19.23 35.16 19.43 35.21 18.75 35.54 18.66 34.81
Fig Architecture 0.20 0.24 0.21 0.24 0.17 0.18 0.58 0.74
Fig Illustration 0.11 0.02 0.24 0.38 0.25 0.37 0.45 1.1
Fig Result 4.45 8.58 4.92 9.1 4.58 8.66 4.91 10.87
Table Parameter 0.23 0.28 0.26 0.43 0.64 2.03 1.43 3.13
Table Result 7.69 15.37 6.76 13.74 7.09 14.55 5.69 12.34

BLIP-base+BERT All 27.52 46.89 29.22 47.77 27.82 46.04 25.18 44.20

Table 9: The results of Fine-tuning models on Table subsets of our SciMMIR benchmark.

tuting the text encoders in both BLIP-base and
CLIP-base models with BERT-base. As shown in
Table 7, replacing the text encoder of BLIP with
BERT results in a significant improvement, while
replacing the text encoder of CLIP led to a decline
in performance. In the ALL setting, the MRR and
Hits@10 metrics of CLIP-base decrease by 8.91%
and 10.38% respectively in the txt→img task, and

those metrics also decreased by 7.74% and 8.43%
in img→txt. Conversely, combining BLIP-base
with BERT resulted in a significant performance
improvement. In the ALL setting, the MRR and
Hits@10 metrics of the txt→img increased by
10.31% and 13.27% respectively, while the num-
bers of improvement are of 11.17% and 13.96% for
the img→txt task.



Img Dim Model Training Dataset txt→img img→txt
MRR Hits@10 MRR Hits@10

224 BLIP-base

ALL 12.78 25.49 13.13 25.39
Fig Architecture 0.24 0.31 0.26 0.38
Fig Illustration 1.19 2.32 1.13 2.35
Fig Result 9.03 17.48 9.30 17.87
Table Result 1.79 3.55 1.58 3.18
Table Parameter 0.17 0.33 0.22 0.35

224 BLIP-base+BERT ALL 18.96 35.45 19.72 35.85

384 BLIP-base

ALL 24.22 42.14 24.26 41.82
Fig Architecture 0.43 0.73 0.45 0.70
Fig Illustration 1.01 1.79 1.08 2.04
Fig Result 15.72 28.42 16.09 28.89
Table Result 2.73 5.39 2.51 5.02
Table Parameter 0.16 0.26 0.21 0.30

384 BLIP-base+BERT ALL 34.53 55.41 35.43 55.78

Table 10: The averaged results of fine-tuning BLIP with different preprocessing image dimensions on ALL testing
candidates of our SciMMIR benchmark.

The reasons for the performance changes being
opposite after replacing the text encoder with BERT
in both CLIP and BLIP could be as follows:

The CLIP Case CLIP itself exhibits strong per-
formance. The images in the training data of
CLIP are obtained through keyword searches in
Wikipedia, which contains a significant amount of
popular science text. In the zero-shot setting, the
performance of the CLIP model is far better than
that of the BLIP model on our SciMMIR bench-
mark. This has highlighted the nature of CLIP as a
representation model. With the uniformity promise
of contrastive learning (Wang and Isola, 2020), we
conjecture that due to the textual and visual em-
beddings are well-aligned in an isotropic space in
the pre-training phase of CLIP, replacing the text
encoder with a highly anisotropic vanilla text en-
coder BERT hinders the stable alignment with the
already learned vision encoder (Xiao et al., 2023b).
We hypothesise that freezing the vision encoder in
early fine-tuning might help guiding the replaced
language model.

The BLIP Case On the one hand, in comparison
to CLIP, BLIP utilizes BERT as its text encoder
during the pre-training phase. Therefore, when
fine-tuning BLIP to adapt to our SciMMIR bench-
mark data distribution, replacing BLIP’s text en-
coder with BERT in terms of model structure is
consistent. This can also minimize the impact on
the model’s performance. On the other hand, the
zero-shot results indicate that the BERT in BLIP
may not have adapted well to the domain of scien-
tific research papers. Additionally, after experienc-
ing the pre-training phase of BLIP, the fine-tuned

BERT may not be able to effectively be adapted to
new domain. By fine-tuning BLIP with the vanilla
BERT, it can better establish the connection be-
tween images and text in the domian of scientific
research papers.

5.5 Effects of Visual Encoder Resolution
In Table 4 for overall results, we compare the fine-
tuned BLIP with default image preprocess dimen-
sion 384 and the fine-tuned CLIP with the default
image preprocess dimension 224, where the results
are relatively close. To make a fairer comparison,
we decrease the image process dimension of BLIP-
base model from 384 to 224, same as CLIP-base
to conduct SciMMIR evaluation, as described in
Table 10.

It can be seen that the granularity of image pro-
cessing has a significant impact on model perfor-
mance. When using a lower preprocessing dimen-
sion, the performance of BLIP is significantly de-
creased in both txt→img and img→txt tasks, us-
ing all training data settings. The performance of
the CLIP model, which uses the same image pro-
cessing dimension, is almost double that of BLIP.

Furthermore, although replacing the text encoder
of BLIP with BERT during training on lower-
dimensional (224) image preprocessed data im-
proved the performance of the model, there was
still a significant gap compared to CLIP. However,
when the text encoder of BLIP was replaced with
BERT during training on higher-dimensional image
preprocessed data, the performance of the model
was far superior to both CLIP and CLIP+BERT.
This suggests that certain image-text shared inter-
active information is stored in the visual representa-
tions, and higher image quality can help the models



Model Testing Data Fig Architecture Fig Illustration Fig Results Table Results Table Parameters
txt→img img→txt txt→img img→txt txt→img img→txt txt→img img→txt txt→img img→txt

FT-CLIP-base

Fig Architecture 15.91 17.56 15.82 15.40 66.57 65.42 1.24 1.26 0.45 0.36
Fig Illustration 4.47 4.83 24.15 24.33 70.04 69.82 1.06 0.87 0.28 0.15
Fig Results 3.28 3.47 11.38 11.35 83.28 83.33 1.73 1.57 0.34 0.28
Table Results 0.12 0.15 0.22 0.44 3.33 3.77 87.77 86.9 8.56 8.74
Table Parameters 0.39 0.53 0.41 0.88 4.53 5.91 67.64 65.86 27.03 26.81
All 2.84 3.04 9.45 9.51 58.13 58.27 26.23 25.83 3.36 3.35

ZS-CLIP-base

Fig Architecture 5.85 5.89 31.61 13.96 56.53 72.53 4.95 5.30 1.07 0.66
Fig Illustration 2.02 2.35 32.43 14.88 61.56 76.89 3.49 5.25 0.49 0.63
Fig Results 1.73 1.55 26.38 10.19 63.10 79.85 7.54 7.87 1.25 0.55
Table Results 0.13 0.39 1.22 5.74 13.95 34.90 68.87 51.53 15.83 7.44
Table Parameters 0.24 0.61 2.21 8.62 17.22 38.64 59.96 42.01 20.37 10.13
All 1.41 1.41 19.75 9.53 48.45 66.29 24.78 20.09 5.60 2.67

Table 11: The error analysis of CLIP model on our SciMMIR benchmark. The FT- stands for fine-tuned model and
ZS- stands for zero shot.

better establish the connection between image and
text representations.

5.6 Error Analysis

For better analysis of the performances, we cal-
culate the ratio of samples that are retrieved from
wrong subcategories in the top 10 answers pre-
dicted by the fine-tuned CLIP and vanilla CLIP.

As shown in Table 11, due to the larger volume
of data in the categories labeled as Fig Results and
Table Results (58.00% and 26.16%), the model
tends to predict samples from these categories as
answers. From the comparison between zero-shot
and fine-tuning, it can be observed that fine-tuned
model leads to a decrease in the proportion of in-
correct predictions across almost all categories.

Under All setting, the fine-tuned model’s predic-
tions on different subcategories in the entire test set
are consistent with the proportions of each subcate-
gory in the training data (where the proportions of
various subcategories in the training data are: Fig
Architecture: 2.64%, Fig Illustration: 9.25%, Fig
Results: 59.44%, Tab Results: 25.48%, Tab Param-
eter: 3.18%). This indicates that the proportions of
various subcategories in the training set affect the
model’s final predictions. The higher the propor-
tion of a subcategory in the training set, the higher
the proportion of predictions for that subcategory
during the testing phase.

Compared with zero-shot results, the fine-tuned
model shows the largest improvement in prediction
accuracy on the Fig Architecture and Fig Results
testing data. However, the increase in prediction
accuracy on the Table subset after fine-tuning is
not obvious, indicating that retrieving information
from Tables still poses significant challenges.

6 Conclusion

In summary, we introduce a novel benchmark and
a corresponding dataset designed to address the
gap in evaluating multi-modal information retrieval
(MMIR) models in the scientific domain. Addi-
tionally, we have annotated the images into fine-
grained subcategories based on characteristics of
the figures and tables to facilitate a more compre-
hensive evaluation and analysis. Our zero-shot
and fine-tuning evaluations, conducted on extensive
baselines within various subsets and subcategories,
offer valuable insights for future research.
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A The Baseline Pre-training Datasets

We provide a reference list for the pre-
training image-text dataset mentioned in Table 3.
COCO (Lin et al., 2014), consists of over 200,000
images across various categories including peo-
ple, animals, everyday objects, and indoor scenes.
VG (Krishna et al., 2017) dataset consists of over
100,000 images and covers a diverse range of vi-
sual concepts, including objects, scenes, relation-
ships between objects, and other contextual infor-
mation within images. CC3M (Sharma et al., 2018)
contains over 3.3 million of images paired with
descriptive captions, covering a wide range of top-
ics and scenes, and providing a mix of everyday
scenes, objects, and activities. CC12M (Chang-
pinyo et al., 2021) contains 12.4 million image-text
pairs, which is 3 times larger in scale compared
to CC3M with a higher diversity degree contain-
ing more instances of out-of-domain (OOD) visual
concepts. SBU (Ordonez et al., 2011) contains
over 1 million images with visually relevant cap-
tions. The dataset is designed to be large enough
for reasonable image-based matches to a query and
the captions are filtered to ensure they are visu-
ally descriptive and likely to refer to visual con-
tent. LAION-400M (Schuhmann et al., 2021) is
an open dataset that consists of 400 million image-
text pairs, their CLIP embeddings, and KNN in-
dices for efficient similarity search. It includes
image URLs, corresponding metadata, CLIP image
embeddings, and various KNN indices for quick
search. LAION-5B (Schuhmann et al., 2022) is
an open, large-scale dataset that consists of 5.85
billion image-text pairs, with 2.32 billion pairs in
English. COYO (Byeon et al., 2022) is a large-
scale dataset containing 747M image-text pairs as
well as many other meta-attributes to increase the
usability to train various models. MMC4 (Zhu
et al., 2023) consists of 101.2 million documents
with 571 million images interleaved in 43 billion
English tokens. It covers a wide range of every-
day topics such as cooking, travel, technology, and
more. GRIT (Peng et al., 2023) is a large-scale
dataset of Grounded Image-Text pairs that consists
of approximately 91 million images, 115 million
text spans, and 137 million associated bounding
boxes. DataCamp (Gadre et al., 2023) is a partici-
patory benchmark that focuses on dataset curation
for large image-text datasets. It provides a new can-
didate pool of 12.8 billion image-text pairs. The
dataset size in DataComp is a design choice and

not predetermined.
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