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COMPACTIFICATIONS OF IWAHORI-LEVEL HILBERT
MODULAR VARIETIES

FRED DIAMOND

ABSTRACT. We study minimal and toroidal compactifications of p-integral
models of Hilbert modular varieties. We review the theory in the setting of
Iwahori level at primes over p, and extend it to certain finer level structures.
We also prove extensions to compactifications of recent results on Iwahori-level
Kodaira—Spencer isomorphisms and cohomological vanishing for degeneracy
maps. Finally we apply the theory to study g-expansions of Hilbert modular
forms, especially the effect of Hecke operators at primes over p over general
base rings.

1. INTRODUCTION

In this paper we study compactifications of Hilbert modular varieties, augment-
ing and extending the existing theory in several ways we expect to be useful.

We start by recalling, in §§2}[3] some of the main results on toroidal and minimal
compactifications of integral (at p) models of Hilbert modular varieties with (at
most) Iwahori level structure at primes p over p. The models are defined using
moduli problems introduced in [I8] and [I7], and the results on compactifications
can be obtained by adapting the methods of Rapoport ([19]; see also [II [10} [6]) or
by specializing much more general results of Lan (especially [16]).

The new results are presented in § Firstly in §4| we consider level U (p)-
structure, using models based on the moduli problem in [I8]. These are finite and
flat over those with Iwahori (i.e., Uy(p)) level structure, and we construct and study
compactifications which preserve this property. These were already introduced in
[9) under the assumption that p is unramified in the totally real field F', where
they are used in establishing existence and properties of Galois representations
associated to mod p Hilbert modular eigenforms. The results here will similarly be
used in the sequel [8], where the assumption on ramification is removed.

In §5| we extend the main results of [5] to toroidal compactifications. Recall
that in [5] we construct a Kodaira—Spencer isomorphism describing the dualizing
sheaf of the integral Iwahori-level model, and prove relative cohomological vanishing
results for degeneracy maps, the latter generalizing results in 7], where p is assumed
unramified in F. Our main motivation for this is to extend the “saving trace” to
compactifications. Recall that the saving trace is introduced in [5] in order to
conceptualize and generalize the construction of Hecke operators at primes over p.
Its extension here to toroidal compactifications is used in §6]to prove the operators
T}, have the desired effect on g-expansions. (See [11}, 3, 9] for similar formulas, based
on different, less general, constructions of T},.) This also implies the commutativity
of the operators T}, (for varying p over p), tying up a loose end from [5].

Finally in §7| we take the opportunity to list a few minor corrections to [6].
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2 FRED DIAMOND

Notation. We adopt much of the set-up and notation from [6] and [5]. In partic-
ular, we fix a prime p and a totally real field F' # Q. We let Op denote the ring of
integers of ' and 0 = 0p/q the different. We write O, (,,) for the localization of F'
at the prime p of Z, and Op,, for the p-adic completion of Or. We let ¥, denote
the set of prime ideals of O over p, so that Op, () is also the localization of Op
at the complement of Upezp p and O, = peS, Op,p. For each p € ¥, we let
|Or/p| = p/* and e, = vy(p), so [Fy : Qp] = ey fp.

We also fix a finite extension K of Q,, and let O denote its ring of integers and &
its residue field. We assume that K is sufficiently large to contain the image of all
embeddings of F' in the algebraic closure of K, and we let © denote the set of such
embeddings. For each p € ¥, we let ©, denote the set of embeddings F}, — K, and
we identify © with Hpezp ©, via the canonical bijection. Similarly for each p € 3,
we may write ©, = [[_©,, where 7 runs over the set of f, embeddings Op/p — F,
and for each such 7, we arbitrarily choose an ordering of ©, = {71,...,7, } of the
e, elements of O, restricting to 7: W(Op/p) — O.

For i € Z°, let x5 : F* — K> denote the corresponding character (defined
by x7i(@) = [Iyee 0()™), and for any O-algebra R, we let xz g : (9;7(1,) — R*
denote the character obtained from y by composition.

We let Aps = @F ® Q denote the finite adeles of F', and Ag)f = (5;?) ® Q the

prime-to-p finite adeles of F' (where ) denotes prime-to-p completion). We let U

be a sufficiently smalﬂ open compact subgroup of GLa (A g ¢) containing GLa(OF ),
so that U = UP GLy(Op,,) for a (sufficiently small) open compact subgroup U? of

GL, (Agl”}f).

2. LEVEL PRIME TO p

In this section, we recall the construction and properties of toroidal and minimal
compactifications of p-integral models of Hilbert modular varieties of level prime
to p. Our main focus will be on the “splitting” models constructed by Pappas
and Rapoport as in [I7], but we first consider the“naive” models of Deligne and
Pappas []. Since the ordinary loci of these models coincide, we may view the
compactifications of the former as obtained from the latter.

2.1. The Deligne—Pappas model. We let Y_ denote the (infinite disjoint union
of Deligne-Pappas PEL) fine moduli scheme(s) of level U (defined as in [6l §2.1],
but without filtrations), and Y_ := (9;, ®), +\}7_ the resulting model for the Hilbert
modular variety of level U. More precisely, for a locally Noetherian O-scheme S,

Y. (S) is identified with the set of isomorphism classes of data (A, ¢, A, n), where:

e s: A — S is an abelian scheme of relative dimension d;

e 1 : Op — End g(A) is an embedding such that (S*Qh/s)p is, locally on S,
free of rank e, over W(Op/p) ®z, Os for each p € Sy;

e )\ is an Op-linear quasi-polarization of A such that for each connected
component S; of S, A induces an isomorphism ¢,0 ®p, As, — Agi for some
fractional ideal ¢; of F' prime to p;

e 1 is a level UP structure on A,

Lin the sense of [6] §2.2]
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and the O Fop) ot -action is defined by v - (A, ¢, A\, n, F*) = (A,t, v\, n, F*). We thus
have a universal abelian scheme over 17_, and the determinant of its cotangent

bundle along the zero section defines an ample line bundle W, descending to one on
Y_ which we denote by w.

2.2. Cusps of level U. We define the set of cusps of level U as in [6], §7.1] (called
there the cusps of Yy and denoted Y3°) to be

C = Cy == B(F);\ GLa(Aps) /U = B(Op, )+ \ GLa (AL} /U,

where B C GLy is the subgroup of upper-triangular matrices, and the subscript
+ denotes those with totally positive determinant. Similarly we define the set of
polarized cusps of level U to be

C = Cu == Bi(Op,y)\ GLa(AR)) /U,

where By = BN SLy. Thus C (resp. C) is in bijection with the set of isomorphism
classes of data H = (H,I,\,[n]) (resp. H = (H,I,[)],[n])), where
e 01— H — J— 0is an exact sequence of projective Op-modules with
I and J := H/I invertible;
e ) (resp. [\]) is an (O;’(p)ﬁr-orbit of) Op,(p)-linear isomorphism(s)

(IT) ) — OF,p;

e [n] is a UP-orbit of O%-linear isomorphisms (O'P)2 =5 H®),

We write [H] = [H,1,),[n] (vesp. [H] = [H,I,[),[n]]) for the associated isomor-
phism class.

2.3. Toroidal compactification of Y_. For simplicity, we assume U = U(N) for
some integer N > 3 (prime to p) in the consideration of toroidal compactifications,
which are obtained as in [9] or [6] by applying the method of [I9, §5] (see also
[1], [10] or [14]) to the connected components of Y_. More precisely, choosing a
polyhedral cone decomposition (as in [19] §4]) of (J='I ® R)>( for each cusp in C
yields an open immersion Y. < Ytor, where Y is an infinite disjoint union of
flat projective schemesE| over O.

Let us assume furthermore that O contains the N th yroots of unity. The connected
components of the complement of Y_ in Y are then in canonical bijection with
C’ and the completion of ytor along the component corresponding to [H, I, A, [1]]
is described explicitly as the quotient by a free action of (Ox NU )2 on a certain
locally Noetherian formal scheme S , namely the completion of the complement of
Spec (O[N~'M]) in the torus embedding defined by the chosen (O NU)?-invariant
cone decomposition of Hom (M, R)>g, where M =27 1171J.

We remark that the cone decompositions can be chosen so that the action of
(9; (p),+ O Y_ extends to one on Ytor yielding a toroidal compactification Y *°* of
Y_ as the quotient. One can furthermore remove the restriction that U = U(N),
but we will make no use of this here, our ultimate focus (except in being on the
minimal compactifications for more general U.

2, priori algebraic spaces, but in fact prOJectlve schemes by (the method of) [14] §7.3], or
alternatively by the relation described in w1th the compactifications defined in [I5]
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2.4. Relation with Lan’s definition. We note that our Y_ is an infinite disjoint

union of schemes of the form nHa;V(% in the notation of [I6]. More precisely for each

€€ (Ag)f)x/(det UP)(ZP)* let Y denote the open and closed subscheme of Y_
over which the diagram

0‘1(5%’) X @g) LA%’}
(m,m)l lei
T®)(A5,) x (0 ®0, TP (As,)) A1)

(1:/\{ J/TrF/Q

T®)(A5,) x (Q@ TP (AY ) s AP (1)

commutes (in the notation of [0 §2.2], cf. [7, §2.1.2]). Letting [¢] denote the frac-
tional ideal of F’ defined by € and L = 601 @[e]do~! for any totally positive & € [¢]~*
such that O0p, = 00F,, the scheme Y€ is then isomorphic to the one defined in
[16] as M%‘;V(% using the standard alternating pairing on L (composed with the
trace and twisted by any choice of Z — Z(1)). The isomorphism (and choice of
HP) are given by modifying the level structure (resp. quasi-polarization) of [6] by
multiplication by diag(6=1,e~1) (resp. d).
By Corollary 2.4.8 of [16], we also have an isomorphism

naive

MHO = MHPO = Mir o

naive naive

(since M’“C‘“’e is flat over Z,, and normal, M;-?z]),o — M3/5"6 s surjective and MYy =
My i, where H = HPU,(£) and .2 is the set of lattices in F7? of the form a®d~'a
where a is an invertible Op ,-submodule of F,). Furthermore the condition in
Theorem 6.1(6) of [15] is satisﬁe by the connected components of Y*° yielding

morphisms to the toroidal compactificatons l\_/l)g_‘zfgyo satisfying the conclusion of

[19, Thm. 3.5], so that the identification above extends to one between Y and an

infinite disjoint union of toroidal compactifications M%_‘i‘"x o as in [15].

2.5. Minimal compactification of Y_. We continue to assume for the moment
that U is of the form U(N). The universal abelian scheme over Y_ extends to
a semi-abelian scheme over Y *°*, yielding also an extension of the line bundle @.

Moreover the line bundle Wyjtor, 7 O MH .0 (With J a singleton) is identified with

the pull-back of our @®* for some integer a > 0 by [I5, Thm. 6.1(2)]. The scheme
there denoted Mmln therefore coincides with the projective scheme associated to
the global sections of the symmetric algebra on w over the corresponding connected

components, and taking their disjoint union yields the minimal compactification
Y_ — ymin,

3To make the translation between our set-up and that of [I5] at the polarized cusp (H, I, A, [1])
of level U = U(N), take Xt =I1=1, YT =271J, and ¢t : X — Y7 to be § times the homomor-
phism induced by A, with Zé(-t and [ag_f] determined by the inclusion I C H and the isomorphism
9L/NoL -~ H/NH defined by n o diag(6—1,e~1).



COMPACTIFICATIONS OF IWAHORI-LEVEL HILBERT MODULAR VARIETIES 5

The scheme Y™ ig normal, independent of the choice of cone decompositions

in the definition of ?ﬁoﬂ and its connected components are flat and projective over
O. We thus have a commutative diagram of morphisms

i\//'tor

e
N\

?min

over O, where the diagonal morphisms are open immersions, and the vertical mor-
phism is projective. Furthermore the reduced complement of Y_ in Y™ is étale
over O with geometric connected components indexed by C , and the Koecher Prin-
ciple (in the form of [I5, Thm. 8.7]) applies to give an explicit description of the
completion along this complement, as in [0, (23)].

2.6. Minimal compactification of Y_. The action of O}, .4/ UN OX)2onY._

extends uniquely to an action on 17_““1“, and we define Y™ to be the quotient.
Furthermore for any sufficiently small level U prime to p, we may choose N > 3
(prime to p) so that U’ := U(N) C U and define Y™ to be the quotient of
Y/ min by the (unique extension of the) natural action of U, where Y/ ™" is defined
as above. The resulting scheme Y™" is then normal, flat and projective over O,
and independent of the choice of N. Furthermore the reduced complement of the
image of the open immersion Y_ < Y™ is étale over O with geometric connected
components indexed by C. We assume O is sufficiently large that the components
are defined over O, and refer to them also as cusps. The completion of Y™ at
the cusp corresponding to H is decribed by (the displayed equation preceding) [6]
Prop. 7.2.1].

2.7. The Pappas—Rapoport model. We let Yy = §7U denote the scheme de-
fined in [6] §2.1], obtained by equipping the universal object over Y_ with Pappas—
Rapoport filtrations, and let ¥ = O;’(p)’ +\17 denote the resulting smooth model
for the Hilbert modular variety. Thus if S is a locally Noetherian O-scheme, then
Y (S) is the set of isomorphism classes of data (A, ¢, A, n, {F2}), where (A, 1, \,n)
defines an element of Y_(S) and for each p € Spand 7 : Op/p — k, F? is an
increasing filtration of Orp @w (0, /p),7 Os-modules

0=FO cFH c-.cFo D cFo) = (s.0)6)7
such that for j =1,...,e,, the quotient
L. =F/FU=D

is a line bundle on S on which OF acts via 7.



6 FRED DIAMOND

2.8. Toroidal compactification of Y. Again assuming U is of the form U (N)
for some N > 3, the toroidal compactification Y < Y'or is defined similarly to
that of Y_ (see § . Thus Y is an infinite disjoint union of projective scheme
over O, and the forgetful morphism Y — Y_ extends to a projective morphism
yter — ytor  Furthermore the universal abelian scheme A over Y extends to a
semi-abelian scheme A% over Ytor,

Let Y (resp. Y °rd) denote the ordinary locus in Y (resp. Y°%), defined as
the complement of the vanishing locus of the Hasse invariant, viewed as a global
section of the pull-back of ©®(P~1) to the special fibre 17,;‘" (resp. }7_“’,2) The

existence and uniqueness of Pappas—Rapoport filtrations over ?tord implies that
the morphism Yt — Yo restricts to an isomorphism Ytord = ytord - We note
also that Y*r = Y U Ytord apd Ytor = Y. U Yterd and defining Yord = Y n y'tord
and Yord =Y. N fftord the above isomorphism restricts to yord X, yord

Our Y is now an infinite disjoint union of the schemes MHZ, o '\ [16], whose
Corollary 2.4.10 gives an isomorphism

spl N spl
M, MHP’O.

(again with H = HPU,(ZL)). Just as for Y_, it follows that the isomorphism extends
to one between Y and an infinite disjoint of the schemes Mj_‘zlztoé defined in [16],

where the universal property is now the one in [I6] Thm. 3.4.1(4)].

2.9. Minimal compactification of Y. Letting yminer denote the ordinary locus
in ?j“in, defined as in we have Y™min = V_ U ?minor, and we construct the
minimal compactification ymin by gluing Y to yminor along yord ~, yord  The
scheme Y™ is thus normal and independent of choice of cone decompositions, its
connected components are flat and projective over O, and we have a commutative
diagram of morphisms

?tor

Y
?min
over the corresponding ones for 17_; again the diagonal morphisms are open immer-
sions and the vertical morphism is projective.

We claim also that Y™ is isomorphic to an infinite disjoint of the schemes
denoted I\/Ilel M i [16]. Indeed by the Koecher Principle for the vertical morphisms
in the dlagram

Lt Y
M;IL) 20(5 — Mo
xS 1

7spl,min nun
MH o — M

4The scheme YT is even smooth over O for suitable choice of cone decompositions.
5Note that our filtrations are increasing, whereas those in [I6] are decreasing, and the condition
in [I6} Def. 2.3.3(4)] is automatic by [0, Lemma 3.1.1].
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([16, Thm. 4.4.10], [15, Thm. 8.7]), the fact that the top arrow is an isomorphism
on the ordinary locus implies that so is the bottom arrow.
For k,m € Z° and R a Noetherian O-algebra, let Aj - r be the associated

line bundle on Yz (see [6, §3.2]). The extension of the (semi-)abelian scheme A
to A'r over Y yields an extension of .Ak < g toO Y which is formally canonical
in the sense of [I5, Def. 8.5] (see [6} (20)]). Therefore the Koecher Principle ([16)
Thm. 4.4.10]) applies to show that ]*AE - p is coherent, where 7 denotes the open

immersion YR — Ym”‘, and that its completlon along the complement of YR is
described as in [6l (22)].

2.10. Minimal compactification of Y. For U = U(N), we define Y™ to be the
quotient of Y™ by the (unique extension of the) action of (9;7(p)7+/(U NnoR)%
More generally for any sufficiently small level U prime to p, we let Y™ to be
the quotient of Y™ by the (unique extension of the) action of U, where Y’ ™" is
defined using U’ = U(N) for suitable N. Just as for Y_, the resulting scheme Y ™" is
normal, flat and projective over O, and independent of the choice of N. Furthermore
the reduced complement of the image of the open immersion Y < Y™ and the
completion along it, are the same as for Y_ < Y™in,

Recall that if Xitomp = 1 oOn Oj NU, then the line bundle ,A~ 7.r OD Yg de-
scends to one on Y, which we denote AE, . . Letting i denote the open immersion

Yr — Y}g‘i“, it follows from the analogous statements over YRmm that Z*AE’% R

coherent and that its completion along the complement of the image of i is given
by [6, Prop. 7.2.1].

3. IWAHORI LEVEL AT p

We now recall how the theory reviewed in §2|applies to yield toroidal and minimal
compactifications of Hilbert modular varieties with Iwahori level at primes over p.

3.1. The Iwahori-level model. Let B be a divisor of the radical of pOp, and let

Uo(qs)—{<‘cl Z)eU

We let }70(‘13) denote the corresponding fine moduli scheme parametrizing pairs
of objects A;, Ay of }N/, equipped with a B-isogeny v : A; — As respecting the
additional structures (as defined in [3, §2.4], thus depending on a choice of wy in
the notation there). Similarly we let Y5(3) denote its quotient by the action of

(@)s ()42 5O that Y5(B) is a model for the Hilbert modular variety of level Uy(3)

(and is independent of wy;). We thus have a pair of forgetful morphisms

cp € pOp,, for all p|‘B} .

7T'1,7T2 Yo(m) — )7

inducing morphisms 71,7 : Yo() — Y which on complex points correspond to
the maps

GL2(F)4:\(9? x GLa2(Arg)/Un(P)) — GL2(F)4\(H° x GLa(Aps)/U)

defined by the natural projection and multiplication by asg := pl‘ﬁ (1) wo )
p

for any choice of uniformizers w, at p.
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3.2. Cusps of level Up(P). We define the set of cusps of level Up(*B), denoted
Co(P), exactly as we did for level U (see §2.2)), but with U now replaced by Uy ().
We thus have the natural projections

Ty Co(P) = B(F)4\ GLa(Apg)/Uo(P) = C

defined by B(F)+gUo(p) = B(F)4+gU, B(F)ygaypU. Furthermore we have a bijec-
tion between Cj(*B) and the set of isomorphism classes of triples (H,, H,, @), where
H, = (H;, I;,[\], [ni]) correspond to elements of C for ¢ = 1,2, and o : Hy — H>
is an Op-linear homomorphism such that

04(11) C Is;

Hy/a(Hy) is isomorphic to O /B;

A\] = [wp_l)\g o A2al;

2] = [@®) o 1]

Under this bijection the maps 7 correspond to the obvious forgetful maps, and
we have a pair of bijections

Co(P) — Cx{q[PCqCOFr}

defined by [H;,H,, o] — ([H;],q:) for i = 1,2, where q; = Ann e, (J2/a(J1))),
g2 = Anno, (I/a(l})) = q; "B, and we write [H,, H,,a] for the isomorphism
class of (H;, H,, ).

We also let Co(%) denote the set of isomorphism classes of triples (H,, Hy, ),
where now the H; (resp. a) are as in the description of C' (resp. Co()), with the
additional condition that As o A2 = wpA1. We then have a pair of bijections

Co(B) — Cx {q|PCqcOr}

defined in the same way as for Co(9), and we write [H,, H,, o] for the isomorphism
class of (H,, H,, ).

3.3. Toroidal compactification of Y;(8). Once again we assume that U = U(N)
for some N > 3, with the N*" roots of unity contained in O, and define the toroidal
compactification Yp(P) < Yo(P)®" as in [I9]. More precisely for each cusp in
Co(%B), we choose an admissible cone decomposition of (J; I} ®R)>( and construct
the toroidal compactification using the morphism of semi-abelian schemes defined
by

(3.1) O 'L ©G)/P T — (0 LG,/ ",

over the resulting formal scheme. The universal isogeny ¥ : A1 — Ay over Yo (*B)
then extends to a morphism A" — AL of semi-abelian schemes over Yy(R)™"
whose completion along the complement of )N’O(‘ﬁ) is described by .

Our 170(‘43) can again be identified with an infinite disjoint union of schemes of
the form Miﬂ,p considered in [16], where . is now the set of lattices in F}} of
the form a @ 2~ 'qa for an invertible O ,-submodule a of F, and an ideal q of Op
containing . (See [0, §2.4], especially (3) for the condition in [16], Def. 2.3.3(4)].)
Just as for Y, it follows from [16, Cor. 2.4.10] that Y,(%) is an infinite disjoint
union of schemes of the form I\7I§$}O, where now H = HPU,(Z) for this choice of
%, and that the identification extends to one between %(‘}3)‘“‘“ and an infinite
disjoint of the schemes I\_/’szlzwé defined in [16]. Furthermore if the admissible cone
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decomposition for each cusp [H,,H,,a] in Co(P) is chosen to refine those for the
cusps [H,] and [H,] in C, then the same universal property implies that each 7;
extends to a morphism 7 : Y5 ()" — Y under which the semi-abelian scheme
At°r is the pull-back of the extension A™" of the universal abelian scheme A over
Y.

We summarize the main results as follows:

Theorem 3.3.1. There is a normal scheme %(‘B)to‘r over O and an open immer-
sion Yo(B) — Yo(B)'" with the following properties:

(1) Yo(P)ter is flat and Cohen—Macaulay over O with projective connected com-
ponents, and there is a canonical bijection ¢ +— Zz between Cy (B) and the
set of connected components of the reduced complement of YO( ) in Yo (B)tor;

(2) the completion of Yo ()" along Z is isomorphic to So(P)/(OF NU)?,

where Sy (B) is the completion of the complement of Spec (O[N~tM]) in the
torus embedding defined by the chosen cone decomposition of Hom (M, R)>¢,
¢=[H, H,, o] and M = Y A

(3) the cone decompositions may be chosen so that the degeneracy maps T
and o extend to morphisms 170(2]3)“" — ?t"r, and the universal isogeny
P Ay — Ay over 170(2]3) extends to an isogeny of semi-abelian schemes
over Yo(B)t°" whose completion along Zz has the form .

Just as for Y_ (see §2.3), one can obtain a toroidal compactification Y ()ter
of Yo(*B) as a quotient of Yy(RPB)**. This applies in particular to Y = Y5(Or);
furthermore one can relax the restriction that U = U(N).

3.4. Minimal compactification of Yy (). Let Yo()°" (resp. Yo(B)'") denote
the ordinary locus in Yo(*B) (resp. Yo (B)"), and define

?O(m)minor = Spec(f*of/ (qg)tord))

where f : Yp(9)terd — Yminor g the restriction of the composite of the extension of
71 with the projection Y — Y™ Since the restriction of 7 T to Yo (R)ord — yord
is finite, we may identify Yo(B)°d with an open subscheme of Yo (98)™°" and define
Yo(B)™2 by gluing Yo ()™ to Yo(P) along Yo(P)™d. Just as for ¥ (i.e., the
case P = Op), we sce that Yp(P)™™ is normal and independent of choice of cone
decompositions, its connected components are flat and projective over O, and we
have a commutative diagram

)70 (;p) min

over the corresponding one for Y, the vertical (resp. diagonal) morphism(s) being
projective (resp. open immersions).
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We can again identify our minimal compactification Yp(9)™" with an infinite
disjoint union of the schemes denoted Mgf}én " in [16]. Indeed since Mﬁf}glm is
normal, we have Spec(g. Om;g}’zt%) = M?Zlén in " where g is the projective morphism
I\_/Ii_‘zlgoé — |\7|§§1(;“ in - and tEe morphism M;_Izl(;[' in _, ymin ig finite over the ordinary
locus, so we may identify Yy (93)™5°" with the ordinary locus of the infinite disjoint
union of the M;}Zlénm.

3.5. Minimal compactification of Y;(). The action of O w,+/UN Of) on
Yo("B) again extends to Yo(B)™™, and we define Y (%) to be the quotient.

Theorem 3.5.1. There is a normal scheme Yo(B)™™ over O and an open immer-
sion Yo (B) — Yo(PB)™™ with the following properties:

(1) Yo(P)™™ is normal, flat and projective over O, and independent of the
choice of cone decompositions in its construction, and there is a canonical
isomorphism between the reduced complement of Yo(B) in Yo(P)™" and
eecyp) Zes where each .ZC is isomorphic to Spec (O);

(2) the completion of Yo(P)™™ along Z. is isomorphic to Spf (P.), where

P.= Z tmq™ | tym =tm €OV me N'My, v e UNOF |
meN—1M,uU{0}

forc=[H,,Hy,a] and M =02~ I Jy;

(3) the morphisms m; extend to Yo(P)™ — Y™ with the restriction to the
complement of Yo(*B) being 75° and the completion at Z. being the inclusion
of local rings obtained by replacing M by M; = D_llflJi % q:;M; in
particular, m; is étale in a meighborhood of each cusp corresponding to a
pair ([H,],q:) such that q; = Op.

The assertions in the theorem all follow from analogous ones with Yy ()™" re-
placed by Yo (B)™in. The first two parts can then be proved by minor modifications
of the arguments in [T, §8] (see also [10, §4]) or seen as a particular case of [L6],
Thm. 4.3.1] (in which 2??;,H75H)] = 2'[@%5”)] = Spec (O) for each Py # 0). We
note that, as in the discussion following [0, (18)], the isomorphism in (2) depends
on a choice of splittings of the exact sequences 0 — I, — H; — J; = 0 fori =1,2,
which we take to be compatible with «. Part (3) is then immediate from the
construction of Yo(B)™™ and part (3) of Theorem

More generally, for any sufficiently small level U and N prime to p such that
U' = U(N) C U, the action of U/U’ on YJ('B) extends to YJ(P)™*, and we
define Y5 ()™ to be the quotient. The resulting scheme is then independent of
the choice of N (up to changing the base O), and Theorem holds exactly as
stated above, except that the general description of the completed local ring P, is
slightly more complicated (see Proposition below). More precisely, it is given
by the expression in the discussion preceding [6, Prop. 7.2.1], but with C € C{(B)
lying over ¢ € Co("p) and J =T replaced by J, 'I; in the deﬁnitiorﬁ of the group T'¢
in [6 (24)]. The resulting group I'c iy appearing in the expression is thus isomorphic

6Note that the roles of U and U’ are reversed here with respect to [6], and that T'c C
Aut o, (J2 xI1) may be identified with the intersection of the groups similarly defined for the cusps
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to Aut (H,, H,, ), with the isomorphism depending on the choice of (compatible)
splittings, and hence to B(F);+NgUo(B)g ™t if [H;, H,, o] corresponds to the double
coset B(F)1gUo(B).

3.6. Hecke action. Suppose that g € GLQ(Ag)f), U and U’ are any sufficiently
small (prime-to-p) levels such that U’ C gUg~!. We then have the morphism

Py Yo (B) = Yo(P)
defined by the data (4;, Ay, ), where if (A}, A5, ) is the universal triple over
Yy (P), then the abelian schemes A; (for i = 1, 2) are characterized by the existence
of a prime-to-p quasi-isogeny v; : A, — A; such that the composite
g1 ! .
(AR T (A 75 TW (49 © Q5 T (4i5) © Q

induces an isomorphism 7; : ((7)\;?))2 5 0®0, TW(A;5) for all geometric points 3
of Y{(*B), with the rest of the data defining (4;, A,, @) determined by the obvious
compatibilities between the pair (¢1,1) and the triple (47, A5, a’). The resulting
morphism p, thus descends to a morphism py : Y (P) — Yo(P) giving rise to the
map on complex points

GL2(F)3:\(97 x GLa(Are) /Up(P)) — GL2(F)4\(H° x GLa(Ars)/Uo(B))

induced by right multiplication by g; in particular pg o pyr = pgrg : Yy (B) = Yo (B)
if U C g'U/(g’)_l.

Similarly (but more simply), there is a map C})(B) — Co(R) sending [H /1, H ;, o
to the triple [H,, H,,a] such that H; () = H; ) and n; =mn;og fori=1,2, where
¢ denotes right-multiplication by ¢~' and the rest of the data is determined by
the obvious compatibilities. Again this descends to the map pg° : Cj(B) — Co(*F)
induced by right multiplication by ¢ on double cosets and satisfying the usual
compatibility relation for varying g, U and U’.

We claim that p, extends via p2° to a morphism Y()™" — Y, (P)™" whose
completion at the cusps has a simple description. In order to make this precise,
first recall that if ¢ = [H,, Hy, o] € Co(*B) (resp. ¢’ = [H}, Hy, '] € C}(B)), then
a choice of splittings o; : H; = J; x I; compatible with « (resp. o} : H! = J! x I!
compatible with o) is implicit in the isomorphism of Theorem 2) describing
the completion of Yp(P)™" along Z. (resp. Y§(P)™" along Z.,). If ¢ = p°(c),

then I; ) = Ié’(p) C Hyp = Hz(,(p)’ o; = ( é 7 ) oo} for some ¢; € M, =
Hom 0. (Ji, I; (»)) (With notation as in Theorem |3.5.1(3)) and the matrix acting on
(Ji x Ij)(p) by right-multiplication), and the compatibilities with o and o imply
that €1 = eoa and €3 = a o ¢ for some

€Ec M(*p) = HomoF(Jg,[L(p)).

Lemma 3.6.1. With notation as above, the morphism pg : Yy (B) — Yo(B) extends
uniquely to a morphism Yy (P)™" — Yo (P)™n. Its restriction to the complement
of Y3 (B) corresponds under Theorem|3.5.1|(1) to the morphism defined by pg°, and

H; = n$°(C) of C’, or more precisely their images in Aut o, (J2 X I1) ® Q under the isomorphisms
induced by «.



12 FRED DIAMOND

the resulting morphisms on completions correspond under Theorem|3.5.1)(2) to the
ones defined by

oo tmgm e Y G g
meN—1TMLuU{0} meN—1M,LuU{0}
for any N, N’ such that U(N) C U and U(N') Cc U’ N gU(N)g~'.
Before discussing the proof, we note that the hypotheses on N and N’ imply
that
N'End o, (J} xI{)( 1o ) cN( Loe >EndoF(J2 x 1)

(as matrices acting via right multiplication), which implies that
N'Hom o, (J5,I}) C NHom o, (J2,1;) and N'e € NHom o, (Ja, I1).

It follows that N'M C NM' and N'e € NM*, so the formula in the statement does
indeed define a map on the power series rings appearing in the statement of The-
orem [3.5.1 Furthermore we have < (1) _16 )FC’,U’< [1) ¢ ) C I'c v as subgroups

1
of Aut o, (J2 x I1) acting via right multiplication, so the formula defines a map on
the completions as described for arbitrary U and U’. (Note also that taking g =1
in the proposition describes how the choice of splittings affects our uniformizations
of the completions.)

To prove the lemma, we may assume that U’ = U(N') and U = U(N). The
assertions then follow from analogous ones for toroidal compactifications, namely
that the cone decompositions in their construction may be chosen so that the mor-
phism 7, of Yo(B)’ extends to Yo(P)* — Yo ()" with the desired effect on
(completions at) components of the complement. To that end, we may assume that
if ¢ = p3°(c’), then the cone decomposition of Hom (M’,R)>o = Hom (M, R)>¢ cho-
sen for ¢’ refines the one for ¢. The assertions then reduce (by [16, Thm. 3.4.1(4)])
to the claim that if V is a complete DVR with fraction field L and s’ € Y{()(L)
is defined by

O G/ T — 0T Gy /(@)

for some ¢’ : (N')~'M’ — L* such that val o ¢’ € Hom (M’,R)<( (with auxiliary
data given by ¢’ and the splittings o}), then pg o s’ = s where s is similarly defined
by 1) with ¢ : N™'M — L* defined by ¢™ = Cg,,e(N ™) gm (and auxiliary data
given by ¢ and the ¢;). Finally the claim itself is straightforward to check in view
of the commutativity of the diagram

! ’
T;0M;

(A2 5 (% 1) @0, A% — 0 @0, T

o e |

(AFH? 0 (0 % ) @0, AR} —"=0 @0, T;

for i = 1,2, where T} is the prime-to-p adelic Tate module of (071! ® ZX)/?*UE’
the top right horizontal isomorphism is defined by (z,y) — 7%/N" ((y» @ y) for
(x,y) € (J! x I') Z/N"Z and p 1 N”, T; and the bottom right isomorphism are
defined similarly, and the right vertical isomorphism is induced by the canonical
quasi-isogeny (071! ® Gn) /P — (07 ® G) /(T 5.
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3.7. The Koecher Principle. Consider now the line bundle A . ,, on Yg, where
as usual E,T?L € Z° and R is a Noetherian O-algebra such that Xijtom p = 1 on
OxNU. Fori=1,2, we let Ag)m R denote its pull-back to Yy(B) g via 7; (omitting

s

the subscript R from the morphisms when clear from the context). We explain

how the Koecher Principle applies to describe j*Ag)m = where j denotes the open
immersion Yo(P)r — Yo(P)Rin. ’

First assume U = U(N) and consider the line bundle Ag)ﬁ R
Yo(B)r. Its extension .Zg)mto; = (%for)*j‘]’fiﬁ R to Yo () is then formally canon-
ical, so we may apply [16] Thm. 4.4.10] to identify 3*"11(;2),71 R
of ./Zg)mm; under the projection Yo(B)t" — Yo(P)™™. In particular }*Xl(g)m RS
coherent and its completion along the cusp corresponding to (H,,q;) is described
as in [6, (22)], taking M =2~ 'I; *.J, and using I; (resp. J;) in place of I (resp. J)
in the definition of the free rank one O-module D . in [6 (20)]. The analogous

= AL
=T A g 0D

with the direct image

R and any sufficiently small U, in the sense that

j*.Ag)m R is coherent and that its completion along each cusp is described as in

statements then follow for j*Ag)ﬁl

[6l Prob. 7.2.1], with the evident modifications. Furthermore, we may describe the
effect on g-expansions of the composite morphisms

. (’L) % (7,) .7 /(2)
(3:2) ]*AE,m,R — ]*pQAE,m,R - J*AE,m,R
in the setting of Proposition [3.6.1, where the latter map is induced by the quasi-
isogeny 1; : A; — A; in the definition of p,. More precisely, letting Di(;)m denote
the invertible O-module 7

(I7Hgh © ((1:0:) g™

(2

(in the notation of [0 (2)]), we have the following:

Proposition 3.7.1. Suppose that E, m € Z°, U is a sufficiently small open compact
subgroup of GL2(Ap¢) containing U(N), and R is a Noetherian O-algebra such that
Xipomp =1 on Op NU. Then fori=1,2,

(1) j*.Ag)r71 R ls a coherent sheaf on Yo (PB)pin;

(2) for each ¢ = [H,,Hy,a] € Co(P), the completion of j*Ag)m 5 along Ze
corresponds to the Pr .-module Qg) =

M, R,c

_ C;[B(a_ Nm)Xﬁi,

Z b@rp,g™ | ToTtom -1 A
meEN-1, U{0} for all m € N=' M, (

m

is as in Theorem |3.5.1|(2) (or more precisely its variant for more general
U and R, so in particular ey = Aut (H,, Hy, a));

where b is a basis for Dl(;;) and Pr . = Q(({)@R,c = HO(}/}O (‘B)?:“R, O?O(m)'z"f,’za)
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(3) for U’ as above and g € GLQ(Ag)f) such that U' C gUg™ !, the morphism
corresponds under the isomorphisms in (2) to the map defined by

meN—1M,U{0} meN—1 M, U{0}
where Dg% = DJ(SZ)m via the identification H ) = H; (), and N" and ¢ are

as in the statement of Lemma|3.6.1].

4. LEVEL Uy ()

We now consider a more refined level structure at primes over p; more precisely,
we let

U1(B) { < : Z ) € Uo(qs)‘ dy — 1 € pOp,, for aupm}.

We follow [J] to construct toroidal and minimal compactifications of p-integral
models of the resulting Hilbert modular varieties, defined using a moduli problem
based on [I§], thus diverging from those obtained by the methods of [16].

We assume throughout this section that U is B-neat in the sense that

UNOj =U(P) N OF.
Note that this holds for example if U = U;(n) for sufficiently small n.

4.1. The model for Y; (). Maintaining the notation from the preceding sections,
we let ¢ : Ay — Ay denote the universal isogeny over Yo (B), and write G =[], 53 G
where G = B ®o,. ker(¢)) and each G, is a Raynaud (Op/p)-vector space scheme.

Consider also the dual isogeny ¥Y : AY — A} over Y,(*B), and identify its kernel
with 0B ®o, GV, where G¥ =[],y G is the Cartier dual of G.

The scheme Y; (%) is then a certain closed subscheme of G, finite and flat over
Yo(B) of degree #(Op/R)* (see [5, §5.1]). As usual, we let Yi() denote its
quotient by the action of OPX“, (p),4> 50 that ¥ (B) is a model for the Hilbert modular
variety of level Uy (P) and the morphism Y7 () — Y;(B) corresponds to the usual
projection on complex points.

The neatness hypothesis implies that Y7 () — Yy(*B) is again finite and flat,
and hence that Y;(*B) is Cohen-Macaulay over 0. However our model for Y7 ()
is not normal (unless P8 = OF), and does not preserve the symmetry between the
projections 7 and me. In particular the automorphism wy of Y5(B) does not lift
to an automorphism of Y7 (*B), as follows for example from the fact that if the fibre
over s € Yo(B)(F,) is étale, then that of wy(s) is connected.

4.2. Cusps and clasps. Just as for level Up(P), we define the set of cusps of level
U1 () to be
C1(P) = B(F)4\ CLa(AL}) /UL (R).

We thus have a bijection between C; () and the set of isomorphism classes of pairs
(H, ), where H corresponds to an element of C' = Cy and ¥ € H/PH is such that
Ann », ¥ =P. (The bijection is induced by g — (H,¥), where H = @%g_l NnE?2
I=HnN(0xF), A= det, nis induced by right-multiplication by ¢! and W is the
image of (0,1)-g~1.)
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As before, the set C1(P) will parametrize the complement of Y7 () in its
minimal compactification; now however collections of cusps coalesce in connected
components of the complement on the integral model. With this in mind, we define
a clasp of level Up () to be an isomorphism class of pairs (H, =), where H is as
in the description of C' and ZE € J/BJ (with J = H/I and the obvious notion of
isomorphism). We let Cy/5(*F) denote the set of clasps of level Uy (), so we have
the natural degeneracy maps

(1) Ci(P) — Cip) — G D
|_>

c
H, 9] = [HE = ([H]q) H,

where = is the image of ¥, ¢ = Ann .=, and as usual [-] denotes the associated
isomorphism class.

4.3. Toroidal compactification. Once again we initially assume U = U(N) for
some integer N (prime to p). Let Y5(3B)™" be a toroidal compactification of Yy (),
and write ¥** : AT — AT for the extension of the universal isogeny .

Fix for the moment a prime p|P and write Co(R) = Co(B)1 [] Co(P)2 where
Co(P)1 (resp. Co(P)2) is the set of cusps such that a(Jy) C pJo (vesp. a(Iy) C ply).
For i = 1,2, we let Z; denote the preimage in YO(‘B)tor of the closed subscheme of
Yo ()™ corresponding to Co(B);, and define YO(‘B)Z@Or to be the complement in
170(‘13)“” of Z;, so that

Yo(B)™ = Yo(B)i* UYo(B)5" and  Yo(R) = Yo(B)i™ N Yo(R)5™.

We then have that G, extends uniquely over Yo(P)E to a finite flat subgroup
scheme of OB ®¢,. ker()*°r), its completion along Z5 being the subgroup corre-
sponding to the image of

(L /p1) ® iy = (1 /BL) © )y > (BL © Gy) /TH

Similarly 0B®eo,. Gg extends uniquely over Yo (B)5" to a finite flat subgroup scheme
of the kernel of the extension of vV, its completion along Zl being the subgroup
corresponding to the image of (pJ2)™'/Jy' @ p, in (J5 ' ® Gp)/q I, Taking
Cartier duals, it follows that G, extends to a finite flat group scheme over Y()(‘B)tor
as well, and gluing to its extension over Yo (98)" thus yields an (O /p)-vector space
scheme G} over Yo (R)™r. We then let Gt = [I;p Gy, and define Y1 ()5 as

the extension of Y3 () to a closed subscheme of G, finite and flat over Y ()",

4.4. Minimal compactification. We define the minimal compactification of Y; (B)
as

Vi ()™ = Spec(£+ Oy, (qyior )

where f is the composite Y ()™ — Yo(B)© — Yo(p)™=. As usual Y;(P)min
is independent of the choice of cone decomposition in its definition, the action of
(’)X L on Y1 (%) extends to it uniquely, and we let Y5 (93)™™ denote the quotient
by thls action. More generally, for any sufficiently small level U (B-neat and prime
to p) we define Y7 ()™ as the quotient of Y{(P)™" by the unique extension of
the action of U/U’" on Y{(PB), where Y{(p) is defined using U’ = U(N) C U for
suitable N (of which the resulting scheme Y; ()™ is independent).
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Lemma 4.4.1. For sufficiently small U, the morphism h : Y1 ()™ — Y, (5p)min
is finite and flat.

Proof. Since the morphism is finite and its restriction to Y7 (P) is flat, it suffices
to prove that its completion at each cusp of Yy(B)™" is flat. To that end, fix a
cusp ¢ € Cy(P), corresponding to the isomorphism class of (H,, H,, «), and write
B = q1q2 as above, so p|qy (resp. p|qz) if and only if a(J1) C pJa (resp. a(l1) C plz).
Suppose for example that

UCUll(n):{ ( ‘CL Z ) € GLy(Op)

for some n (prime to p) such that if 4 € Oy and g = 1 mod n, then p = 1 mod P.
Note in particular that U is PB-neat, and hence so is U’ := U(N) for any N such
that U(N) C U. For i = 0,1, let 9); denote the completion of Y/(B)*" along
the preimage of ¢, where ¢ € 56 (PB) is any cusp lying over ¢. The construction of
Y{(P)*" and the condition on N then give an isomorphism

(4.2) D1 =Yo xo T,
where T = HPI‘B T, and T} is the finite flat O-algebra representing generators of
the étale (resp. multiplicative) (Op /p)-vector space scheme

Ji/pJr (vesp. pp ® (I1/plh))
if plq1 (resp. p|gz). It then follows from the Theorem on Formal Functions that (4.2)
holds with “tor” replaced by “min” in the definition of §); for ¢ = 0, 1. Furthermore
the condition on U implies that if

Y= < g § ) € Aut o, (J2 x 1) NgUg™"

azdzl,czOmodn@F}

for some @F—linear isomorphism g : 02, =~ jg X fl (where the actions are by
right multiplication), then @ = § = 1 mod B. The isomorphism (4.2)) is therefore
compatible with the action of the stabilizer of ¢ in O}, o)+ X (U/U"), so it holds

with }7;’(‘,]3)“““ replaced by its quotient Y;()™i" for i = 0, 1. O

4.5. Completions at clasps. The proof of Lemma [£.4.1] also yields a description
of the completion of Y7 ()™ along the complement of Y;(P). Maintaining the
notation there, note that the hypothesis on U ensures that every automorphism
of (Hy,H,,a) fixes Ho/a(H;) pointwise. The proof of the lemma shows that
the connected components of the fibre in Y; ()™ over ¢ € Co(B) correspond
to generators of Ji/q1.J1, hence to isomorphism classes of pairs (H;,Z) such that
Ann o, (E) = q1, i.e., elements of C/2(P) lying over c. We thus obtain a bijection
between C' /() and the set of connected components of the complement of Y7 (%)
in Y7 ()min. _

In particular for each cusp [H] = [H,I,[\],[n]] € Y™ (for such U), the con-
nected components of its preimage in Y7 ()™ under the composite

p=mo h:Y; (;B>min N Y()(;B)minﬂymin

are in bijection with J/B.J. Furthermore the completion of Y; ()™ along the
component corresponding to an element = € J/9BJ has the same description as
the completion of Y™ at [H], but with M = 2~1I~1J replaced by q~'M and O
replaced by the finite flat local O-algebra T representing generators of p, ® (I/tI),
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where ¢ = Annp,= and P = qv. For example if U = U(n) for some n as in the
proof of Lemma [4.4.1} then the completion is isomorphicﬂ to Spf (P) where

P= Z tmg™

mée(q—tn—1 M) U{0}

We note also that the action of Uy(B)/U1(B) = (Or/P)™ on Yi(P) extends to
Y1 ()™ (with the obvious description on the completion at the fibre over a cusp
of Y™n) and we may identify Yy(9)™™* with the quotient. For completeness,
we consider more general U below, but first we record the following immediate

consequence of Lemma

Corollary 4.5.1. For sufficiently small U, the morphism p = w1 o h is flat in a
neighborhood of each component of the complement of Y1(B) in Y1 (P)™™ corre-
sponding to a clasp of the form [H,0]. Similarly the composite w5 o h is flat, and
in fact étale, in a neighborhood of each component corresponding to a clasp [H,ZE]
such that Op - Z = J/BJ.

tym = tm € Ty for all m € (q7* M), U {0},
u60§,+, v=1modn

Suppose now only that U is P-neat and sufficiently small in the usual sense (as in
[6, §2.2]). Since Y7 ()™ is the quotient of Y7 ()™ by the action of U/U’ (where
U’ = U(N)), we see that the action of Uy(B)/U1(P) = (Or/PB)* on Y7 (P) extends
to Y1 (P)™in, with Yo ()™ as the quotient. Furthermore taking U-invariants yields
the following description of the completion of Y; ()™ along the complement of
Y1(P) (as in [6, §7.2]):
Proposition 4.5.2. Suppose that U is P-neat, U(N) C U and (pn € O.

(1) There is a bijection between C,9(B) (resp. C1(B)) and the set of con-
nected components of the complement of Y1(%R) in Y1 (P)™" (resp. Y1 (V) x
in Y1 (P)HR), under which is compatible (in the obvious sense) with
the morphisms

Yl (;:p)%m N Yl (;B)min N YO (;B)min L> Ymin'

(2) Let [ﬂv E‘] € Cl/2(m)7 q= Ann OF (E‘)! = q_lm; and

F:{ ( o g )EFC’U‘ a =1 mod q, 6€qJ_1I}

(in the notation following [6, (24)] for any splitting H > J x I and
C = [H,I,[N,[n']] € Cuywy lying over [H], so ' = Aut (H,Z)), and write
t=>t fort €T, = @Tf, where the decomposition is over characters
€ : (Op/t)< — O% (so each T¢ is a free O-module of rank one). The
completion of Y1 (P)™™ along the component corresponding to [H, =] is iso-
morphic to Spf (P), where P =

> tmg™

me(q—N-1 M) u{0}

t = C;Zﬁ(aile)f((S)t% for all ( o A ) er,

a~1ém &

m € (q IN"IM), U{0}, £:(OFp/t)* — O

(as usual letting M =0~ 171J and viewing B : ¢~ M — Z via the canoni-
cal isomorphism qJ I — Hom (¢~ M, Z)).

"Recall that the isomorphism depends on a choice of splitting of 0 - I — H — J — 0, as
made precise by Lemma
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(3) For U’ as above and g € GLQ(Ag)f) such that U’ C gUg™!, the morphism
pg : Y{(B) — Y1 (P) extends uniquely to a morphism Yy (P)™" — Y (P)™in
over Y/min _y ymin - The extension is compatible in the obvious sense
with the map 01/2(‘}3) — C1/2(B) induced by right multiplication by g,
and the resulting map on completions is given by the same formula as in

Lemma where now t,, € T{ = T, via the identification I' @, = IQpu,,.

We remark that the assumption that ¢, € O is only made in order to incorporate
the assertions about Y7 () x and C1 () into the statement.

4.6. g-expansions. Suppose as usual that Ig m € Z° and R is a Noetherian O-
algebra such that x; Y2mR = =1on O; NU, and consider the line bundle

b o F AL x 1(1)
A ir =P Agmr = AL L
on Y1 (P)r (writing p and h also for their restrictions to Y1 (P)r and omitting the
subscripts R). We claim that ]ZAb 1s coherent and describe its completion along

the complement of the image of j° : Y1 (B)r — Y1 (P)E". Assume first that U is of
the form U(N) and let h'°" denote the finite flat morphism Y; ()% — Yo (J)ter.
The isomorphism then shows that the vector bundle ?Lﬁf’r(’)f/l () tor is formally
canonical, and hence so is

T tor tor 7(1),tor 7 tor
h AEmRiAm ®h OY(‘JN‘“’

where ,éi%t;r " (htor) Aklznt(;. We may therefore apply the Koecher Principle
(again in the form of [16, Thm. 4.4.10]) to conclude that f,.A" tfr = h*]*Ab
where f is the morphism }71(‘)3)““ — YO(‘IS)%”“. Since h is ﬁmte, it follows that
jI;A% R is the direct image of .Zﬁtfr under Y7 ()% — Y7 (P)BH", hence is coher-
ent. Taklng quotients by group act107nb then yields the following for any sufficiently
small (in particular PB-neat) U:

Proposition 4.6.1. The sheaf jiA%mR is coherent, and if Z is the connected
component of the complement of Yi(R) in Y1(P)™" corresponding to the clasp
(H,E) € C1/2('B), then the completion ofjiAbE R along Zg is the sheaf associated
to the P-module o

—B(a"*Nm
£ i = 0 ™ R (@)X (D)EO)ES,
S b®tmg™ | for all ( « 8 ) er’, me(q ' N-M), U{0},

me(q—N—-1M);U{0} 5 . ((’)F/t)x - O

where b is any basis for Dy . (in the notation of [6, (20)]) and the rest of the
notation is as in Propositonm except that now t,, € Ty ®o R in the preceding
expression and the definition of P = Pgr. Furthermore if g € GLQ(AEQ) and
U' c gUg™", then the maps induced by the morphisms jﬂ’Ag — ]*Ab AR
completions are given by the same formula as in Proposition ( 3).
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5. KODAIRA—SPENCER AND COHOMOLOGICAL VANISHING

We now proceed to explain how the main results of [5] extend to toroidal com-
pactifications. We assume U = U(N), and choose polyhedral cone decompositions
for cusps in C so that the resulting toroidal compactification Yt is smooth over
O. We let Z denote the reduced complement of Y in Ytor,

5.1. The Kodaira—Spencer isomorphism. Recall from [6] §7.3] that the Kodaira—

Spencer filtration on Q%//o extends to one on Q%/O(log Z), with graded pieces

canonically isomorphic to /Tgee,,ee (omitting the subscript R when R = O). It
follows that

Ko jo(Z) = 0L, () = /\Z (Ql(log Z))

is canonically isomorphic to A3 ; = 0 '0®2 where as usual Ky

v tor

Fror /0 denotes

the dualizing sheaf of Yt over O. Furthermore the extension is obtained from
isomorphisms

(5.1) &Ky j0(2) = Dplg NI ) 005 = G552,

where S is the formal scheme whose quotlent by (OfNU )2 defines the completion
of Yter along the connected component of Z corresponding to a cusp (H, I, ), [n]),

& S — Y*or is the composite of the quotient map with the completion, and the
second isomorphism in (5.1)) is given by the canonical trivializations

~ d — *~—"' ~Y - d
o=\ (I)e0s and (') =Drj, \ J©0s.

Turning now to level Uy (B), recall from [5, Thm. 3.2.1] that the Kodaira-Spencer
isomorphism on Y5 (P) takes the form

(5.2) K3, )0 = Tw R0 o) (0 t@).

To extend this to toroidal compactifications, let us choose the polyhedral cone
decompositions for cusps in Co (B) so that the morphisms 7; (for i =1,2) extend to
Yo(P)tor — Ytor (which we still denote 7;). Furthermore since Yp(93)°™ is smooth,
we may refine the chosen cone decompositions so as to ensure that %(‘B)tord is
smooth. Note in particular that }70(2]3)“” is a local complete intersection over O.

Theorem 5.1.1. The isomorphism extends to an isomorphism
K5, pyeer (Z0(B)) = THQ @0, ) er T5(0 @),
where ZO (B) is the reduced complement of }7’0(213) in )70 (P)ter.

Proof. The same argument that establishes (5.1) gives an isomorphism

50( Yo sp)cor/o(ZO( F/Q /\ 1J2 So(B) = fg(%f (‘:’)@’O%m)mr %;(511&)),

where §0(‘}3) is the formal scheme whose quotient defines the completion along a
connected component corresponding to a cusp of the form (H,, H,,«), and & :
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So(B) — Yo(P)tr is the resulting morphism. Furthermore the isomorphisms are
compatible with those of (5.1) under 7 in the sense that the diagram

&7 Ky j0(2) = Dpjg N7 ) @05, g = &R0
\ \ \
& (Kgyquporj0(Zo(B) = Dpjg N7 ) @ O0g, 4y = &F @) @ 75071D))

commutes, where the top line is the pull-back of via the morphism ( : §0 (B) —
S over 71, the leftmost arrow is induced by the morphism 7} Ky .. e K%(‘B)mf /0>
the middle by the morphism J; — Jo defined by «, and the last by the morphism
7r(07'@) — 73(6'@) induced by the extension of the universal isogeny to the
semi-abelian schemes over 170(&]3)“”. The theorem then follows from the compati-
bility under 7; between the Kodaira—Spencer isomorphisms on Yy(B) and Y (see
[Bl, Prop. 3.2.3]), the completion of the desired isomorphism along each connected
component of ZO(‘I?) being the one described at the start of the proof (or more
precisely, its quotient by (Ox NU)?). O

5.2. Cohomological vanishing. Now we explain how the cohomological vanish-
ing results (and consequences) of [5, §5.3] extend to toroidal compactifications.
Recall from [5, Cor. 5.3.2, 5.3.5] that the coherent sheaves

Riﬂl,*’CYO(sp)/O and Riﬂl,*OYO(:ﬁ)

vanish for ¢ > 0 and are locally free if ¢ = 0, so the same holds with Y, (B) (resp. m1)
replaced by Yo(®B) (resp. 71 ). We claim that the same holds for Y;(R) replaced by
Yo(3B)tr (and 7 by its extension).

To that end, first note that by Grothendieck—Serre duality, it suffices to prove the
assertions for (9;,0 (e (see for example the proof of [5], Cor. 5.3.4]). Furthermore
in view of the result for the restriction to 170(‘13), it suffices to prove the assertions
after localization at every point of 7 , and hence by the Theorem on Formal Func-
tions (and faithful flatness of completion), we are reduced to proving the analogous
assertions for the morphisms ¢ : §0(q3) — S. Applying the Theorem on Formal
Functions again, we may replace ¢ by the associated morphisms of toric varieties
f:Tvysx = T, 0, where M = DflfflJl, M = D*IIIAJQ, o is a cone in the chosen
decomposition of (M; @ R)>g, and ¥ is its refinement in the chosen decomposition
of (M* ® R)>o. To prove the assertions for f, write it as the composite

Tus —5 Tao Ly Ty o
By [2, Prop. 8.5.1] (a priori over K and k, hence over O), we have Rg,Or,, , =0
for i > 0 and ¢.Or,, 5, = Or,,,. Since h is finite flat (of degree [J5 : a(J1)]), it
follows that R'f,Or,, , =0 for i > 0 and f,Or,, ; = h.Or,, _ is locally free.
The same arguments apply to show that Rzﬂg,*K%m(m)/o and R17T27*Oﬁ7({”(‘13)
vanish for i > 0 and are locally free (of rank [U : Up(P)] = Hpm(pf" +1))ifi=0.
Recall also that analogous assertions hold for the composite

F: Vi(P) — Yo(B) 7 Y
(but not with 71 replaced by 72, due to the assymetry in the definition of Vi (B);

see [5, Rmk. 5.3.3]). The extension to Yy (P)"" of the result for 71, together with
the isomorphism (4.2)), implies that the result for ¢ extends also to the morphism



COMPACTIFICATIONS OF IWAHORI-LEVEL HILBERT MODULAR VARIETIES 21

Y1(P)Eor — YO if U = U(N) is P-neat. We thus have the following extension of
the results in [5]:

Theorem 5.2.1. For j = 1,2, the coherent sheaves

Rl%j’*/Cf,o(m)wr/o and Rl%j,*of/o(‘p)tor

vanish if i > 0, and are locally free of rank [U : Us(P)] = Hpm(pf" +1) over Oyo
if i = 0. Similarly if U is P-neat, then Ricﬁ*lcf,l (B)tor /O and Ri@og ()ter vanish
if i > 0, and are locally free of rank [U : U1 (PB)] = Hpm(pr" —1) ifi=0.

5.3. The saving trace. We also obtain, just as in [5, Cor. 5.3.5], a perfect pairing
%1,*,C}~/O(m)tor/0 ®(’)§~,mr %1,*0370@3)“» — ICYtor/O

extending the one over }7, and similarly for 7 replaced by 7y or gb (in the latter
case with Y3 ()" instead of Yy(9B)™"). Furthermore the same argument as in the
proof of [5, Cor. 5.3.7] shows that we may replace the schemes and morphisms by
their base-changes from O to an arbitrary Noetherian O-algebra R. In particular,
we obtain an isomorphism

7~T1,* Oi;otor (B)r —> Homoym (Wl’*lci;otor(‘«n)R/R’ ’C?}t%or/R)

extending the one over ?R, the image of the unit section being the trace morphism
%1,*K?tor(m) /R — }C?tor/R-

As in [5 §5.4], we may combine the trace morphism with the Kodaira—Spencer
isomorphisms over YO(‘B)tOr and Y and the extension to Yo (%)™ of the canon-
ical isomorphism %55 = 771‘(5 (defined by multiplication by Nm(*)~! to obtain a
morphism

7"-1 *( Zo(P) ®O ;(:}) — IZ ®f/tor w

Yo (B)ter
over Ytor (where IZ)(‘JQ) and Zz denote the ideal sheaves defining the cuspidal

divisors). The morphism extends the pull-back to Y of the saving trace defined in
[5L (51)] (in the case P = p), as does the morphism

st T aToWw — W
obtained from its composite with the morphism

I; ®o, BE) — Ty ) 7o)

T1aTw = T1.(TI; ®o, Zo(p) ©Os(ytor

vtor Yo (p)tor

induced by 7Ty — I )

For an arbitrary Noetherian O-algebra R, we have the flatness (resp. vanishing)
of Ry T30 over Ytor for i = 0 (resp. @ > 0) as a consequence of the analogous
assertions with @ replaced by Og.,. and the canonical trivialization of £*w. Tt
follows that (71 .T5W)r = T1,+(TsWr), yielding a saving trace

&R : %1,*(%;%3) — LT}R
over )N/It%or (as usual omitting the subscripts for base-changes of morphisms).

Finally we describe the effect of the saving trace on completions along Z To
that end, let [ I be a cusp in C and ¢ : § — Y the formal scheme as in ,
so that £*@ = AY(I7 ") ® Og. Recall that the cusps [H,,H,, ] in Co(p) lymg over
[ﬁl] are in bijeCthH with factorlzatlons B = q1q2, where we define q; and g2 by
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a(l1) = g2l and a(Jy) = q1J2, Thus £* (7 «7T5@) is comprised of 2! summands of
the form
d
GG ELmw) 2 \ (1) @ G0g, s

where R _ N ~

€ : So(p) = Yo(p)'" and  (:Sp(p) — S
are as above and t = #{p|P}. It follows from [B, Prop. 3.2.2] that the saving
trace pulls back via £ to the sum of the morphisms corresponding under the above
isomorphisms to the maps

goNm@) A7) ec0g, — AUrheos
where tr is the trace relative to the finite flat morphism C*(9§0 ) Og and 8 =
Nm(q2) ' A%a* (writing a* : I; 1 — I;! for the map induced by a).ANote that 3 is
an isomorphism and the second factor may be described locally on S as Nm(q;) ™!

times the completion of the trace of the finite flat morphism  : Thro — T, 0. In
particular on global sections the resulting map is given by

L(So(P), Oz, ) = I'(S,03)
| Ul
O[[qm]]meN—1M+U{0} — O[[qumEN—lMl,+u{o}

Z Tmq" = Z Ta(m)qm
(writing « also for the induced map N~'M; — N~'M). Finally it follows that the
base-change st is given by the same formula with O replaced by R. We conclude:

Proposition 5.3.1. The pull-back to Yr of the saving trace (i.e., [B, (51)]) ez-
tends to a morphism stp: T+ (T3WR) — Wr over Y°" whose completion along the
complement of Yg is the morphism whose effect on global sections is induced by the
maps

/\d(fgl) ®o R[[qm]]mEN—1M+U{O} - /\d(Ifl) ®o R[[qm”meN—lMl,+u{o}

b® Y rmg™ > B0) @D ram)qd™-
6. HECKE OPERATORS ON g-EXPANSIONS

Recall that in [6], we computed the effect on g-expansions of all the weight-
shifting operators defined there, namely partial © and Frobenius operatorsﬁ We
do the same here for Hecke operators.

For Hecke operators associated to primes not dividing p, it is well-known that
the same computation as for classical Hilbert modular forms, i.e. the case R =
C, carries over to arbitrary bases. This is explained in [9] in the case that p is
unramified in F', and we do the same here in general for completeness.

Hecke operators at primes dividing p are also considered in [9], but in addition
to the assumption that p be unramified in F', constraints are placed on the weight
to allow for a simpler more ad hoc definition of the operator 7,. A more general,
indeed optimal, construction of 7T}, is given in [5] (see also [I3] for p unramified in
F and [12] for work in this direction allowing ramfication at p). The effect of T}, on

8and for completeness, the simpler and well-known effect of multiplication by partial Hasse
invariants
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g-expansions is also considered in [I1] and [3], premised on partial results in [12];
we complete the analysis here using the operators defined in [5].

6.1. Hilbert modular forms. For E,ﬁi € 7Z°, a Noetherian O-algebra R and
(sufficiently small) U such that xj,,. , = 1 on Op NU, we define the space of

Hilbert modular forms of weight (l_c'7 m) and level U over R to be
Mam(lﬁ R) = HO(YRa -A;;',mﬂ) = HO(Y}%ﬂnvj*-AE,mﬁ)'
Note that the hypotheses imply that either

e p"R =0 for some n > 0, or
e kg + 2my is independent of 6.

We assume henceforth that one of these holds. Note that in either case M - (U; R)

m

is defined for all sufficiently small U (containing GL2(OF,)), so we may define
Mg g = lim My (U3 ),

where the limit is taken over all such U with respect to the (injective) morphisms
Mg (U R) = My (U R) for U' C U.

Recall that for g € GLg (A%’,})f) and U’ C gUg~! (where U and U’ are sufficiently
small), we have the morphisms My . (U; R) — My . (U’; R) defined as || det(g)||

m
times the composite
0 0 * 0
H (YR,AE’mﬁR) — H (YJ/%ngAE,m,R) — H (YI/%’A/E,m,R)’
the transition maps in the definition of My . , being the special case where g = 1.

These satisfy the usual compatibilities and hence define an action of GLQ(A;E})
on M Furthermore since Mj (U"; R)V/V" coincides with M; - (U; R) for

m,R’ m m
any normal subgroup U’ of U (whenever both have already been defined), we may
extend the definition to arbitrary open compact U = UP GL3(OFp,) by letting

Mg,m(U; R) = M]g’;’R. Note also that the definition of Mg g 18 functorial in R,

so that O-algebra morphisms R — R’ give rise to GLo (Ag)f)-equivariant R/-linear
morphisms ME,m, r®r R — M %.m.p moreover this is an isomorphism whenever
R’ is flat over R, or indeed if both are flat over O.

We remark also that obvious variants of the above construction yield analogous
(U; R) replaced by MY (U(); R) := HO(Yo(P)r, AV )

k,m k,m,R
(for i = 1,2) or Mgm(Ul(‘B);R) = HO(H(‘B)R,A%m R), and we denote the re-
sulting limits MO(%)(i) p and M (B)2 . . Note also that we have GLQ(Ag)f)-

Em E,m,R

equivariant injections My .. o < My (‘,)3)1(5)%

assertions with M T

,m

R induced by the morphisms 7;, and a
natural GLs (Ag)f)—equivariant action of (O/9)* on M, (‘}3)% - p under which the

invariants may be identified with Mo(m)g:ﬁ .

6.2. The g-expansion Principle. For each cusp ¢ = [H,I,[)\],[n]] € C = Cy, we
have the g-expansion map

Qe : My - (U; R) — (J'*A;z,m’R)A = Dy ®o Rl Jmen-1m, U{0}
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where the completion is along Z. r and the inclusion depends on a choice of splitting
H = J x I. The notation here is as in so in particular M = 9~'I~1J and
Dy - = (171)591@ ® ((IJ)~H)§™ depend on ¢, and N is such that U(N) C U and
¢ N’G 0. The above definition of q. assumes a priori that U is sufficiently small,
but we may drop this assumption by letting q.(f) = q (f) for any ¢ € Cy(n)
in the preimage of ¢ under the natural projection. The resulting g-expansion is
independent of the choice of such a ¢’ (as a special case of Proposition [3.7.1](3));
furthermore the definition of q. is independent (in the obvious sense) of the choice
of N such that U(N) C U.
More generally for any S C C, we define

as : M . (UsR) — P (Dg,ﬁ ®o R[[qm]]meN—1M+u{o})
ceS
as the direct product of the maps q.. We then have the following g-expansion
Principle, which can be proved exactly as in [19, Thm. 6.7] if U is sufficiently small;
the assumption can then removed by applying the result to sufficiently small U’
normal in U and taking invariants under U/U’.

Proposition 6.2.1. Suppose that S meets every connected component of Y™ or
equivalently, the restriction to S of the map
B(F){\GLa(Apg)/U <% FY\AY¢/ det(U)
is surjective. Then
(1) as is injective;
(2) f RRCR, feM; .(U;R) and

as(f) € @ (D;;m ®o R/[[qm]]meN*11VI+u{0}> ;
ceS

then f € My, (U ).

More generally for any cusp ¢ € Cy(*F), we may define g-expansion maps
al : MY (Uo(B): R) = DY) @0 Rlla™lmen-111. ugo)

for i = 1,2, where now M = D_llflJQ, and more generally qg) for any S C Co().

min

However since irreducible components of Yp()"'™ need not contain cusps, the
analogue of Proposition fails.

Recall also from Proposition 1) that connected components of the comple-
ment of ¥ (P) in Y;(P)™™ correspond to clasps ¢f = [H,Z] € C/2(B), and by
Proposition 4.6.1] we have g-expansion maps

Qee M,é,m(Ul(‘B); R) = Dy 5 ®0 T ®0 R[[q™|lme(q-1N-100), U{0}

where M =07 1171J g=Annp, (), t = ¢~ and T, is the finite flat O-algebra
representing generators of p, ® I/tl.

The inclusions M - (U; R) LI Mg:ﬁ(Uo(&B);R) have the obvious effect on ¢-

expansions. More precisely qff) (77 (f)) is the image of g () (f) under the identifi-

3

cation of Dg)m (for c = [Hy, Hy, a]) with Dy, . (for m3°(c) = [H,]) and the inclusion

of power series rings obtained from the maps I; < I; and J; < Ja (one of which
is the identity and the other is induced by a; see Theorem [3.5.1)(3)).
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We may similarly describe the effect of M( ) (Uo(‘I?) R) RN Mb = (U1(PB); R) on
g-expansions. Indeed recall that ¢/ = [H, _] € C1/2(B) maps to c= [Hy,H,,q],
where H, = H and q~'J — Jy (via o). We may thus identify Dl(?)m (resp. M)
for ¢ with Dy . (resp. q M) for ¢f, and q.(h*(f)) is obtained from q.(f) by

tensoring with the structure map O — T..
The effect on g-expansions of the action of d € (O/9)* is given simply by

q(H,=] (d*f) = d:(Q[ﬂﬂE] (f)),
where d? is defined by the action of (O/%B)* on T¢; thus if t = 3 ¢ (in the notation

of Proposition [4.5.2(2)), then dit = > &(d)t¢
6.3. Cusp forms. For ¢ € C, we let
e, : M];’m(U; R) — DE,m ®o R

denote the R-linear (evaluation) map sending f to the constant coefficient of q.(f),
and we similarly define

es: Mg . (U;R) — ED(Dy @0 R)
ceS
for any S C C. We define the space of cuspidal Hilbert modular forms of weight
(k,m) and level U over R to be S;.m(U; R) := ker(ec). Thus f € My (U;R) is
cuspidal if e.(f) = 0 for all ¢ € C, in which case we also refer to f as a cusp form
(of weight (k,7) and level U over R).

Note that e, is independent of the choice of splittings in the definition of q., and
that it takes values in

(DE~®0R)FCU—D*~®0CI

where a = R[b] and b € O generates the ideal

<Xm(Ot)X;g+m(5) -1 ’ ( a b ) eTeu >

In particular, if R is flat over O, then a = 0 for all cusps ¢ € C, and hence
S; +(U;R) = My . (U; R), unless k and m are parallel in the sense that the pair
(kg,mg) is independent of . On the other hand if (kg, my) is independent of 6, or
if p»R = 0 for some n > 0, then for sufficiently small U, we have a = R for all
ceC.

Note that f € My . (U; R) is cuspidal if and only if its image in My . (U'; R) for

some (hence all) U’ C U. Furthermore Proposition [3.7.13) (in the case B = OF)
implies that the subspace

Stmp = E% SimUsR) C My 2

is stable under the action of GLQ(Ag)f), and that Sp (U R) = Sg;  for all
U = UP GL2(OF,). Note also that the definition of SE,m, R 18 functorial in R, and
that S . p = Sp s g ®r R if R is flat over R (or both are flat over O).

More generally for ¢ € Cy(F), we have the evaluation maps

el : M{) (Uo(P): R) — DY o R,
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and we similarly define e} for S C Cy(B), and let S]%fiﬁ(UO (); R) = ker(el) ).

For ¢l € C/2(B) the evaluation maps take the form
ect : M} (UL(B); R) — Dy ®0 Ty @o R

m

and eg for S C Cy/2(B), and we let Sl%ﬁ(Ul(iB);R) = ker(ec, ,(p))- The same

considerations as above yield GLq (Ag)f)—submodules

So(B) ) © Mo(B)F  and SUOB); o C MR L g
for which assertions analogous to those for S; - . hold. Furthermore S; .. . is
the preimage of Sy (‘B)ggﬁ under the injection Mg . , < Mo(m)g)mﬁ, and the
action of (O/PB)* on M; ($)% - %m » With invariants

1
So (‘B)%Zﬁ R
6.4. Cusps at co. We call c € C = Cy a cusp at oo if it is of the form
Ct 1= B(OF’(p))ﬁ_( (t) ? )U;D

for some t € (Ag)f)x. Thus the data H = (H, I, )], [n]) corresponding to ¢; is given
by

R Testricts to one on S1(P)

e H=Jx I, where [ =Op and J = J, =t *Op NF,
e ) is the identification J,) = Op, () (or equivalently, multiplication by any

element of O (o))

e 1 is defined by n(z,y) = (t'z,y).
Note that Proposition holds with S as the set of cusps at co.
For simplicity, we assume throughout this section U = Uy (n) or U(n) for some n

prime to p. We let V;, = kelr((@gf))X — (Op/n)*) and
E,=0pNVa={peOf|p=1modn}.

Note that in the case of Uy (n), we have ¢; = ¢y if and only if ¢ and ¢’ define the same
strict ideal class of F'. Similarly in the case of U(n), the cusps at co are indexed by
the strict ray class group of conductor n. Note that in either case, there is a unique
cusp at co on each connected component of Y™in,

Recall that R is a Noetherian O-algebra and E,?ﬁ € Z° are such that either
p"R = 0 for some n > 0, or kg + 2my is independent of 6. If U = U;(n) and
f e Z\L;ﬂﬁ(U;R)7 then Proposition (2) implies (for sufficiently small n, and

hence for any n) that the g-expansion’| q., (f) takes values in the Pi-module Q; =

Z b®@7Tmg™ | Tm = X, R(V)Twm for allv € OF |, m € -t u{o} 3,
me(d-1J)yu{0}
O 4
me(@~-1J)uU{0}

Dy = Q) 0J; " @0, 0)F™.
6cO

where P, = R[[¢™]] and b = b is any basis for

IWe always implicitly choose the splitting defined by the equality H = J x I
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Similarly if U = U(n), then the same assertions hold with J replaced by n=!J and
(’)1?7+ by Ey 4+ in the definitions of P, and @, (but the same Dﬁ,m,t>'

Note that if U = Uy (n) (resp. U(n)), then ¢; = ¢y if and only if ¢ = atu for some
o€ (’);)(p)ﬂr and u € (@gf))x (resp. V). The resulting isomorphism P, — Py
defined by ¢ +— ¢®™ is independent of the choice of such an a. Similarly so
is the resulting isomorphism @; — @/, which is given by the map defined by
q"™ — ¢®™ and the isomorphism DE,m, : AN DR% » induced by multiplication by
a~lonJ; ' For f € My . (U;R) and m € (071J;)+U{0} (resp. (@~ 'n=1J;)U{0}),
we write 7t (f) for the coefficient of ¢™ in q, (f), viewed as an element of D=

N

D; - | ®o R via the isomorphism Dy . = Dy, .| induced by the identification
Jip) = (’)F’(p). Note that if ¢’ = atu for some o and u as above, then Jy = a~1.J;
and

(6.1) OESERICIME)
for all m € (071 Jy )4 U {0} (resp. (0 tn=1Jy)y U{0}).

6.5. Hecke operators outside p. We continue to assume that U is of the form
Ui(n) or U(n) (for some n prime to p). Recall from that M . . is equipped

with an action of GLg (Agf)f) such that My _(U;R) = Mlgm - We may therefore

R
define commuting R-linear Hecke operators T, on M . (U; R), for all primes v { p

(resp. vt np) of O if U = Uy(n) (resp. U(n)), by the action of the double cosets
n=lo(s )l

where w, is any uniformizer of Op, (viewed as an element of F,* C (Agg)f)x).

Furthermore it follows from the stability of S;; . . under the action of GLa (Agf)f)

(see :i that the operators T, restrict to endomorphisms of S; . (U; R) = SEUm -
Similarly we have the operators l
so=[v(% 2]
on M; - (U; R) for all w { np, preserving Sj; . (U; R) and commuting with each other
and the operators 7,. Note that restricting the action of GLQ(Ag)f) to its center

defines an action of (Ag})f) * on M; . (U; R) whose restriction to V; (resp. O ®) 4

is trivial (resp. Xp om_5 ), Where V; = ker((@%’))X — (Op/n)*). The action of
the operator S, is simply that of w, under this identification.

The effect of the operators T, on g-expansions at cusps at oo is then given as
follows:

Proposition 6.5.1. Suppose that U = Uy(n) (resp. U(n)) for some n prime to p,
and let f € My . (U; R).

(1) If v is a prime of Op not dividing np, then
P (Tof) = r7 () + Nmpyg(0)rn (S f)

for all t € (AL} and m € (071 J;)4 U{0} (resp. (0 'n~1J,); U{0}).
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(2) If U = Uy (n) and v is a prime of Op dividing n, then
Tfn(va) = Tzvt(f)
forallt e (Asyf’)f)X and m € (0~1J;)+ U{0}.

Proof. Suppose first that U = U(n). To prove (1), we may replace n by mn for
any m prime to vp and hence assume n is sufficiently small. By a standard double
coset computation, we have T, f = > g,f where the sum is over + € P1(Or/v),

oo = < 0 1 ) € GLy(F,) C GLQ(Ag)f) and g, = ( SO ) for any lift 7 € O,

[ 0
of t € Op/v. We may therefore compute the g-expansion of T, (f) at ¢; by summing
those of the g,(f) € My - (U’; R) at the cusp c¢; € Cyr, where U’ = U(nw).

We now apply Proposition B.7.3) (with B = Op) to determine the effect of
the map g, : Mﬁ,m(wR) — ME7m(U’;R) on g-expansions. First note that under
pg, = Y™ — Y™ we have pg_ (¢;) = pn(c,-1,) and pg, (¢;) = e, otherwise,
Ty 0
0

where pj, is the automorphism of Y™ induced by h = ( ) More precisely,

we have

(5 Dme (7 2w ma (5 2)ae (3 7)(% 4

for « € Op /v, where ¢, € nJ~! is any lift of the class of ¢,7 in ¢,0F,, /vt,Op, =

nJ~!/vnJ 1. Taking into account the factors of ||det(g,)|| = Nmp/g(v)~! and
|| det(h)|| = Nmp/g(v) =2, it follows from the first equation that
w e m
Ac;, (goof) = NmF/@(v) Z Tm" (Svf)q ’
mée((on)~tvJ)U{0}
and from the second that
qy(9.f) = Nmpyg() ™" D0 G N,
mée((onv)~1J);U{0}
where /¢ is the rational prime in v. Since m +— C;,Z‘(Nem) runs through the dis-

tinct characters (onv)~1J/(on)~tJ — O* as ¢, runs through the representatives of
nJ~!/unJ =1 it follows that

—e.(Ntm) Nm(v), if m € (on)~1J;
Z Cve =

0, otherwise.
L€OF /v

Summing over ¢ € P1(Op /v) thus yields the desired formula.

If U = Ui(n), then part (1) follows from the case of U = U(n). Alternatively
one can use the same argument as above with slight modifications to yield both (1)
and (2). Indeed the only changes needed are that the term with ¢ = oo does not
appear if v|n, we take U’ = U N U(v) instead of U(nv), we choose ¢, € J~1/vJ ™!
for t € Op /v, and the factor of n disappears from the remaining expressions. O

Remark 6.5.2. Note that by , the formulas in Proposition agree with
the ones in Propositions 9.5.1 and 9.6.1 of [9], where it is assumed p is unramified in
F and the ideal denoted there by .J is our 0.J; . The difference by a factor of d in
the description of Dy .r and its counterpart in [9] arises from our use here of the

more natural definition in [6] of the line bundles .Z,;  in terms of determinants of

certain rank two subquotients of the de Rham cohomology of the universal abelian
variety.
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6.6. The operator T,. We now consider Hecke operators at primes p|p. Recall
that T, is defined on My . (U; R) in [5, §5.4] under the assumptiorﬂ that

(6.2) Z min{mg, mg + kg — 1} > 0.
00,

More precisely, if (6.2]) holds, then for any sufficiently small U prime to p and
Noetherian O-algebra R such that xz ,. p =1 on O NU, the operator T, on
M, - (U; R) is defined as the composite

HO(Yr, Ag ) — H(Yo(p)r, m5Ag 15 g @ T5wR)
(6.3) — H°(Yo(p)r, T1 A 7 5 ® T3WR)
’ L) HO(YR7A127T,77L,R & 7T1’*7T§LUR)
— HO(YR,AE,T?%R s

where the first morphism is pull-back by 72, the second is induced by the universal
isogeny over Yy(p), the third is the projection formula, and the last is induced by the

saving trace. Furthermore the operator T, commutes with the action of GLq (Agf)f)

in the obvious sense, so it defines a GLQ(Ag)f)—equivariant endomorphism of M;: . .
We may therefore define the operator T}, on M} . (U; R) for arbitrary U (prime to

%
p) by taking U-invariants.

Theorem 6.6.1. Suppose that p is a prime of O over p and that E, m € 79 satisfy

Then the operators Ty, on My . (U; R) defined above induce a GLQ(Ag)f)—
equivariant endomorphism of ME,m,R which preserves SRm’R, is compatible with
base-changes R — R', and coincides with the classical Hecke operator T, if R is a
K-algebra (in which case kg + 2my is independent of 6).

Proof. The assertions are all immediate from [5, Thm. 5.4.1], except for the one con-
cerning S E R So it remains to prove that T}, preserves S E,m(U ; R) for sufficiently
small U, which we may furthermore assume is of the form U = U(N).

For each cusp ¢ € Cy(p), consider the effect on g-expansions of the maps on
completions

Q2 = (i*AE7m,R)/Z\1(?2) — (]*(WSAE_IJ?LR ® W;WR))%R
(6.4) — (j*(WTAE_im’R ® W;“’R))gi
— (A7, r ® 7T1,*7T2WR))Zg>
— (A )0 = @

induced by the morphisms in , where i : Y < Y™ 5 Yy(p) — Yo(p)™in,
and Z (resp. Z W,z (2)) is the component of the complement corresponding to ¢
(resp. m§°(c), 75°(c)). It suffices to prove that if the constant term of the g-expansion
associated to an element of ()5 vanishes, so does that of its image in Q1. To that
end we may replace Y by Y, Yo(p) by Yo(p), ¢ by any cusp ¢ € Cy(p) lying over
it, etc. Furthermore, by the Koecher Principle (for "IEm R over ?R), we may
replace minimal compactifications by toroidal and consider instead the morphisms

1Ounnecessary if R is a K-algebra
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on completions associated to the composite
Utor  Ator T 2),tor
HO(Yier, Ater ) HO(Yo(p)g", AV @ F5in)
HO(Yy <p>;9*,A,g >f°f  ©F5ER)
e Ho(zﬁor,fg"_ﬂﬁﬁ®7T1,*772WR)
0 tor tor
— H°(YH ’Aé,m,R)'

L

The desired morphism can therefore be realized as the composite of the restrictions
o (U N OF)?-invariants of the maps

D® @oT(5,05) — DY @oT(5,03)
= DY 2o (AU(L) oI

—
—
= D;%l) ®o F(§1’O§1)’

where § (resp. S ) is the formal scheme whose quotient by (U N OF)? defines the
completion of Yo(p)tor (resp. Ytor) along the preimage of Zx (resp. 74 )), so that
I‘(S, OA) = R[[qmﬂmeNflzmu{o}v (Siv O@) = R[[qm]]mezvflMi,+u{o}
(with M =0 o, My =971 1 J;), and the morphisms F(§2,O ) — F(§ Og3)
and D 71 o D(}i)qﬁ are induced (in the latter case thanks to ) by the
inclusions I; ' < I;7 " and J; ! < J; !, and the last morphism by the saving trace.
The demred conclublon is therefore 1mmediate from Proposition [5.3.1] O

6.7. The operator S,. As in the case of primes v { p, the expression for its

effect on g-expansions will involve the operator Sy, which may also be defined on
M - (n; R) for arbitrary R under hypotheses on (k,ni). More precisely, consider

the automorphism p of Y defined in terms of the universal object (A, ¢, A,n, F*) by
the data (A’,J/, N, n', F"*), where
o A =A®o, p

e ¢/ is the Op-action compatible with the isogeny o : A — A’;
e )\ is the quasi-polarization such that o o X 0o = X o v(w});
e 7/ is the level U-structure compatible with o;
e F"* is the Pappas—Rapoport filtration corresponding to F*® ®e, p under
1
the identification s QA,/Y (S« QA/Y) Rop P

Note that since ¢ induces isomorphisms
prwg — O(wp)we and  p S — O(wp)? e,
it induces a morphism ﬁ*ﬂg = JZE = divisible by Nm(p?) provided
(6.6) > (ko +2mp) > 2ep fp.
9€0,

Furthermore the automorphism p descends to Y, as does the above morphism
of sheaves (divided by Nm(p?)) to Yg, yielding a morphism P A = Aimr
(assuming the above inequality and the usual hypothesis that yom.g 18 trivial
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on Of NU, and denoting the automorphism of Y by p). We then define the
endomorphism Sy, of M . (U; R) to be the composite

H°(Yr, A p) — H (YR, 0" Aj o ) — H(Ya, Ap i p)-

The operator Sy, is independent of the choice of wy, but we need to introduce a
renormalization in order to describe the effect of T}, on g-expansions. Recall that the
image of the morphism p*A = A 7 induced by o has image Xk+2m(wp)-’4“ -, S0
its composite with multlphcatlon by Nm(p) X7_j_om(@p) defines an isomorphism

ﬁ*.A,; - - AE ;7 for any k,m € Z=. We then let Sw, denote the automorphism of
M 7?1( R) defined in the same as way as S}, but using the resulting isomorphism
Pr AL .A . We therefore have the relation

Sp = Nm(p) "' Xz o _1(®p) S,
whenever holds (so that S, is defined, and Nm(p)*lkam 7(@p) € O). Note
that Sy, depends on wy; more precisely if w = aw, for some o € O, then
(6.7) Sy = Xiyom—1() Sy -

Alternatively, we may Write Se, = ||2||[Ug~1U], Wher x = w,(ap) € (A%’,)f)>< and
g= ( vy ) € GLQ(A ) so that ||z|| = Nm(p) Nm(w,) ! € Z

(p)
It is 1mmed1ate from the latter description that the operators S, (as levels

F,(p),+’

U prime to p and primes p|p vary) define commuting GLa(A Al )) equ1var1ant auto-
morphisms of M, . . preserving Si . .. In particular the Sy, induce commuting
automorphisms of My . (U; R) preserving Si . (U; R) for all open compact sub-
groups U of GLg(Aﬁf)f) containing GL2(OF,). It follows that the same is true for
Sy assuming (6.6)) holds, but with “automorphism” replaced by “endomorphism.”

6.8. T}, on g-expansions. We now determine the effect of 7}, on g-expansions at
cusps at oo.

Proposition 6.8.1. Suppose that p is a prime of Op dividing p, n is an ideal of
Op prime to p, U is an open compact subgroup of GLo (Ag‘))f) containing U(n), and
let f € My - (U;R). Then

m(To f) = X (@)%, (F) + X —1(@0)1 01, (Sm, )
for allt € (A (p)) and m € (0" In71J,) L U {0}, where x = wgp).

Proof. First note that the inequality implies that x.s(wp) and xj +77L*T(wp)
take values in O, and that each term in the expression is independent of the choice
of @, by and .

To prove the formula, we can once again assume U = U(N) for some (sufficiently
large) N prime to p. Recall that each cusp ¢; € C has two elements in its preimage
in Cy(P) under 75°; we let ¢St (resp. c/') denote the one defined by the triple
(H,H',1) with H = p~tJ; x Op (resp. J; x p~1) and ¢ the inclusion. We then

HBeware the slight inconsistency in notation: @, € F) C (Agf)f)x for vt p, but @, € F* is
diagonally embedded in A;i ¢ for p|p.
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proceed as in the proof of Theorem [6.6.1] to compute the effect on g-expansions of
the morphism (6.4) for ¢ = c* and ¢/’

In the first case, we have 75°(c*) = ¢, 1;, and in the notation of the proof of
Theorem [6.6.1, we have I; = I, = O and

Ji=Ji=p 0 S T =0

is multiplication by w,, as is My = 071y < 07 1J,-1; = M = M,. It therefore
follows from Proposition that the resulting composite in is induced by
e the isomorphism F(§2, Og,) — I‘(:S'\7 Og) corresponding to the identity on
R[[q™]] N1, 0505
* Xm(wyp) : D](SQ,)f,m =Dp 11— D
o the identity AY(L)~" = AY(L) 7Y,
e and the map I'(

P

E=Tmt — “E-Tm

) !
s, Og) — I'(51, Og,) corresponding to

R[[qm]]meN*1M+U{O} — R[[qm]]mGN*1N[1,+U{O}

m m
m P
> Tmq = > Twymq™

We now proceed similarly for ¢}, except that 75°(c}’) is not necessarily a cusp

at oo in the sense of Instead we have 7$°(c}') = p>(cus), where p is the
automorphism of Y defined in and p™ = - ®p,, p~! is the automorphism of C
extending it to Y™, We therefore instead consider the effect on g-expansions of
the composite of the maps on completions defined by S;i and l}

In this case we have J; = Jo = J; and

I, =0F — ]J_l ;> wpp_l =1
is multiplication by @y, as is My = D_lwglth =0y =0V, =M= M.
The composite in (6.5)) is now induced by
e the map I'(S5, Og,) — (S, Og) corresponding to

Rl[q"lmen-—10sc0f0y = BRla™Jmen-1a1,0{0}

Sormg™ — > rmg®em™.
o Xi . +(wy):DP. Do
Xigm—1\@p) - Pp 7 o Tt T
e the isomorphism A?(I) ™! = A?(I;)~! defined by multiplication by ||z| ! =
Nm(p)_l Nm(wp)v
e and the isomorphism I'(:Ss, (’)5;2) = T(S, Og) corresponding to the identity
on R[[g™]]n-1n, {0}
Letting Is = Op, J3 = J4, etc. denote the data associated to the cusp ¢y, it
follows from Proposition [3.7.1(3) that the effect of S;i = Hx||_1[U( vy >U] on

0
g-expansions is given by the canonical isomorphism D](;Zﬁ =Dj = = Dg:ﬁ, the
map on power series induced by the identification M3 :’Mg, and multiplica&ion by

the normalizing factor of ||z = ||« = |=||?.
The proposition now follows from the fact that qc, (7} f) is the sum of the images

of qwgo(c‘;t)(f) and qwgo(c;‘)(f) = qﬂgc(c;‘)(s‘z;i (Swp f)) under the maps in " U
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Corollary 6.8.2. The operators T, commute (for varying p|p such that
holds).

Proof. Suppose that p and g are primes dividing p. By the g-expansion Principle, it
suffices to prove that T}, (T, f) and Tq(T}, f) have the same g-expansions at all cusps
¢; at 0o. Note also that it follows from Theorem and the description of Sy,
as ||z||[Ug~'U] that it commutes with T, and Sz, . Applying Proposition for
both p and q therefore gives
— — —1
T (To(Tof)) = Xrﬁ(wpwq)rfczpt%’q;f(f) + Xﬁz(wp)Xﬁ+m7f(wq)7";p£:flm(5m f)

oot (Swp f) + XE_;_m_i‘(wpwq)T;y;lwq—lm(Swp qu f)a

X1 (@) X (@)

w;lwqm
where y = wgp ). Interchanging the roles of p and q gives the same expression. [

Finally we remark that Proposition gives another proof that T}, coincides
with the classical Hecke operator T} if R is a K-algebra.

7. CORRIGENDA TO [6]

We list here several minor corrections to Sections 7.1 and 7.2 of [6]:

p.33, £.-3: B1(Op,(p))+ should be Bi(Op, ).

p.34, £.2: B1(Op,(p))9U should be B1(Op,)gU”.

p-34, £.4: The description of the bijection assumes U C GLQ(@F).

p.37, £.-3: The reference to [28, Thm. 2.5] should be to Theorem 4.4.10 of
[16] (according to the reference numbering of this paper).

p-38, £.1: Assume throughout that R is Noetherian.

p.41, £.-6: Op, 1 should be OF ..
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