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Cybersecurity poses a serious risk to organizations. To manage and

improve organizational cybersecurity, one needs to have a technical compre-

hension of security threats along with an economic understanding of strate-

gies employed by cyber attackers and defenders. In this dissertation, we take

both empirical and theoretical approaches to deepen our understanding on

the strategies of cybersecurity in three related chapters. First, we conduct an

empirical analysis on publicly observed security incidents and developed an or-

ganizational security rating system. The rating is composed of botnet, spam,

and phishing data from four data sources. By conducting a large-scale field

experiment using the rating system, we find a causal relationship between se-

curity awareness and protection level. Second, we develop a game-theoretical

model that characterizes a real-time dynamic interaction between an uniden-

tified attacker and a defender in Internet Service Provider (ISP) level. Specif-

ically, we propose a Bayesian Nash game in a network security setting. In this
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game, a deceptive attacker tries to maximize its profit, and the defender tries

to detect the attackers identity. Our equilibrium suggests that the strategic

defense of ISP is necessary for the viability of an Internet-based society. Third,

we develop a data-driven prediction model for security event detection. We

construct a large composite dataset of externally observable organizational se-

curity posture and historical cyber incidents. In addition, we use LDA topic

modeling on disclosed annual risk reports from organizations (Form 10-K Item

1A) to extract topic features. By leveraging these data, our model effectively

predicts future security incidents.
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Chapter 1

Introduction

Cybersecurity has become one of the critical issues to individuals, busi-

nesses, and governments. Researchers from academia and industry are con-

tinuously developing technical solutions, such as threat detection/prevention

methods [19, 58], cryptography [20, 79], and access control [65, 81]. Despite

these efforts, there are more organizations than ever falling behind on cyber-

security skills due to rapidly evolving new technologies and lack of proper

training and investments.1 While organizations want the highest level of se-

curity protection, at the same time, they have limited resources2 to invest in

securing and managing their systems. Even with the state-of-the-art security

protection, persistent and sophisticated attackers may come up with new at-

tack methods.3 Considering the cost and benefits, we argue that organizations

will strategically make security investment decisions only when the return on

investment is higher than the associated cost. For these reasons, security prob-

lems cannot be solved without understanding the economic incentives of the

1https://blog.barracuda.com/2017/11/24/more-organizations-than-ever-falling-behind-
on-cybersecurity-skills/

2https://www.forbes.com/sites/franksorrentino/2016/10/25/dont-let-a-lack-of-
resources-compromise-your-cyber-security/

3https://www.cso.com.au/article/582065/perfect-security-setup/
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organizations and stakeholders involved, both on the side of the attackers and

defenders. In this thesis, we introduce three ideas to improve organizational

cybersecurity with empirical and theoretical studies.

In the first chapter, we introduce a data-driven security evaluation

framework using spam and phishing records, and empirically test how orga-

nizations respond to such information. We argue that spam emission can be

considered as an indicator of improper internal control on botnet and malware

infections as well as distorted incentives causing negative externality issues,4

while phishing website hosting behavior can be attributed as a pure negative

externality issue caused by lack of deterrence policy and responsibility.5

The main objective of this study is to find how organizations react

in managing two distinct security issues, spam emission and phishing website

hosting, when (1) they become aware of such problems and (2) the information

is publicized. To achieve the research goal, we conduct a large-scale random-

ized field experiment on 1,262 organizations in six Pan-Asian countries.6 We

collected data from four reputable spam (CBL, PSBL) and phishing (APWG,

Openphish) data sources, then developed a public security advisory website

and an email treatment system. We send out advisory emails to the treatment

group every 2 months, and ask them to visit our website for more detailed

4An externality is a positive or negative consequence (of an economic activity) experi-
enced by unrelated third parties [80].

5Based on the Digital Millennium Copyright Act (DMCA) in the United States, ISPs and
web hosts may not be found liable for content on a website if they meet certain requirements.
https://www.copyright.gov/reports/studies/dmca/dmca executive.html

6List of countries: China, Hong Kong, Singapore, Malaysia, Taiwan, Macau
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information. We track the email opening and website visiting activities to

measure if the target companies received the treatment. With rigorous econo-

metric analysis, we find heterogeneous treatment effects depending on the

characteristics of the security incidents. Organizations in the treatment group

have reduced spam volume after opening the email or visiting the website; on

the other hand, phishing volume did not change significantly.7 This result in-

dicates that (1) the security level can be measured with external data sources,

(2) organizations react to such information based on the incentives, and (3)

we need a stronger security policy on hosting malicious websites.

In the second chapter, we theoretically analyze the strategic interac-

tion between an attacker and defender using a dynamic game model. Game

theory has been widely used in a significant number of security studies, where

strategic agents are taking actions to achieve an optimal outcome [31, 54, 64].

Game-theoretic analysis for security settings help to allocate limited resources,

understand the underlying incentive mechanisms, and balance perceived risks

[54].

We describe a continuous time cybersecurity game between a profit-

maximizing attacker and an uninformed defender who stops the game based on

the noisy observation. The equilibrium of the game characterizes the attacker’s

strategy of balancing the instantaneous profit and the game duration. In

the equilibrium, the defender disconnects the counterpart when the updated

7Please see 2.4 for the detailed results.
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suspicion level is above a threshold that is endogenously determined. Our

analysis implies that strategic defense of Internet Service Providers (ISPs) is

necessary for the viability of the Internet-based society.

Using this theoretical foundation, we propose a business model called

managed security service with warranty (MSSW) which can be provided by

Internet service providers (ISPs). In addition to the traditional Internet con-

nectivity service and managed security service, the MSSW provides cyber in-

surance (warranty) service in case of security breaches. In other words, the

provider will take responsibility for the protection service they provide in case

of failure.8 This model can be especially attractive to small and medium busi-

nesses (SMBs) with limited resources for in-house cybersecurity investment.

Unlike large companies who can afford well-trained, in-house security profes-

sionals, SMBs do not have such resources, which ended up resulting in frequent

cyberattacks.

In the last chapter, we develop data-driven prediction models for se-

curity event detection. While organizations can use their internal monitoring

systems to predict their own cyber risks, it is hard for external entities such

as investors to predict such security incidents of the firms of interest. In this

context, our model can predict data breaches leveraging publicly available

datasets without internal investigation. The dataset is collected from three

different perspectives to observe various signs of insecurity. First, we collect

8There is no MSSP who provides compensation in case of data breach as of May 2018.
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data on malicious activities such as spam, phishing, and botnet. These infor-

mation can be used as proxies of defense level for organizations [40]. Next,

we gather 10-K annual report documents from publicly traded U.S. firms.

The documents are analyzed using LDA topic modeling to extract all IT re-

lated risks.9 Lastly, we collected cybersecurity incident records such as Pri-

vacy Rights Clearinghouse (PRC)10, VERIS Community Database (VCDB)11

and Hackmageddon.12 With these multidimensional data, we develop secu-

rity breach prediction models with various classification algorithms including

deep neural networks, kNN, and random forests. Our best performing neural

network model marks an AUC score of 76.

9The term IT risk widely includes system performance related risks and network security
related risks.

10https://www.privacyrights.org/
11http://veriscommunity.net/vcdb.html
12https://www.hackmageddon.com/
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Chapter 2

Information Disclosure and Security Policy

Design: A Large-Scale Randomization

Experiment in Pan-Asia

2.1 Introduction

Cyberattacks are imposing serious threats to individuals, organizations,

and our society at large. Even with technological advances in secure software

and hardware, we are still experiencing an ever-increasing number of cyber-

attacks. It is well known that this suboptimal situation in cyberspace is due

partly to negative externalities, information asymmetry, and misaligned incen-

tives [4]. This motivates us to explore more effective ways in which to enhance

the security awareness of organizations and the public and create proper incen-

tives with which to achieve secure cyber environments. In a recent U.S.-based

field experiment, He et al. [40] showed that publicizing the security rankings of

organizations against email spam may heighten such organizational awareness

towards security issues. Given that cybersecurity is a global issue and each

region has its distinct economic and societal environments, there is a need

to extend the economics of cybersecurity literature by incorporating various

international environments. Specifically, in this chapter, we focus on Pan-

Asian countries which show significant economic development as well as rapid

6



adoption of technologies.

2.1.1 Cybercrime and Related Ordinances in Pan-Asian Countries

According to AIAs Landmark Healthy Living Survey, adults in Hong

Kong spend an average of 3.7 hours per day on the Internet. With in-

creasing Internet users, cybercrime is becoming a growing concern. Several

pieces of legislation introduced in Hong Kong to fight cybercrime are the

Computer Crimes Ordinance enacted in 1993, Telecommunications Ordinance

(Cap. 106), Crimes Ordinance (Cap. 200) and Theft Ordinance (Cap. 210),

which has been extended to cover computer crimes. However, these pieces of

legislation have not been amended or updated for quite some time and are not

particularly applicable against the modern and ever-more-complex cybercrime

landscape. Another relevant piece of legislation is the Unsolicited Electronic

Message Ordinance (UEMO), enacted in 2007 to cover spam. However, there

is no legislation that deals with newer types of cybercrimes such as phish-

ing. The Hong Kong Monetary Authority regularly issues statements warning

against fraud and phishing cases. The Legislative Council also cites phishing

and botnets as the main causes for a 405% increase in IT security incidents

over the four years ending in 2015. Considering that phishing has been recog-

nized as a serious threat to businesses and households, it is rather surprising

that there is still no direct legislation to deal with this type of crime. Japan

has thorough anti-spam legislation in the Act on Regulation of Transmission

of Specified Electronic Mail (2009) and has legislation applicable to phishing.

7



As a result, Japan only saw computer-related crimes to be accounted for only

0.02% of the GDP in 2015. While the degree of legislation on cybercrime

varies across Pan-Asia (see Appendix 1 for more information), countries such

as South Korea, Singapore, and Malaysia have effective cybercrime legislation

in place. They provide legislation covering generic cybercrime while also cov-

ering more complex crimes such as fraud, spam, and phishing. This balance

between breadth and depth in legislation is something that Hong Kong and

other countries in the region can learn from and adapt for own legislative use

in the future to keep up with the complex and evolving nature of cybercrime.

2.1.2 Motivation and Contribution

Motivated by the unique nature and increasing importance of Pan-

Asian countries, we extend the work of He et al. [40] by conducting a ran-

domized experiment in this region to test the impact of the publication of

security information on security improvement. Specifically, we developed an

information security score that reflects an organization’s preparedness in terms

of cybercrimes. In a manner similar to Moodys and Standard and Poors credit

ratings, we build a security evaluation system that can be used as an indicator

of the security vulnerabilities of the organizations. The score is constructed

from processing large-scale, real-time cyber incident data points from spam

emission(CBL, PSBL) and phishing website hosting (APWG, OpenPhish) ac-

tivities. We argue that organizations would tend to deprioritize security issues

when the problems are less likely to directly harm themselves, even though

8



they create negative externalities to the outside of the companies [4, 68, 78].

Spam and phishing cause significant cost to the email recipients and phish-

ing website visitors, where a significant portion of them are from the outside

the organizations. However, there is a notable difference between sending out

spam mails and hosting a phishing website. Most spam emails are being sent

from Internet connected devices which are compromised by bots [56]. Having

bots installed on a company-owned machine may indicate that the organiza-

tion lacks proper security protection mechanisms . It also means that there is

a high possibility of other malware which can be used to harm internal system

or steal sensitive data. Thus organizations generating large outbound spam

volume can be regarded as ones with insecure information systems. Accord-

ing to our 2017 CBL spam feed, we found that about 55.8% (585,808) among

the spam emitting IP addresses (1,048,575) are infected by bots. Depending

on the type of bots, the compromised machines can access and steal sensitive

internal data and/or participate in DDoS attacks.

Comparing to spam, phishing websites have different underlying mech-

anisms. While spam can be intermittently emitted by infected computers,

phishing websites can only be hosted on dedicated web servers that are op-

erated by the web hosting services. In other words, these phishing websites

can be hosted on legitimate hosting services or hijacked websites, depending

on the type of attackers. We argue that the organizations hosting phishing

websites are more likely to have insufficient security policies and moral hazard

against externality [4, 78]. According to our collected data in the focal Pan-
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Asian countries, we observe that, among 319 phishing URLs appearing more

than three times during 2017, 41.8% of URLs were from legitimate domain

(hijacked), and 58.2% was self-registered, or using free hosting companies do-

mains. As phishing attacks involved with the use of legitimate web servers, we

expect to observe a different treatment effect on the phishing website hosting,

comparing to that of spam emission.

Based on collected spam and phishing data and the associated ranking,

we conducted a large-scale randomized field experiment (RFE) to investigate

whether informing and publicizing the proposed security score induces an im-

provement of the organizational security level, which can be measured by the

number of reported cybercrime records originated from their networks. To sup-

port the experiment, we developed a public treatment website, cybeRatings

(https://cyberatings.is.cityu.edu.hk/), to show the scores and rankings of or-

ganizations from six Pan-Asian countries and districts (Hong Kong, Mainland

China, Singapore, Macau, Malaysia, Taiwan, and Macao). The organizations

in the treatment group received three bi-monthly security advisory emails in

July, September, and November 2017. The email includes the focal companys

security performance report and a personalized URL link for the detailed infor-

mation in the public website. By visiting our treatment website, the subjects

can notice that their security performance is publicized. In addition, with the

search function, people can check other companies performance score. Fur-

thermore, we implemented tracking system for both email and website. This

enables us to measure treatment effects more precisely by looking at the sub-

10



jects decision on opening emails and visiting websites. For example, we cannot

expect any treatment effects on the companies who never opened our email,

or visited website.

Our empirical results show the treatment induced a significant reduc-

tion on spam volume, which is consistent with the results from He et al. [40].

In addition, we observed higher treatment effects on companies who actually

opened our treatment email, and even higher effects on the organizations who

proactively visited our treatment website. Interestingly, we have not observed

any significant effect on phishing volume reduction. This may indicate that

companies have different incentives in dealing with phishing websites.

This chapter contributes to the literature as following: (1) We publish

the first security index website in the Pan-Asian region, using entire population

of organizations in 6 target countries who own at least one ASN and valid

email address. (2) From rigorous field experiment, we suggest an effective

cyber policy design to deal with possible internal threat from botnet, and

externality issues on phishing hosts. (3) By using email tracking and web

analytics tool, we conduct regression analysis.

2.2 Literature Review

2.2.1 Security Investment Strategies

Researchers from information systems, computer science, and economics

are eager to find more efficient solutions to deal with the emergence of endless

cybersecurity threats. The root causes of burgeoning cybercrime are discussed

11



from both technical and economic perspectives. The potential causes include:

(i) technical vulnerabilities on the part of organizations, (ii) insufficient eco-

nomic motivations to counter cybercrimes, and (iii) lack of effective legislation.

Without adequate information security measures (e.g., insecure cryptographic

protocols, missing anti-virus software), organizations become easy targets for

security attacks [5]. To combat technical vulnerabilities, a number of solutions

are proposed, for example, spam filtering [18, 26], intrusion detection systems

[30, 50, 62], and digital forensics [21, 77]. However, maintaining good infor-

mation security requires significant investment [34]. Thus, without economic

motivation, organizations are reluctant to invest in security infrastructure and

countermeasures [4].

As cybersecurity threats are unexpected events and thus hard to pre-

dict, it is sometimes difficult to quantify the returns of investment in security

adoption [34, 83]. Many organizations do not realize the threats of emerg-

ing sophisticated cyberattacks and usually adopt a wait-and-see approach in

security investments until a huge security incident significantly affects them

[22, 34]. Cyber insecurity is partially due to underinvestment, which is the

result of distorted incentives by asymmetric information, network externality,

and moral hazard [3, 10]. Legislation can also be a good way to curb cyberat-

tacks to heighten public awareness against cybersecurity threats [29]. Existing

works such as Moore and Clayton [55], Quarterman et al. [61], and Tang et

al. [76] have documented that security information publication helps improve

Internet security condition in the country level. Furthermore, He et al. [40] ex-
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tended the literature by proposing an organizational-level security evaluation

framework to alleviate the security information asymmetry issue. Specifically,

the authors designed a policy for organizations security information disclo-

sures to provide more economic motivations for organizations to improve their

Internet security protection. Such disclosure of information helped reduce the

information asymmetry issue within organizations. Due to insufficient inter-

nal resources and policies, organizations may not have a full understanding of

their security problems [29]. In addition, the theory of asymmetric informa-

tion predicts that organizations will underinvest on cybersecurity when their

customers cannot distinguish companies with strong security from those with

weak security. Publicizing evaluation reports can force organizations to raise

their cybersecurity awareness for the fear of losing customers to their competi-

tors [33, 76]. Furthermore, an industry-level, peer-ranking system may put

peer pressure on organizations. In this case, organizations with poor perfor-

mance could face more pressure from their peers.

2.2.2 Studies on Cyberattacks

To evaluate organizations security levels, this research collected data

on two common online scams, namely spamming and phishing. Spam usu-

ally consists of unsolicited bulk messages sent out by advertisers to promote

their products. Many countries have enacted laws to prevent the spread of

spam (e.g., the CAN-SPAM Act in the U.S. and UEMO in Hong Kong).

However, adversaries usually use a network of compromised computers (also
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known as botnets) to send spam, which can make it difficult to identify the

real spammers. Collecting spam data from CBL and PSBL anti-spam block

lists, Quarterman et al. [61] developed a public website, SpamRanking.net, for

the spam rankings of U.S. companies. Apart from spam, phishing is another

one of the latest online crimes that poses a huge threat to financial communi-

ties. Bose and Leung [15] conducted research to assess phishing preparedness

of Hong Kong banks and compare the performance with the counterparts in

Singapore. The study found that companies in both regions perform well in

handling bogus phishing websites but need further improvement in handling

phishing emails. Also, government advocacy plays an important role to en-

courage organizations to adopt adequate counter-phishing security measures.

Apart from government advocacy, a more in-depth study conducted by Bose

and Leung [16] finds that the antecedent factors for firms to adopt counter-

phishing measures include credit rating, frequency of phishing attacks, and

proliferation of online banking. To maintain the reputation of firms in the

area of online banking, organizations tend to adopt more sophisticated anti-

phishing measures to safeguard the online security of customers. Adoption

of anti-phishing measures may provide a signaling effect to customers that

the firms are caring and technologically advanced [17]. Botnet is a neologism

combining robot and network. It refers to a collection of computer networks

that are contaminated by malware (e.g., virus and Trojan) and controlled by

an adversary [73]. After gaining control of a network of computers, the ad-

versary usually use botnets like a group of robots to launch various security
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attacks, such as spam, phishing, and denial-of-service attacks. The victims

whose computers are contaminated by malware are usually unaware that their

computers are being used by the adversary to launch various cyberattacks;

such computers are termed zombie computers. Because an adversary uses re-

mote zombie computers to launch cyberattacks, it is very difficult for legal

authorities to catch the actual adversary or person. Furthermore, it is diffi-

cult for persecutors to collect evidence showing that the adversary launched

the cyberattacks. Companies with a weak information security infrastructure

have a higher chance of being attacked by malware and becoming a part of a

botnet. Therefore, it is important that firms regularly check their corporate

information security to ensure that it is up-to-date. While conducting this

research, we contacted and received reliable sources of data from international

spam and phishing organizations. Based on the volume of spam and phish-

ing from registered domain networks, as measured by ASNs, we developed an

information security index that can reflect the security status of a company.

As some firms are unaware of their security status, public disclosure of such

information may help the firms better evaluate their information security in-

frastructure. With more information, firms may adopt better security policies

and advanced security systems. Hence, it may help firms strengthen their

security over time.
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2.3 Experiment Design and System Implementation

Hundreds of thousands of personal and business banking details are

phished by fake emails and websites. Computers and servers infected with

malware or viruses are turned into remotely controlled botnets to send out

spam or contribute to DDoS attacks. Email continues to be a popular and

effective delivery method for spam, phishing, malware, and, most recently,

ransomware. Overall, the proportion of emails that include malware, viruses,

or even ransomware is rising dramatically. An organizations Internet security

condition is a latent variable that cannot be measured directly. One way to

estimate it is by using perceptible data, such as outbound malicious emails and

phishing feeds. Symantecs MessageLabs published the 2016 Internet Security

Threat Report, which indicates that the global spam volume per day was 24.7

billion messages with an overall email spam rate of 53% in 2015 (Symantec

2016). Among these messages, over 50% of the spam volume was sent by

botnets. These infected computers and servers may be used by adversaries as

a medium for even more serious cyberattacks, such as phishing, DDoS attacks,

identity thefts, hacking, data breaches, and data alterations. Security attacks

originating from a corporate network can be a good indicator of weak security

infrastructure. In this research, we use: (1) the volume of outbound spam,

and (2) real-time phishing intelligence feeds from data sources to construct a

comprehensive information security indicator. A voting system Borda count

method [1] is used to derive a composite ranking from four constituent rankings

from each data source. Organizations with higher Borda counts are ranked
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higher, indicating a low security level. All organizations with no volume are

ranked equally with the lowest rank.

2.3.1 Large-Scale Randomized Field Experiment

In order to causally test whether publicized security information will

induce firms awareness towards their corporate security, and improve their

protection level over time, we employ RFE along with econometric analysis as

the main evaluation methodology. RFE, also known as randomized controlled

trial (RCT), is a well-established evaluation methodology in social science for

policy interventions, where the findings can be explained by different factors

associated with the interventions or the evaluation [42]. The main advantage

of this methodology is the capability of detecting causal relationship in a nat-

urally occurring environment. The subjects in the experiment fall into two

equal-sized statistically homogeneous groups, which are divided with strati-

fied and match-pair randomization [57]. The grouping is summarized in figure

2.1. In the control group, there was no treatment. In the public group, three

treatment emails were sent to relevant contacts in IT department within each

organization to inform their security evaluation results. Each treatment email

includes the organizations spam and phishing data, such as total spam mail

and phishing website volume, peer rankings in the corresponding industry sec-

tors or certain region, as well as a hyperlink to a designated webpage for the

treated organization.
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Figure 2.1: Design of the Randomized Field Experiment

2.3.2 Data

Firstly, we collected a full list of 1930 registered ASNs information from

the target countries. After mapping the ASNs to registered company names,

we created a list of 1293 organizations who own at least one ASN. Lastly, we

manually collected and validated corporate email addresses from those orga-

nizations, and finalized the list of 1262 organizations. It is important to point

out that our field experiment was conducted with a full population of organi-

zations who own at least one registered ASN and a valid email address in six

Pan-Asian countries and districts. Table 2.1 shows the number of companies

in each country. Figure 2.2 shows the architecture of the entire experiment

system. The system is concurrently hosted by the Center for Research on

Electronic Commerce (CREC) of the McCombs School of Business at The
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Table 2.1: Number of organizations for each country and district

countries and
districts

number of
organizations

control Group treatment Group

Hong Kong 309

631 631

Mainland
China

309

Singapore 264
Malaysia 171
Taiwan 138
Macau 4
Others 67
Total 1262 1262

University of Texas at Austin and the Department of Information Systems at

the City University of Hong Kong.

The system collects malicious email and website data on a daily basis

from various sources: (i) spam/phishing email data from Spamhaus Compos-

ite Blocking List (CBL) and Spamikazes Passive Spam Block List (PSBL), (ii)

phishing website data feeds from the Anti-Phishing Working Group (APWG)

and OpenPhish. CBL and APWGs daily reports are collected to spam and

phishing data collector, topaz server, through rsync (a Unix-based file syn-

chronization program), while PSBL and OpenPhish real-time data feeds of

the actual spam, phishing contents are stored in topaz server through Inter-

NetNews (inn2). Each spam block list provides daily reports on the total

spam volume associated with a complete list of spamming IP addresses. In

addition, CBL provides botnet information when available. The data cover
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Figure 2.2: System design and implementation

more than eight million IP address, over 190,000 netblocks, and around 21,000

ASNs for 200 countries. PBSL has relatively smaller daily volume compared

to CBL, but it provides full email information including raw email header,

body, and attachments. APWG provides phishing feeds via eCrime Exchange

service and data feeds through phishing data repository (e.g., open and end

date, URL, Confidence Level, IP address, etc.). OpenPhish offers daily free

phishing intelligence feeds from multiple streams and the analysis is done by

applying several prominent phishing detection algorithms. The data reposito-

ries of OpenPhish include phishing URL, targeted brand, IP address, country

code, ASN info, top-level domain, and discover time. In addition, from raw

IP-level data, the organization-level data need to be constructed in order to

evaluate an organizations security conditions. Thus, there are three levels of

mapping: from IP to netblock; from netblock to ASN; and finally from ASN to

organization. With this mapping, it is possible to trace the host organization
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of spam mail and phishing websites.

2.3.3 Treatment Channels

Email and website, which are two main treatment channels, play im-

portant roles in the experiment design. The email sending system is developed

to compose and to send advisory emails bi-monthly to treatment group with

customized organizational security reports and URL links to access security

ranking web pages. Each security report includes past 3 months of spam vol-

ume, number of newly discovered phishing hosts, and peer rankings in the

corresponding countries and industry sectors. We provide unsubscription op-

tion for organizations who no longer want to receive these emails. By the

end of experiment period, we received 2 unsubscription requests, and these

organizations were excluded from the analysis.

In addition to the email system, a public website is created to provide

organizational security reports to treated organizations and the general public.

Visitors can search organizations by names, ASN, industry codes, and country

or district names. In the target organizations page, users can select target

months from May 2015 to December 2017, and data type (combined overall,

CBL, PSBL, APWG, and OpenPhish ). It shows daily, monthly volume,

and the rankings of firms from three dimensions, namely organization level,

industry level, and country level. The website is currently constructed on

Microsoft Azure platform to give access to countries who have limited access

to the Internet due to the censorship.
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Our website outperforms several existing ones (e.g., CBL, Spamhaus,

and Cisco) in multiple perspectives:

1. It gives a more complete picture by including smaller spammers. In

addition to the top 10 or top 100 spam senders, there are still a lot

of organizations sending out a significant amount of spams every day,

according to aforementioned data source. Also, organizations who do

not have outgoing spam or phishing activities are searchable.

2. It provides organizational-level information on spam and phishing infor-

mation. Given that many organizations operate multiple Autonomous

System Number (ASNs), the metric will combine ASN-level data into

organizational one.

3. Instead of snapshot data, it provides continuous and dynamic security

information over a long time period from various data sources. With the

longitudinal data, people can see how an organizations security situation

evolves.

4. It provides unique security ranking data by industry sectors. To correctly

define the close competitors, a unified standard industry classification

should be enforced such as HSIC (Hong Kong Standard Industrial Clas-

sification18) to all Pan-Asian countries in the sense that it is modeled

on the United Nations International Standard Industrial Classification

of All Economic Activities Revision 2 (ISIC Rev. 2).
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2.3.4 Treatment Response Tracking

Besides the website, email tracking and web analytics tools are de-

ployed to check whether employees of an organization have visited the website

and become aware of their information security status. Tracking information

enables us to perform multiple regression analysis such as Difference in Differ-

ence analysis and two-stage least square analysis in Section 2.4. A powerful

email management tool Sendgrid is used to track the responses from the treat-

ment group. It provides information for several email related activity including

delivery, open, and click. We first check whether the email is successfully de-

livered to the target mailbox or not. Once it is delivered, the system tells us

the information of email opening activity, such as time and IP addresses used

to open the email. Also, we track whether the internal links to websites are

clicked or not. However, depending on the webmail tool, there are some cases

opening action is not traceable. In those cases, we use click information which

is always traceable with unique URL link embedded in each email. Web ana-

lytics using Piwik is conducted to observe visitor behaviors on the treatment

website. We track visitors IP address, location, date and time, opened pages

(URLs), duration of visit on each page. By using all available information, we

map visitor information to matching organization.

2.4 Empirical Analysis

Our data include 1,262 organizations from 6 Pan-Asian countries and

districts: Hong Kong, Mainland China, Singapore, Macau, Malaysia, Taiwan,
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Table 2.2: Summary statistics of main variables for empirical analysis.

description mean std. max min
cv CBL volume 151661.8 2269080 1.00e8 0
pv PSBL volume 147.9001 2698.253 157765 0
av APWG volume 0.2372 6.1761 456 0
ov OpenPhish Volume 0.3249 3.1254 105 0

Number
of IPs

Total number of IP
addresses owned
by each company

610223.4 7273093 2.33e8 0

HSIC
Hong Kong Standard
Industrial Classification
Code

960299 50000

if opened
emails

if an organization has
opened a treatment
email on or before this
month

0.2062 0.4048 1 0

if visited
website

if an organization has
visited our website on
or before this month

0.07080 0.2566 1 0

and Macao. Among them, 631 organizations are randomly selected in the

treatment group and the rest are in the control group. Since July 2017, we

sent out a batch of security information emails to organizations in treatment

group every two months. Overall, 565 out of 631 treatment organizations have

successfully received at least one treatment email. As a result, we use these

organizations and their corresponding control organizations as our empirical

analysis data set, total of 1,130. Table 2.2 is the summary statistics of main

variables in our analysis.
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Table 2.3: Baseline comparison for internal validity

no control industry fixed effects K-S prob (P value)
ln cv 6 0.06324 0.05203 0.934

(0.2123) (0.2122)
ln pv 6 0.05482 0.05312 0.998

(0.07841) (0.08130)
ln ov 6 0.02460 0.02558 1.000

(0.01978) (0.02089)
ln ov 6 0.003235 0.003348 1.000

(0.007080) (0.007499)
ln ip -0.1309 -0.1580 0.880

(0.2407) (0.2483)
if social 5.241e-4 9.156e-4 1.000

(0.02719) (0.02742)
HSIC2 1.000

2.4.1 Difference-in-Differences analysis

For the empirical analysis, we use companies spam and phishing vol-

ume from July 2017 to December 2017 as companies security measures after

our experiment intervention. If an organizations security condition has im-

proved, we would expect its spam and phishing volume to decrease compared

with those of control group after our treatment. With the panel data set of

organizations spam and phishing information from Jan 2017 to Dec 2017, we

apply Difference-in-Differences (DID) model to estimate the treatment effect

of our email notification. In particular, email treatment dummy equals to 1

if an organization i is in treatment group and it has successfully received the

treatment email in month t. Specifically, the ordinary least squares (OLS)
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Table 2.4: DID analysis on monthly security measures

ln(cv) ln(pv) ln(av) ln(ov)
(1) (2) (3) (4)

Email treat -0.201* -0.0237 0.0464 0.00577
(0.115) (0.0659) (0.0291) (0.0353)

Organization fixed effects yes yes yes yes
Month fixed effects yes yes yes yes

Constant -1.256*** -3.940*** -4.439*** -4.350***
(0.0570) (0.0355) (0.0187) (0.0206)

Observations 13,560 13,560 13,560 13,560
Number of company 1,130 1,130 1,130 1,130

regression function is as follows:

yit = α0 + α1emailit + θi + σt + εit (2.4.1)

where yit is one of the security performance measures in our data set. From

Table 2.3, we can see the distributions of all main variables are highly skewed,

so we use log transformed spam or phishing volume as our dependent variables.

Specifically, using CBL spam volume as an example, our dependent variable

in analysis is ln(cv) = log(cv+ 0.01). In this function, α1 is our main variable

of interest. If α1 is negative and statistically significant, then compared with

organizations in control group, the security performance of those in treatment

group has improved after our email intervention. In order to control for orga-

nizations time-invariant unobservable characteristics and temporal variation,

we also include organization specific (θi) and month (σt) fixed effects in our

regression.
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The main results are reported in Table 2.4. We can see that among dif-

ferent security performance measures, our email treatment only significantly

influences organizations outbound spam volume measured by CBL. The esti-

mated treatment effect for PSBL spam volume is negative but not statistically

significant. On the other hand, for phishing information, there is no evidence

showing that our intervention will motivate companies to reduce their phish-

ing volume. The results support our proposition that organizations will have

different responses to spam and phishing information. While organizations

care about their own potential security issues, they are more reluctant to solve

their problems which may bring negative impact to the rest of the world. This

can be explained by the negative externality of information security [4].

2.4.2 Heterogeneous Treatment Effects

One possible reason of the insignificant results is that many organi-

zations do not have positive spam or phishing volume during the period of

our experiment. As security condition is a relatively hard characteristic to be

observed; our existing security measures could not evaluate all organizations

cyber security conditions in a very accurate way. Though these organizations

security protection levels may have changed, we may lack the ability to pre-

cisely measure the difference in our current experiment. Please see detailed

numbers in Table 2.5. About 40% of all organizations in our data set show

positive spam volume based on CBL. However, only about 22% of them have

positive spam volume based on PSBL. For the two phishing volume measures,
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Table 2.5: Number of organizations in control and treatment groups with
positive spam or phishing volume

Number of orgs
Number of orgs with
positive volume before
experiment (treatment)

Number of orgs with
positive volume before
experiment (control)

cv 1130 228 230
pv 1130 131 120
av 1130 31 27
ov 1130 46 43

there are only about 5% and 8% of organizations with positive volume respec-

tively.

For the reason mentioned above, we repeated the analysis above using

subset of organizations with positive spam and phishing volume in the be-

ginning of our experiment. If our treatment emails are effective, we should

observe that spam or phishing volume from these organizations have a larger

reduction after the experiment. The results are reported in Table 2.6. Com-

pared with data in Table 2.4, we find that the magnitude of the treatment

effect for CBL spam volume is larger. More importantly, the treatment effect

for PBL spam volume is significantly negative and the magnitude is very close

to that of CBL. This further indicates that our email treatment motivates

organizations to improve their security protection, leading to less outbound

spam volume. However, for the phishing performance, we still could not find

evidence of reducing phishing volume.
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Table 2.6: DID analysis on monthly security measures with non-zero metrics
organizations

cv (log) pv (log) av (log) ov (log)
(1) (2) (3) (4)

email treat -0.4591* -0.4381** 0.4931 -0.2563
(0.2428) (0.2119) (0.3875) (0.3944)

organization fixed effects yes yes yes yes
month fixed effects yes yes yes yes

constant 3.388*** -1.896*** -1.998*** -1.662***
(0.1276) (0.1367) (0.2844) (0.2320)

observations 5,472 3,144 744 1104
number of company 456 262 62 92

2.4.3 Two-stage Least Squares Analysis

One potential reason of the relatively weak treatment effect is that em-

ployees of these treated organizations may not actually think over our emails.

For example, the successfully delivered emails may not be opened at all. On

the other hand, some organizations may pay more attention to our treatment

by visiting our website through the link in the email.

Table 2.7 shows the organizations responses on our treatment by track-

ing data from email tracking tool (Sendgrid) and web analytics tool (Piwik).

In the table, treatment group is divided into two subgroups, based on spam

and phishing records in 2017. Among 565 organizations who successfully re-

ceived our treatment email, 257 (45.5%) had emitted at least one spam email

or hosted at least one phishing website. Email opening rate shows that 6%

more organizations who have zero volume endogenously decided to open the
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Table 2.7: Email open/website visit counts among 565 companies who received
our treatment email.

Number of organizations in the treatment group
Volume from

all data sources
Total

Opened Email
(/Total )

Visited website
(/Open )

Multiple Visits
(/Visit )

Orgs with no
spam & phishing

308 150 (48.7%) 44 (29.3%) 33 (75.0%)

Orgs with 1+
spam/phishing

257 110 (42.8%) 32 (29.0%) 25 (78.1%)

Total 565 260 (46.0%) 76 (29.2%) 58 (76.3%)

email titled Security Advisory Report for (organization name), sent from email

address advisory@cityu.edu.hk . It tells us that organizations who have better

protection care more about security related news (Z-score = 1.4011, p-value =

0.08076, one-tailed). However, once the email was opened, website visit rates

and multiple visit rates are nearly identical within the minimal error rate (±1)

between the two groups.

One econometric challenge of estimating these treatment effects is that

these actions including opening emails and visiting website are endogenously

determined by treated organizations. Directly estimating the regressions with

the corresponding dummies may lead to biased estimators. Taking advan-

tage of our randomization, we use the dummy variable indicating whether the

security measure is from a treatment organization after July 2017 as an instru-

mental variable (IV) for organizations decisions to open an email or to visit

our website. Since only organizations in the treatment groups can receive our
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Table 2.8: 2SLS for treatment effects on opening treatment emails

ln(cv) ln(pv) ln(av) ln(ov)
(1) (2) (3) (4)

open a treatment email -0.591* -0.165 0.120 0.00636
(0.346) (0.190) (0.0874) (0.104)

organization fixed effects yes yes yes yes
month fixed effects yes yes yes yes

constant -1.256*** -3.940*** -4.439*** -4.350***
(0.0570) (0.0355) (0.0187) (0.0206)

observations 13,560 13,560 13,560 13,560
number of company 1,130 1,130 1,130 1,130

treatment emails, so monotonicity condition is satisfied in our case. Then we

apply two-stage least square regression (2SLS) to estimate the local average

treatment effects of opening our email and visiting our website (Imbens and

Angrist, 1994). The specific regression functions are as follows:

D∗it = γ0 + γ1emailit + εit (2.4.2)

with the observed email opening or website visiting indicator, Dit related to

the unobserved latent index, D∗it , by

D∗it =

{
1, D∗it > 0

0, D∗it <= 0.
(2.4.3)

And the dependent variable yit is related to the treatment by the equation

yit = β0 + β1Dit + µit. (2.4.4)

The results for the local average treatment effect of opening an email and vis-

iting our website are reported in Table 2.8 and Table 2.9. All the standard
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Table 2.9: 2SLS for treatment effects on visiting our website

ln(cv) ln(pv) ln(av) ln(ov)
(1) (2) (3) (4)

visit treatment website -1.931* -0.539 0.392 0.0208
(1.141) (0.624) (0.290) (0.340)

organization fixed effects yes yes yes yes
month fixed effects yes yes yes yes

constant -1.256*** -3.940*** -4.439*** -4.350***
(0.0572) (0.0355) (0.0187) (0.0206)

number of observations 13,560 13,560 13,560 13,560
number of organizations 1,130 1,130 1,130 1,130

deviations are robust and clustered at company level. Similar to the results

in Table 4, only the coefficient of companies spam volume based on CBL is

negative and significant. However, the magnitude of the coefficient is much

larger (-0.591 and -1.931), indicating that organizations who indeed opened

the emails and visited our website tend to perform better. More specifically,

outbound spam volume from organizations which opened our emails has de-

creased by 44.1% and that from organizations which visited our website is

reduced by about 85.4%. There can be two potential mechanisms to explain

our results: 1. Only organizations which opened our treatment emails have

received our treatment, leading to enhanced security performance; 2. Organi-

zations who chose to open our emails or even visited our websites are those

who are more vigilant about potential security threats. Hence, they are more

likely to improve their security safety measures after receiving our treatment

emails.
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Table 2.10: 2SLS for treatment effects on opening treatment emails with non-
zero metrics organizations

ln(cv) ln(pv) ln(av) ln(ov)
(1) (2) (3) (4)

Open a treatment email -1.440* -2.016** 1.182 -1.451
(0.811) (0.832) (1.209) (1.964)

Organization fixed effects yes yes yes yes
Month fixed effects yes yes yes yes

Constant 3.388*** -1.896*** -1.998*** -1.662***
(0.127) (0.139) (0.284) (0.232)

Number of observations 5,472 3,144 744 1,104
Number of organizations 456 262 62 92

Table 2.11: 2SLS for treatment effects on visiting our website with non-zero
metrics organizations

ln(cv) ln(pv) ln(av) ln(ov)
(1) (2) (3) (4)

Visit treatment website -4.915* -7.989** 5.403 -3.824
(2.836) (3.940) (6.840) (5.446)

Organization fixed effects yes yes yes yes
Month fixed effects yes yes yes yes

Constant 3.388*** -1.896*** -1.998*** -1.662***
(0.128) (0.143) (0.290) (0.232)

Number of observations 5,472 3,144 744 1,104
Number of organizations 456 262 62 92
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2.5 Discussion and Concluding Remarks

Using a large-scale randomized field experiment, we empirically study

how security evaluation publication affects organizational security levels in

Pan-Asian countries and districts. To measure the pre- and post-experimental

information security risk level of the organizations, we use two distinct per-

ceptible cyberattack data: outbound spam volume and phishing websites. To

increase security awareness in the general public and increase economic mo-

tivations on the part of organizations, security performance rankings were

published on our project website. In doing so, an organization with a weak

information security level may have faced a threat of reputation loss among

customers. From a series of regression analysis on two different types of se-

curity attacks, we found evidence that the security report publication has a

statistically significant effect in reducing spam volume. The treatment effects

gradually increased from receiving emails (results from DID) to opening emails

and visiting the website (results from 2SLS).

On the other hand, we do not find a statistically significant effect on

phishing website hosting behavior. There are two possible explanations for

this: First, web hosting companies do not have economic incentives to elimi-

nate phishing websites as they are legitimate customers of the hosting services.

This can be considered to be a negative externality issue. Second, there is a

lack of strict phishing-related policies in Pan-Asia compared to those geared

toward spamming activities, and those in force impose less liability risk for the

website hosting services. Following this line, some ISPs and hosting services
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have policies which pass responsibilities on to their customers. Although we

did not have statistically significant results in phishing reduction, we observed

anecdotal cases in which our treatment induced positive changes: among 46

treated companies who hosted phishing websites according to OpenPhish data,

six of them actually eliminated all phishing websites within one or two months

after their first response (opened an email and/or visited the website) to our

treatment. Based on the other phishing data from APWG, among 31 organi-

zations hosting phishing websites, four addressed the issues fully. This may

suggest that the provided information was appreciated and induced a certain

level of improvement in the subjects security protection level. To summa-

rize, our results from the empirical analysis suggest that security monitoring

websites, such as cybeRatings, can be effective in terms of reducing botnet ac-

tivities represented by outgoing spam volume. At the same time, we observed

that organizations have different incentives in terms of managing phishing at-

tacks. This has a policy implication in that stronger regulations may be needed

to internalize the negative externalities resulting from organizations hosting

phishing websites.

As a functional direction, we are currently preparing multiple exten-

sions of our experiment in terms of communication channels and scope. First,

we will use massive social media platforms (e.g., Twitter, Facebook, Weibo,

and WeChat) to share the security reports with the treated organizations.

One unique advantage of using a social media treatment compared to an email

treatment is that social media are closely followed by customers and strategic
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partners. As such, information disclosure on social media may lead to more

pronounced reactions from the treatment organizations. In addition, by using

direct messages in social media channels, deliverability could be improved from

the relatively low email opening rate (46%). In order to avoid some spillover

effects to the control group, the treatment effect on social media will only be

applied to the public treatment group. The effect of social media treatment

can be measured by the difference between organizations who only received

treatment emails and those whose security reports are also disseminated via

social media.

The second extension is to expand the scope of the experiment. Orga-

nizations preparedness in terms of cybercrimes has become a global debate in

this globally hyper-connected economy. It is also possible that the designs or

regulations that are effective in the U.S. or Pan-Asia may not work on other

continents [47]. As cybersecurity issues are not isolated to specific countries,

it is necessary and beneficial for all countries to collaborate on this issue. As

our spam and phishing data include information from more than 200 coun-

tries worldwide, we plan to generate and publicize security reports for other

countries organizations. Doing so will increase the population size of the ex-

periment, which was a limitation for our study in Asia. With a larger sample

size, we plan to add more treatment groups with different email contents. For

example, one group will receive emails with general spam/phishing activity

information that are similar to those used in the current study, and the other

group will receive more comprehensive information, including information on
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the actual botnets installed in the subjects system, possible threats from the

botnets, a detailed list of IP addresses involved in the cybercrime, and possible

measures to mitigate the issue.
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Chapter 3

To Disconnect or Not: A Cybersecurity Game

3.1 Introduction

Our daily lives, business operations, and government services heavily

rely on the Internet infrastructure [25]. As our dependency on the cyberspace

has ever increased, however, we also witness an ever-growing number of cy-

ber threats and associated financial damages.1 Data driven society makes

personal information more valuable, and gives strong motivations to cyber at-

tackers who mainly seek out financial gain. Well-organized hackers operate

as for-profit businesses seeking to maximize profit, where the profit can be

based on the cumulative attack intensity.2 The defending side, such as cyber-

security service providers, and governments, is also taking active measures to

cope with cyberattacks. Governments are actively implementing new cyber

policies,3 while using intelligence to track down high-profile cyber attackers.4

Cybersecurity service providers vigorously analyze new threats every day and

1Annual Internet security threat report (2016). Symantec Corporation.
2For example, the attack intensity can be volume of spam emails, or intensity of dis-

tributed denial-of-service (DDoS) attacks.
3https://obamawhitehouse.archives.gov/the-press-office/2013/02/12/executive-order-

improving-critical-infrastructure-cybersecurity.
4Recently conducted randomized field experiment provided a causal evidence that proper

policy implementation can significantly mitigate cyberattacks [He et al. 2016].
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develop solutions for their clients in both hardware and software levels. Re-

cently, advanced machine learning methods such as deep learning are being

used for zero-day attack protection [35, 38].

Even with the technological advances in the security systems and the

policy implementations, cyber risks will continue to exist due to the strategic

actions by the financially motivated attackers. In that sense, cyber risk is

a factor that has to be “managed” rather than something that can be elimi-

nated, and cyberinsurance market can be a solution to manage the cyber risks.

According to Wall Street Journal, cyberinsurance is one of the fastest growing

products in the United States in 2016.5 An insurance broker Marsh stated

that the cyberinsurance market has grown to more than $2 billion in gross

written premiums in 2014, and has potential to grow to $20 billion by 2025.6

Cyberinsurance market has unique characteristics compared with con-

ventional insurance markets (e.g., health and automobile). In the traditional

insurance scheme, risk assessment is done with the actuarial tables, which cal-

culate probable outcome based on various risk factors. This actuarial data

have been established from statistics on a long history of risk data. However,

such table for cyber risks is yet to be established. For example, cyberinsurance

rate surged 32% in the first half of 2015. From 2015 to 2016, insured customers

experienced 10% to 150% of premium rate increases.7 It clearly shows that the

5https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet.
6Mmc cyber handbook, (2016). Marsh & McLennan Companies.
7Marketplace realities (2016). MarketScout.
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cyber insurance market is premature due to the unpredictable nature of the

cyber security domain. Moreover, unlike the auto accidents that occur due to

mistakes of drivers or local weather conditions, cyber incidences are deliberate

outcomes by the strategic attackers.8

Internet Service Providers (ISPs) can play a pivotal role in the cy-

berinsurance. In the Internet infrastructure, ISPs act as the central hubs that

inter-connect with other ISPs and the Internet backbones. Thus, ISPs have

visibility to a broad range of Internet traffic, which can provide ISPs informa-

tional advantages. Besides the role of hubs, ISPs also provide access service to

the end users. It is rather obvious that, if ISPs proactively monitor and block

malicious activities, cyber-attacks do not reach to the end users’ systems. Such

service falls into a broad concept called “managed security services” in the in-

dustry.9 Managed security services can be especially attractive to small and

medium businesses (SMBs) with limited resources. Unlike large companies

who can manage the security with well-trained in-house professionals, SMBs

suffer from frequent online attacks.10 It is well known that cyber attackers

strategically select the easy targets.11 Reports say that 60% of SMBs suffered

from cyberattacks went out of businesses in six months.12 Managed security

8In the case of such unique risk characteristics, reinsurance can be a solution, where
domain experts assess and buy risks then resell them to other insurers to create syndi-
cates. Besides the commercial success of reinsurance market such as in Lloydś of London,
mathematical foundations for reinsurance have been established in the academia [13, 45, 53].

9Interestingly, only a handful of ISPs such as Verizon and AT&T are providing such
services.

10State of cybersecurity in small & medium-sized businesses, (2016). Ponemon Institute.
11Flipping the economics of attacks. Ponemon Institute.
12http://www.denverpost.com/2016/10/23/small-companies-cyber-attack-out-of-
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services with cyberinsurance could be a possible solution to this issue with

affordable cost to the SMBs.

Although ISPs have aforementioned informational and structural ad-

vantages, only a handful of ISPs are providing managed security services, but

none of such services provide warranty coverage in the event of loss of their

clients. Similarly, while security software publishers develop more secure soft-

ware, they do not provide any liability.

In this article, we propose a new cybersecurity-driven business model for

ISPs. In addition to the traditional Internet access services, ISPs can provide

managed security services with cyberinsurance for cyber risks. In other words,

ISPs provide liability insurance to their clients with the exchange of insurance

premiums. From the clients’ perspective, they do not need to staff in-house

security experts, as the security services are outsourced to the ISP. In addition,

clients only have limited liability in case of security incidences, as the insuring

ISP compensates the loss. To manage cyber risks, ISPs will make strategic

investment (e.g., multiple layers of protections from the network level to the

end point) to build secure environments to their clients.13 While large ISPs

like AT&T and Verizon may not have strong incentive to embrace this new

business model, we believe that emerging ISPs can boost their market shares

by adopting the cybersecurity-driven business model.

business/.
13To prepare for the contingency of huge losses, ISPs should work with reinsurance markets

to form syndicates as in [53].
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To build a theoretical foundation of such cyberinsurance business model,

we develop a dynamic game model and analyze the strategic interaction be-

tween an attacker and a defender in the cyber space. Specifically, the defender

is the ISP providing managed security services with insurance and the at-

tacker is either a host or a set of hosts that create Internet connections with

the clients in the defending ISP. The game starts when the user initiates her

connection with the defender. She can be either a compromised user (e.g., a

PC with malware, controlled by a bot master) or an innocent user. The role

of the players and the concept of the Bayesian Nash equilibrium in our model

is described below.

• The defender cannot directly observe the actual identity of the user,

so the model has asymmetric information structure. But he can dynam-

ically update the suspicion level (the probability that the user is indeed

an attacker) by observing the stream of the user’s total actions.14 The

defender minimizes his expected costs by stopping the game (disconnect

the user) based on the observation stream. The total cost for the de-

fender is sum of (i) the cumulative damage by the attacker (if exists) and

(ii) false positive blocking cost in case the blocked user was an innocent

one. The strategic decision is to choose the optimal blocking time to

minimize the expected total cost.

14The user’s total actions consist of malicious activities (controlled by the bot master)
and some noise (regular activities by the owner of the device).
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• The attacker dynamically chooses the attack intensity to maximize

the expected profit that can be obtained until she is blocked by the

defender. The optimal attacking strategy should be determined with the

consideration that higher attack intensity incurs higher immediate payoff

but earlier termination (block) of the game. Therefore, the attacker’s

strategy at time t depends on the suspicion level at that time, which is

computed by the defender based on the observation of the signal process

up to time t.

• The Bayesian Nash equilibrium in this game consists of (i) the at-

tacker’s optimal strategy and (ii) the defender’s optimal stopping time

and the suspicion level adjustment formula.

We prove that there exists a unique Bayesian Nash equilibrium in this

game model, and find explicit expressions for the optimal attacking intensity

for the attacker and the blocking threshold for the defender.

To the best of our knowledge, our model is the first to explore dynamic

game between strategic informed player and uninformed player who not only

updates his belief but also optimally terminate the game based on the belief.

Our game framework is suitable for network security, since the most obvious

remedy for possible threat is blocking suspicious users. The distinctive feature

of our model is to endogenize defender’s blocking policy of when to termi-

nate the game, based on the available information, in the continuous time

framework.
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We fully analyze the equilibrium in our game model and obtain several

interesting implications.

• Our model gives answer to the following question: Will the cyber-attack

explode as the attacker’s maximum attack capacity increase? This is

a natural question, since the Internet capacity is keep expanding these

days, and more Internet capacity implies more attack capacity. We com-

pare our equilibrium result and three benchmark cases, and conclude

that for the viability of the Internet-based society, the defender’s roles

of updating suspicion level and blocking suspicious users are essential,

and also the defender should take into account the strategic nature of

the attacker. Otherwise, the expected costs of the defender explodes as

the maximum attack capacity getting higher. See Section 3.3 for details.

• We describe and interpret the equilibrium behaviors of the players. We

list just a few of them here: The equilibrium blocking threshold decreases

as the maximum attack intensity increases, and as the defender’s ability

of filtering decreases; The attacker chooses maximum attack-intensity

for sufficiently low suspicion level, then gradually decreases the attack-

intensity as the suspicion level increases, i.e., the attacker tries to lower

the possibility of being blocked when she is highly suspected; Both at-

tacker and defender are less active when the suspicion level is close to

the blocking threshold, etc. See Section 3.4 for details.

• The model support our claim that ISPs should be the insurance provider,
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in two different aspects. First, we illustrate how much insurance pre-

mium can be saved if ISPs take the insurance liability and plays the

role of the defender in our model, compared to the traditional insurance

provider. It turns out that the amount of saving is significant if the max-

imum attack capacity is high. Secondly, we provide a simple formula for

the probability of the event that the user is blocked eventually in equilib-

rium. The formula can be used for the calibration of the initial suspicion

level (an important model parameter), and the defender should play the

game multiple times with different users to make this calibration more

accurate. ISPs are in the optimal position for such tasks. See Section 3.5

for details.

Attacker in our model strategically control her action to hide her iden-

tity from defender, and this ingredient of model is connected to deception

literature in game theory. Hendricks and McAfee [43] consider a one-shot

game with sender and receiver, and describes how the signaling technology

affects equilibrium strategy of the attacker. Crawford [28] shows that in the

interaction of rational and boundedly rational types of players, the deception

can be used by rational type. Aumann and Maschler [6] study dynamic game

of incomplete information in discrete time framework.

Our model is related to insider trading literature in finance. Kyle [48]

describes interaction of market makers and an insider who has long-lived pri-

vate information about an asset value, and studies equilibrium pricing of the

market makers and dynamic trading of the insider. A version of Kyle model
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studied in Back and Baruch [7] is closer to our model: their insider has pri-

vate information of binary asset value and our attacker has private information

about her identity which is binary (hacker or not); their market makers update

price of assets and our defender updates suspicion level.

The closest model to ours is the model in Anderson and Smith [2], where

the private information and profit structure of attacker is similar to our model.

Accordingly, the equilibrium attacking intensities are analogous. The major

difference between these two models is the role of defender. Anderson and

Smith [2] consider continuum of myopic defenders who instantaneously choose

mixed strategy of binary actions. On contrast, we consider a single long-lived

defender who plays the critical role of blocking the user (i.e., terminates the

game) when the suspicion level reaches certain threshold. Furthermore, our

defender is not myopic because he chooses the optimal threshold to minimize

the expectation of overall costs until the end of the game.

Our model can be also considered as a game version of the sequential

testing literature in mathematics statistics. Based on the continuous observa-

tion of user’s action, our defender’s task is to test sequentially the hypothesis

whether the user is an attacker or not, and to find the optimal stopping policy

to minimize expected costs. In other words, the defender side narrative in

our model is to solve a sequential testing problem for hypothesis about the

drift part of an observed Wiener process. The key difference between our

game model and the sequential testing problem is that our defender is dealing

with the strategic attacker who takes into account the defender’s strategy: the
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sequential test results are provided by an adversarial agent.

3.2 The Model

We consider a continuous time game between a user (who can be either

an attacker or an innocent user) and a defender. The identity of the user is

represented by a random variable θ which can take two values 0 or 1: θ = 1

means that the user is an attacker and θ = 0 means that the user is an

innocent user. The defender is uninformed about the value of θ, and has prior

q0 = E[θ] ∈ (0, 1) which is the defender’s initial estimation of probability that

the user is an attacker. In case the user is an innocent one, the user performs

no malicious action. Otherwise, the attacker chooses her attack intensity ∆t

dynamically over time t ≥ 0. We set a constant M > 0 as the upper bound

for attack intensity, i.e., 0 ≤ ∆t ≤M for all t ≥ 0.

We consider the defender who can disconnect the user and terminate the

game, based on the observation of the user’s action. We assume that the de-

fender’s observation of the user’s action flow ∆t1{θ=1}dt is obscured by a noise

term σ dWt, where σ > 0 is a constant and (Wt)t∈[0,∞) is a standard Brownian

motion independent of θ.15 In other words, the signal process (Yt)t∈[0,∞) the

defender can observe is expressed as:

dYt = ∆t1{θ=1}dt+ σ dWt. (3.2.1)

15One way to interpret this is to consider ∆tdt as the malicious action by generated by
the bot master and σ dWt as the normal traffic by the original owner of the computer.
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Based on the available information up to time t obtained by the observation

of the signal process Y , the defender can updated the suspicion level qt (the

defender’s estimation of probability that the user is an attacker), i.e.,

qt = P(θ = 1|FYt ), (3.2.2)

where (FYt )t∈[0,∞) is the filtration generated by the process Y . We assume that

the signal process Y is public information and known to the attacker. This

implies the admissibility condition ∆t ∈ FYt for the attacker strategy. Using

[Lipster and Shiriyaev Theorem 8.1], the filtering equation (3.2.2) produces

the following Stochastic Differential Equation (SDE) that qt should satisfiy:16

dqt =
1

σ2

(
E[θ∆t1{θ=1}|FYt ]− E[θ|FYt ] · E[∆t1{θ=1}|FYt ]

)
·
(
dYt − E[∆t1{θ=1}|FYt ]dt

)
=
qt(1− qt)∆t

σ2

(
dYt − qt∆tdt

) (3.2.3)

We consider a game between the attacker and defender, and the Bayesian

Nash equilibrium consists of (i) the attacker’s optimal strategy and (ii) the de-

fender’s optimal stopping strategy.

(i) Attacker’s profit maximization problem

The attacker obtains instantaneous profit of ∆tdt through her malicious

actions. The game is terminated when the attacker’s identity is determined by

16In (3.2.3), the term dYt − qt∆tdt is innovation (or surprise) the defender perceives.
(3.2.3) says that the adjustment of q is proportional to the surprise. The term qt(1−qt)∆t/σ

2

describes how sensitively the belief changes with respect to the surprise.

48



outside factor17, (at time T ) or the defender disconnects the user (at time τp).

We assume that T is independent of θ and (Wt)t∈[0,∞), and has exponential

distribution, P(T > t) = e−rt with a constant r > 0. The stopping time τp is

defined as18

τp = inf{t ≥ 0 : qt ≥ p}, (3.2.4)

i.e., the defender disconnect the user when the suspicion level q is above certain

threshold p ∈ [0, 1].

The attacker seeks the optimal strategy ∆ to maximize her expected

cumulative profit until the game is over:

max
0≤(∆t)t∈[0,∞)≤M

E
[ ∫ T∧τp

0

∆tdt
∣∣∣ θ = 1

]
. (3.2.5)

The attacker recognizes that her actions affect the stopping time τp in such a

way that more aggressive actions (larger ∆) will increase the suspicion level q

faster through the defender’s Bayesian update, and eventually terminate the

game sooner (smaller τp).

(ii) Defender’s cost minimization problem

We assume that the defender has two types of costs - cumulative cost

from malicious actions of attacker in case θ = 1, and one-time cost of false

alarm if the defender disconnects an innocent user. To describe the class of

admissible strategies of the defender, let T be the set of all stopping times with

17It can be caused by a security patch, bug fix, or blacklisting from the other defenders
18τp is a stopping time respect to the filtration (FY

t )t∈[0,∞).
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respect to the filtration (FYt )t∈[0,∞). The defender’s goal is to find the optimal

disconnecting strategy to minimize the expected total costs:

min
τ∈T

E
[( ∫ T∧τ

0

∆tdt
)
· 1{θ=1} + lf · 1{θ=0, τ<T}

]
, (3.2.6)

where the constant lf > 0 is the one-time-cost of blocking an innocent user. We

can check that two extreme cases produce trivial optimal stopping strategy:

In case lf = 0, then the defender should block the user immediately, i.e., set

τ ≡ 0; If lf =∞, then the defender never block the user, i.e., set τ ≡ ∞. For

0 < lf <∞, we will see that the optimal p satisfies 0 < p < 1.

As a real-world example, we can apply our model to the botnet and

botherder situation. Bot-herders19 never attack targets with their own ma-

chines, and use their botnet as a front line army. Each botnet consists of

many individual bots which are compromised Internet connected devices such

as PCs, tablets, or IoT devices. In most cases, the owners of compromised de-

vices will use their machines daily without being aware of the existence of bots.

This regular activity is modeled as noise dWt in (3.2.1), and the malicious ac-

tivity of a bot is denoted by ∆tdt. The defender updates the suspicion level

qt based on the signal Yt, which is sum of the regular activity of the owner

of the device and the malicious activity generated by the bot. In addition,

most ordinary users do not try to hide themselves or jump around different

IP addresses for their privacy. In our model, the goal of the defender is not

19Who are running many bot-infected devices(botnet) to attack targets
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eliminating botherders which is very complicate and difficult task, but block-

ing compromised hosts who are directly affecting the customers. Depends on

the type of the botherders, some bots remain silently and attack strategically

under noise20, and some others attack vigorously and get detected earlier.

We consider several different situations regarding the type of the attacker in

Section 3.3.

The optimal stopping strategy τ is endogenously determined by the

defender’s optimization problem. This feature of termination of game based

on the suspicion level is the distinctive ingredient of our model compared to

existing Bayesian game models: Kyle (1985) [48] considers fixed terminal time;

Back and Baruch (2004) [7] and Anderson and Smith (2013) [2] set the terminal

time as an independent random time (as T in this paper) which is not part of

equilibria.

In this framework, our goal is to study Bayesian Nash equilibrium that

consists of the attacker’s optimal strategy and the defender’s optimal stopping

strategy. The definition of the equilibrium is following.

Definition 3.2.1. Consider a constant p ∈ (0, 1) and a Lipschitz continuous

function α : [0, 1] → [0,M ]. Let (Yt)t≥0 be as in (3.2.1) and τp as in (3.2.4).

We say that the pair (p, α) is a Bayesian Nash equilibrium if following (1) and

(2) hold.

20Jaku botnet example: https://www.helpnetsecurity.com/2016/05/05/jaku-botnet-
targeted-attacks/
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(1) (Attacker’s optimal intensity) Let (qt)t≥0 obeys the SDE21

dqt =
qt(1− qt)α(qt)

σ2

(
dYt − qtα(qt)dt

)
. (3.2.7)

Then,
(
α(qt)

)
t≥0

is the solution of the attacker’s profit maximization problem,

i.e.,

(
α(qt)

)
t≥0
∈ arg max

0≤(∆t)t∈[0,∞)≤M
E
[ ∫ T∧τp

0

∆tdt
∣∣∣ θ = 1

]
. (3.2.8)

(2) (Defender’s optimal stopping) Let (qt)t≥0 obeys the SDE (3.2.7) with

∆t = α(qt). Then, the stopping time τp solves the defender’s cost minimization

problem:

τp ∈ arg min
τ∈T

E
[( ∫ T∧τ

0

α(qt)dt
)
· 1{θ=1} + lf · 1{θ=0, τ<T}

]
, (3.2.9)

where T be the set of all stopping times with respect to the filtration (FYt )t≥0.

To clarify, the exogenously given model parameters are q0, r,M, σ and

lf , and the endogenously determined quantities through our Markovian equi-

librium are α (attacker’s optimal strategy) and p (defender’s optimal stopping

policy).

Theorem 3.2.2. There exists a Bayesian Nash equilibrium (p, α).

The explicit formula of the equilibrium are given in the appendix.

21This SDE is originated from the update of belief, (3.2.2), and its SDE form (3.2.3).
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3.3 Viability of the Internet-based Society

Expansion of the Internet capacity due to the increase of network-

enabled devices and faster Internet speed introduced more cybersecurity re-

lated issues. For example, a DDoS attack from tens of millions of IoT devices

caused several hours of blackout on DNS servers operated by Dyn.22 It was

the biggest DDoS attack with an estimated throughput of 1.2 terrabits per

second. Also, the Internet Protocol version 6 (IPv6) enables a lot more de-

vices to be connected to Internet space.23 For cyber attackers, more Internet

capacity implies more attack capacity, that is, higher M in our model.

In this section, we extract our model’s implication regarding this issue

of increasing attack capacity. We analyze the relationship between M (the

maximum attack capacity) and the equilibrium costs of the defender. In ad-

dition to our original game model, we consider three auxiliary cases below,

as stepping stones to the path to our equilibrium (the 4th case). We explain

motives of the attacker or defender to be more ‘strategic’: Each case should

naturally evolve to the next case, and finally we reach the case of our equilib-

rium.

3.3.1 Case of No-defence

To begin with, we consider the case the defender does nothing (no-

defence). Then there is no reason for attacker to hide her identity, and the

22https://www.theguardian.com/technology/2016/oct/26/ddos-attack-dyn-mirai-botnet
23http://iot6.eu/ipv6 advantagess for iot

53



attacker will choose attack intensity as M (the maximum attack capacity)

all the time. The corresponding expected profit V1(q0) of the attacker and

expected cost C1(q0) of the defender are

V1(q0) := E
[ ∫ T

0

M dt
∣∣∣ θ = 1

]
=
M

r

C1(q0) := E
[( ∫ T

0

M dt
)
· 1{θ=1}

]
=
q0M

r

(3.3.1)

We observe that C1(q0) → ∞ as M → ∞. This means that if there is no

defense mechanism at all, then the Internet-based society may not be viable

when the maximum attack capacity is very high.

3.3.2 Case of Non-strategic Attacker vs. Defender

The previous case is obviously not a desired situation for the defender

side. Therefore, it is natural to expect that the defender does some defense

activities: He blocks the user to minimize his expected costs. In this subsec-

tion, we consider the case the attacker is not strategic, i.e., the attacker is not

aware the role of the defender and just chooses the attack-intensity as M all

the time.

Proposition 3.3.1. In the case of non-strategic attacker vs. defender, the op-

timal blocking threshold p̃, the minimal expected costs of the defender C2(q0),

and the corresponding expected profit of the attacker V2(q0) have following

asymptotic behavior:

lim
M→∞

p̃ = 1, lim
M→∞

C2(q0) = 0, lim
M→∞

V2(q0) = 0. (3.3.2)
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The explicit formula for p̃, C2, andV2 are given in the appendix.

Proposition 3.3.1 says that as M → ∞, the expected costs of the de-

fender becomes negligible. Here is an intuitive explanation. When ∆t = M ,

the adjustment equation (3.2.3) becomes

dqt =
qt(1− qt)M

σ2

(
dYt − qtMdt

)
. (3.3.3)

We observe that for bigger M , the the belief process qt reacts to the surprise

(dYt−qtMdt) more sensitively, i.e., qt moves toward the true state of θ (identity

of the user) more quickly. This means that it is easier for the defender to

detect the existence of the attacker, so the lifetime of the attacker decreases

and the expected costs diminishes accordingly. This also implies the increase

of the blocking threshold p̃. In summary, if the attacker is non-strategic and

the defender uses the blocking strategy accordingly, then the increase of the

maximum attack capacity M eventually harms the attacker’s profit and makes

attacker to be more detectible to the defender.

3.3.3 Case of Strategic Attacker vs. Näıve Defender

In the previous case, (originally) non-strategic attacker will realize that

her expected profit vanishes as M increases. Then she will naturally consider

the defender’s blocking strategy and choose attacking intensity strategically.

Therefore, we now assume that the attacker is strategic, but the defender

does not realize that the attacker is strategic. Still, the defender updates the

suspicion level, but the adjustment equation (3.2.3) is driven by the assumption
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that the attack intensity is always M . To be specific, the (qt)t∈[0,∞) is the

solution of the following SDE,

dqt =
qt(1− qt)M

σ2

(
dYt − qtMdt

)
with dYt = ∆t1{θ=1}dt+ σ dWt, (3.3.4)

where (∆t)t∈[0,∞) is the attackers possible strategy. Then, (3.3.4) will not

produce the filtering equation (3.2.2) if the attack intensity ∆t is different

from M (the defender’s guess).

Proposition 3.3.2. In the case of strategic attacker vs. näıve defender24, the

maximum expected profit of attacker V3(q0), and the expected cost of defender

C3(q0) have following asymptotic behavior:

lim
M→∞

V3(q0) =∞, lim
M→∞

C3(q0) =∞. (3.3.5)

The explicit formula for C3 and V3 are given in the appendix.

Proposition 3.3.2 says that as M → ∞, the expected costs of the de-

fender also goes to ∞. Here is an intuitive explanation. Similarly as in the

previous case, for bigger M , qt moves toward the true state of θ more quickly.

Now the ‘strategic’ attacker makes the situation quite different from the pre-

vious case. Recall that p̃ is the optimal blocking threshold in Proposition 3.3.1

and a is a constant in (5.0.1). For large enough M , we have following explicit

formula for optimal attack intensity α̃,

α̃(qt) =

{
M, if qt ∈ [0, q̃∗]

0, if qt ∈ (q̃∗, p̃]
where q̃∗ = 1

1+( 1+a

2a2
)

1
1+2a ( 1−p̃

p̃
)
. (3.3.6)

24This defender is ‘naive’ in the sense that she believes that the attacker is non-strategic
and always chooses ∆t = M .
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In words, the attacker chooses not to attack at all when the suspicion level

qt is relatively high (qt > q̃∗), then the suspicion level will quickly drop with

high probability. The attacker resumes the malicious activity when qt is small

enough (qt ≤ q̃∗). By exploiting defender’s näıveness, the strategic attacker

can make expected profit to ∞ as M →∞.

3.3.4 Case of Strategic Attacker vs. Defender

In the previous case, the näıve defender’s expected cost blows up as

M → ∞. Therefore, (originally) näıve defender will naturally perceive the

strategic behavior of the attacker and incorporates it to the adjustment of the

belief process (qt)t∈[0,∞). This is the equilibrium concept in Definition 3.2.1.

Proposition 3.3.3. The equilibrium in Definition 3.2.1 produces following

asymptotic result for the expected cost of the defender Ce(q0) and the optimal

blocking threshold p:

lim
M→∞

Ce(q0) =

{
lf (1− q0)e

−ϕ(1− σq0
lf
√
πr(1−q0)

)
, q0 ∈ [0, p)

lf (1− q0), q0 ∈ [p, 1]

lim
M→∞

p =
lf
√
πr

lf
√
πr + σ

(3.3.7)

Comparing the optimal attack strategies in Proposition 3.3.2 and Propo-

sition 3.3.3, we observe that the attacker becomes more careful in Proposi-

tion 3.3.3 and smooths out her extreme behavior,25 because she knows that

25The value of α̃ in (3.3.6) is M or 0 only, and it is discontinuous in qt. On the other
hand, the optimal attack strategy α in Proposition 3.3.3 is continuous in qt. See appendix
for the expression of α.
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C1 (− · ·−), C2 (− · − · −), C3 (−−−), Ce (−−−)
q0 = 0.01, r = 0.01, σ = 1, l = 1

Figure 3.1: Expected costs for different cases, as functions of M

the defender is now considering the strategic behavior of the attacker.

In our equilibrium model (Definition 3.2.1) with strategic attacker and

strategic defender, Proposition 3.3.3 implies that the expected costs and the

optimal threshold stabilize as M → ∞. Figure 3.1 illustrates that the re-

lationships between M and the defender’s expected costs for different cases,

C1, C2, C3 and Ce. From the aforementioned four cases, we derive the model

implication for the requirements regarding the viability of the Internet-based

society when the maximum attack capacity M is very high: (i) The defender’s

roles of updating suspicion level and blocking suspicious users are essential.

(ii) The defender’s updating procedure should rely on the right perception of
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attacker (non-strategic or strategic).26

3.4 Equilibrium Analysis

In this section we examine the equilibrium behaviors of the attacker

and defender in our game. As in Anderson and Smith (2013), the quantity rσ2

M2

plays an important role for the description of the equilibrium.

3.4.1 Blocking Threshold

In the equilibrium of our continuous time Bayesian game model, the

most distinctive feature (compared to existing literature on insider trading or

deception) is that the defender updates the suspicion level and terminates the

game if the suspicion level is above certain threshold p, and the threshold is

endogenously determined by the defender’s cost-minimization problem.

p =

{
(1+a)rlf

(1+a)rlf+aM
, if rσ2

M2 > 1
c lf
√
πr

c lf
√
πr+σ

, if rσ2

M2 ≤ 1
(3.4.1)

where a, b, c are constants (depending on r, σ,M) defined in (5.0.1). For com-

parison, we also consider p̃ =
(1+a)r lf

(1+a)r lf+aM
in Proposition 3.3.1, the optimal

blocking threshold in case the defender deals with a non-strategic attacker.

Proposition 3.4.1. (1) p ≤ p̃.

(2) p decreases in M and σ, and increases in lf and r.

26We may think Ce − C3 as the defender’s cost for the underestimation of the attacker,
which goes to ∞ as M →∞.
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M = 1, r = 0.01, l = 1 r = 0.01, σ = 1, l = 1

M = 1, r = 0.01, σ = 1 M = 1, σ = 1, l = 1

Figure 3.2: p (—) and p̃ (- - -) for varying l, r, σ and M
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Figure 3.2 illustrates Proposition 3.4.1. The intuition for Proposi-

tion 3.4.1 (1) is obvious: The defender will be more careful and lower the

blocking threshold when he encounters the strategic attacker, rather than non-

strategic one. The intuition for Proposition 3.4.1 (2) is following: (i) Larger σ

makes the observation (Yt)t≥0 more noisy and less informative for the defender.

Accordingly, the attacker will be more aggressive since her identity is harder

to be detected, and the expected cost of the defender will increase. There-

fore, for larger σ, the defender will be more cautious and lower the blocking

threshold. (ii) Larger lf (false alarm cost) makes the defender more reluctant

to block the user, therefore, induces higher equilibrium blocking threshold.

(iii) Recall that T represents the random termination time of the game and

has the exponential distribution P(T > t) = e−rt. If we increase r, then the

defender has a better chance of blocking the user without concern of the false

alarm cost. Therefore, larger r makes the defender to rely more on the ran-

dom termination of game, and the equilibrium block threshold to increase. (iv)

The M dependence is more subtle than the others. We consider non-strategic

attacker case first. If M increases, than the non-strategic attacker’s instan-

taneous profit increases (downward effect for p̃) but the defender updates the

suspicion level more sensitively on the signal (see (3.3.3)), i.e., the attacker’s

identity is more revealing (upward effect for p̃). These upward and downward

effects on p̃ can be seen in Figure 3.2 for varying M , first decreasing then in-

creasing. When M is large enough, the existence of the non-strategic attacker

is very ‘revealing’. In contrast to p̃, p is monotonically decreasing on M . From
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this observation, we deduce that for large enough M , the strategic attacker

refrains herself from aggressive actions and mitigates the revealing effect. This

observation is consistent with the attacker’s behavior in equilibrium (see (2)

in Proposition 3.4.2).

Observe that the gap between p and p̃ increases in M . This implies that

when the maximum attack capacity is high, it is important for the defender to

notice that the attacker is strategic. Otherwise, if the defender näıvely assumes

that the attacker is non-strategic, then he will choose blocking threshold much

higher than p (the truly optimal one) and will suffer very high expected costs

(see Figure 3.1).

3.4.2 Attacker’s Strategy

The attacker dynamically optimizes the attack intensity to maximize

the expected profit, under the consideration that the defender updates the

suspicion level by the signal process. The explicit expression of the equilibrium

implies the following property of the optimal strategy of the attacker.

Proposition 3.4.2. (1) If rσ2

M2 ≥ 1, the attacker chooses maximum attack

intensity, i.e, α = M , all the time regardless of the suspicion level.

(2) If rσ2

M2 < 1, the attacker chooses maximum attack intensity M when

qt ≤ q∗. After qt exceed q∗, the attack intensity gradually decreases as qt

increases. The expression of q∗ is in (5.0.1).

Figure 3.3 describes Proposition 3.4.2. This behavior of the attacker is
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σ = 0.4 (—), 0.6(−−−), r = 0.01 (—), 0.03 (—),
0.8 (-·-·-), 1.0 (-··-··-) 0.05 (-·-·-), 0.07 (-··-··-)

M = 0.5, r = 0.1, l = 1 M = 0.5, σ = 1, l = 1

Figure 3.3: Graphs of α(q)

similar to that of Anderson and Smith (2013), in the sense that the attacker

does deception: When the suspicion level qt is high, the attacker reduces attack

intensity to mitigate the increase of qt. The key difference between our model

and one in Anderson and Smith (2013) is that our defender terminates the

game when qt reaches the blocking threshold p, therefore, our attacker’s be-

havior can be interpreted as sacrificing the current profit to extend the lifetime

of the game.

Figure 3.3 also shows that the attack intensity increases as σ or r in-

creases: (i) If there is more noise (larger σ), then it is easier for the attacker

to hide her identity, so the attack intensity will be higher. (ii) If we increase r,

then there is more chance for the random termination of game, which makes

the attacker’s deception less valuable. Therefore, the attacker will focus more

on the current profit and be aggressive as r increases.
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3.4.3 Defender’s Adjustment of Suspicion Level

The defender updates qt by (3.2.7) in equilibrium, and qt becomes the

belief of the defender (i.e, satisfies (3.2.2)). In the adjustment equation (3.2.7)

for qt, the sensitivity of the movement of qt with respect to the signal process

Y is

λ(qt) :=
qt(1− qt)α(qt)

σ2
. (3.4.2)

The following proposition implies that the update of the suspicion level

qt becomes less sensitive to the signal dY when qt approaches the blocking

threshold, or the false alarm cost lf decreases.

Proposition 3.4.3. (1) If rσ2

M2 < 1, then λ′(p) < 0.

(2) λ is increasing in lf .

Figure 3.4 illustrates Proposition 3.4.3. Proposition 3.4.3 (1) implies

that λ decreases on q near p. Here is an economic intuition. If rσ2

M2 < 1, then

Proposition 3.4.2 implies that the attacker will be less aggressive when qt is

close to p. In other words, the attacker’s portion α becomes relatively small

in the signal dY , and the signal becomes less informative for the defender.

Therefore, when the suspicion level is close to the blocking threshold, both

attacker and defender become less active.

We also give an intuitive explanation for (2) in Proposition 3.4.3. Ac-

cording to Proposition 3.4.1, p is increasing in lf , hence it is enough to explain

why λ(qt) increases in p. For higher blocking threshold p, the attacker will be
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l = 0.4 (—), 0.8 (- - -), 1.2 (-·-·-), 1.6 (-··-··-)
M = 1, r = 0.1, σ = 1

Figure 3.4: Graphs of λ(q)
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more aggressive since it is harder to be blocked. Then the signal Y will be

more informative for the defender, so λ will be bigger.

3.5 Business Model for the ISP - Managed Security Ser-
vice with Warranty

We claim that ISPs should provide MSSW for the clients who cannot

afford a state of the art, in-house security system and cybersecurity experts.

In this way, the liability of ISPs becomes a financial motive for strategic de-

fense, as in our game model. The ISP will engage in more efficient defense to

reduce the costs, and the expected societal costs related to cyberattacks will

decrease accordingly. This produces a win-win situation for the clients, ISPs,

and society.

The game model in this paper supports the claim that ISPs are in

the suitable position to take the role of defender. The defender reduces the

expected costs by strategically blocking the user based on the observation

of the signal process. The “observe & update” role of the defender can be

more effectively performed by ISPs than individual hosts, because ISPs have

collective knowledge of the state of the Internet. For instance, the defender

need to assign the initial suspicion level q0. The following proposition can be

used to estimation q0.

Proposition 3.5.1. For 0 < q0 < p, the probability that the defender eventu-
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σ = 1.0 (—), 1.5(−−−), 2.0 (-·-·-), 2.5 (-··-··-),
M = 0.5, r = 0.1, l = 1

Figure 3.5: Graphs of Ce(q)

ally blocks a user is given by

P(τp <∞) =
q0

p
. (3.5.1)

According to (3.5.1), q0 ≈ p · (ratio of blocked users). To make this

calibration more accurate, the defender is supposed to be in the position to

play multiple games with different users. Naturally, ISPs are in the optimal

position for such tasks since dealing with multiple entities is their original job.

In Figure 3.5, we observe that the expected costs of the defender in-

crease over the noise term σ. This means that ISP with better filtering ability

(small σ) can reduce the MSSW service fee and attract more customers.
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Even though some ISPs including AT&T and Verizon are providing

MSS, the market for the service is very limited and underdeveloped. To explain

this situation, we extend our game model to include the monitoring cost. To

be specific, we modify the defender’s cost minimization problem (3.2.9) in

Definition 3.2.1 the following:

τp ∈ arg min
τ∈T

E
[( ∫ T∧τ

0

α(qt)dt
)
· 1{θ=1} +

∫ T∧τ

0

ls dt+ lf · 1{θ=0, τ<T}

]
,

(3.5.2)

where the constant ls ≥ 0 represents the monitoring cost.27 If the monitoring

cost ls is too high, it is better not provide such service.

By the same way as in Theorem 3.2.2, we prove that there exists an

equilibrium if ls < r lf . The following result implies explanation for the

premature state of the MSSW market.

Proposition 3.5.2. Assume that ls < r lf . Then there exists an equilibrium

in Definition 3.2.1 with the defender’s cost minimization problem (3.5.2). The

defender’s equilibrium expected cost is less than q0M
r

(cost without defense) if

(i) M is large enough, or (ii) ls is small enough.

Proposition 3.5.2 indicates that the MSSW is profitable if the attacker

have large attack capacity or less chance of random termination, or the mon-

itoring cost is low. We expect this business to thrive, because (i) the attack

capacity is continuously increasing due to the expansion of the IoT devices

27Need explanation here, observing the stream and do anomaly detection requires some
costs.
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and network capacity, and (ii) the monitoring cost is expected to be lowered

by increased computing power.

3.6 Concluding Remarks

Cybersecurity is recognized as one of the most critical societal chal-

lenges as the society heavily relies on the cyber infrastructure. We argue

that this suboptimal cybersecurity issue can be addressed by enhancing our

understanding on the strategic interactions among the stakeholders. In the

cybersecurity context, we develop a game model between a cyber attacker and

defender, and fully analyze the equilibrium interaction between the players.

Our game model is the first to include the optimal termination of the game,

with asymmetric information and continuous time Bayesian updates. We find

that, in case the cyber defender does not properly cope with strategic attack-

ers, the defender’s expected cost can explode as the attack-intensity bound

rapidly increases. This observation suggests that the defender’s strategic role

of blocking suspicious users is necessary for the viability of the Internet-based

society. We provide a method to empirically calibrate an important model pa-

rameter – initial suspicion level – and claim that ISPs can effectively perform

this task as cyber defenders. Extending the model with a monitoring cost, we

provide sufficient conditions that MSSW business model becomes profitable

for ISPs.

In a broader context, our research can contribute to the cyber insur-

ance market. Unlike traditional insurances (e.g., auto insurance or health
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insurance), cyber insurance has a unique nature in that there exists delib-

erate, evolving adversaries. Moreover, due to lack of proper data sharing

policies, it is hard to find comprehensive historical data on cyber risk. As a

result of these factors, it is extremely challenging to construct proper cyber

insurance policies. We suggest that the MSSW providers can actively moni-

tor their customers’ network activity, and assess cyber risk by computing the

expected cost.2829 In addition, the MSSW providers can create synergistic

values by tightly combining the roles of protecting customers and lowering the

associated risk, which third party insurance providers may not achieve. In

this cyber insurance framework, our future direction is to generalize our cy-

bersecurity game model by incorporating time-dependent noise size (periodic

patterns of noise) and multi-dimensional signal processes (traffic from multiple

channels).

28Such individual monitoring is widely used by auto insurance companies. Threewitt,
Cherise and Vincent, John M. 2018. “How Do Those Car Insurance Tracking Devices
Work?” U.S. News. February 26. https://cars.usnews.com/cars-trucks/how-do-those-car-
insurance-tracking-devices-work.

29Symantec Corporation. 2016. “Internet Security Threat Report.” Volume 21, April,
https://www.symantec.com/content/dam/symantec/docs/reports/istr-21-2016-en.pdf.
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Chapter 4

Cyber Incident Prediction Using Public Cyber

Risk Data and Disclosed Risk Factors

4.1 Introduction

Security incidents do not happen every day or every month, but it can

cause a critical damage once it happens. Research conducted by the National

Cyber Security Alliance1 found that 60% of SMBs went out of business in 6

months after a data breach. So it is important to predict future security inci-

dents and take proactive actions. However, predicting an organization’s future

data breach is a very challenging problem. While organizations can use their

internal monitoring systems to detect and prevent cyber risks, it is hard for

external entities such as investors or insurers to predict such incidents. Also,

there are many small businesses and non-IT companies who are not capable

of measuring their own security risks.2 Given the background, the goal of this

research is to provide a cyber breach prediction method leveraging relatively

easily accessible datasets without the need of internal data. To build such

model, it is necessary to have a data to measure security status and previous

1www.staysafeonline.org
2https://www.theguardian.com/small-business-network/2016/feb/08/huge-rise-hack-

attacks-cyber-criminals-target-small-businesses
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data breach history [52]. In addition to these security related information,

it would be beneficial to have statistical, financial information of a firm and

its own understanding of existing risks. Thus, we use four different types of

datasets, which are (1) malicious activity data such as spam/phishing/botnet

activity, (2) security breach record data, (3) disclosed annual risk reports from

organizations, and (4) Compustat dataset3 for public firms. Note that data

sets (1) and (2) are available to public and private firms, as well as non-profit

organizations, and (3), (4) are only available for public firms.

We collect data on malicious activities such as spam, phishing and bot-

net activity which can be used as a proxy of security posture. We use this

data as a proxy of defense level for the target organizations. Since these activ-

ities are relatively easy to mitigate once noticed,4 we assume that companies

with large outgoing spam or phishing activities for a long period may have

lower security protection level, or less investment in externality issues.5 In

addition, we use cybersecurity incident records from Privacy Rights Clearing-

house (PRC),6 VERIS7 Community Database (VCDB),8 and Hackmageddon.

PRC data includes confirmed data breach incidents recorded in state govern-

ment notifications and various media sources. VCDB is a public repository of

breach data including community shared security incident information. Lastly,

3Standard and Poor’s Dataset. (2011)
4Simple malware removal steps provided by Norton:

https://us.norton.com/internetsecurity-malware-how-to-remove-malware.html
5More details are available in Chapter 2.
6https://www.privacyrights.org/
7Vocabulary for Event Recording and Incident Sharing
8http://veriscommunity.net/vcdb.html
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Hackmageddon provides more hacking oriented records.

Also, we gather 10-K annual report from the Securities and Exchange

Commission (SEC), and Compustat dataset from S&P Global Market Intel-

ligence.9 Based on economics and accounting literature, investors have been

using public financial statements for firm valuation [9, 11]. Also, studies found

that acquired data through the statements reduces information asymmetries

between firms and investors in the stock market [49]. In the recent years, due

to a number of tremendous data breach events, investors started having great

interests in the security area.10 Moreover, in 2011, the SEC notified public

companies that cybersecurity incidents and security risks in their IT systems

should be reported through public disclosures in a section called Item 1A.11

We analyze the risk documents using latent Dirichlet allocation (LDA) topic

modeling to extract a probabilistic distribution over a set of underlying topics

of the statement [69, 70]. To explore the effectiveness of these multidimen-

sional data features, we construct various classification models using support

vector machine (SVM) [41], k-nearest neighbors (kNN) [27], random forests

(RF) [51], deep feed forward neural networks (FFNN) [75], and feed forward

neural network with dropout (dropoutNN) [72]. The best resulting classifier

using dropoutNN marks an AUC score of 76.04.

9Both datasets are publicly available.
10https://finance.yahoo.com/news/investors-pouring-money-cyber-security-

125500156.html
11General Item 1A was formalized in 2005: https://www.sec.gov/fast-

answers/answersreada10khtm.html, and the security risk became mandated from 2011:
https://www.sec.gov/divisions/corpfin/guidance/cfguidance-topic2.htm
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There are a few related works using machine learning algorithms to pre-

dict security incidents. Wang et al [82] introduced using text mining on public

filings to predict future breach notifications and stock market reactions. Soska

et al. [71] introduce website breach prediction based on textual and structural

data, including web contents and HTML tags. They use C4.5 decision tree

algorithm to predict whether a website will turn malicious in the future. Liu

et al. [52] present a way of predicting organizational level breaches from secu-

rity posture data and incident data using random forest method. The result

shows that security features by themselves are not as powerful as collective

feature set in the prediction. The authors reported overall accuracy of 90%

using RF model, but the result is based on modified training/validation set by

undersampling the dataset to artificially generate balanced dataset with equal

number of positive and negative class, which is not exactly projecting the real

world distribution. We propose an extension of this work by extending total

period of data (1.5 years vs. 7 years), adding text analysis data from 10-K

reports, and using sophisticated deep learning algorithms. We use more realis-

tic evaluation methods and test sets to make our study closely reflect the real

world problem. Under our setting, Liu et al [52] method gives an AUC score of

64. On the other hand, one of our prediction models using dropoutNN marks

an AUC score of 76, which is a big improvement over the previous work.
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Table 4.1: Summary statistics of the malicious activity data between 2012 and
2017. (unit of observation: firm-year)

PSBL CBL
bots

volume host host dates volume host host dates

total

mean 2828.57 312.58 12.70 5097976.61 10449.86 334.29 5.28

std 34911.46 2798.74 39.60 89317563.98 96822.41 1587.36 15.53

max 770134.00 52302.00 361.00 2282611911.00 1604688.00 21671.00 175.00

min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

# 854

breached

mean 1539.86 312.69 18.30 360467.96 5719.99 378.23 6.03

std 9497.02 1834.60 41.26 2646971.70 34595.45 1649.86 17.18

max 23772.00 14480.00 232.00 22557562.00 327450.00 15504.00 16.00

min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

# 110

non

breached

mean 3019.11 312.56 11.87 5798414.72 11149.17 327.79 5.17

std 37220.88 2914.35 39.28 95667498.60 102858.43 1577.80 15.27

max 770134.00 52302.00 361.00 2282611911.00 1604688.00 21671.00 175.00

min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

# 744

Table 4.2: Summary statistics of log transformed (log(num + 1)) malicious
activity data between 2012 and 2017. (unit of observation: firm-year)

PSBL CBL
bots

volume host host dates volume host host dates

total

mean 1.34 1.07 0.91 3.34 3.58 3.34 0.80

std 2.32 1.92 1.47 3.95 2.60 2.17 1.02

max 13.55 10.86 5.89 21.55 14.29 9.98 5.16

min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

# 854

breached

mean 1.91 1.60 1.35 3.49 3.70 3.44 0.83

std 2.60 2.22 1.70 3.72 2.68 2.26 1.11

max 11.28 9.58 5.45 16.93 12.70 9.65 4.97

min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

# 110

non

breached

mean 1.25 0.99 0.84 3.32 3.56 3.33 0.79

std 2.27 1.86 1.43 3.99 2.59 2.16 1.01

max 13.55 10.86 5.89 21.55 14.29 9.98 5.16

min 0.00 0.00 0.00 0.00 0.00 0.00 0.00

# 744
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Table 4.3: Number of firm-years and IP host counts of top 10 botnets.

botnet firm-year # of IP addresses

Cutwail 164 9524

Kelihos 119 7100

Conficker 116 9634

lh 89 8033

Gozi 83 8316

Darkmailer2 64 6273

Sendsafe 51 7042

Tinba 51 5512

Necurs 46 4179

KINS 47 3896

4.2 Data

4.2.1 Security Posture Data

We use spam/phishing mail emissions and botnet activity data from or-

ganization owned IP addresses as a measure of security mismanagement. This

kind of carelessness could be a starting point of a serious data breach in the

near future. About 23% of data breach incidents started from a piece of mal-

ware, 92% of those were from email attachments in 2017.12 In addition, more

than 90% spam mails are sent from bot-compromised hosts [46], which are un-

detected by the host owners. Since most of the spambots can be detected and

exterminated by anti-malware software,13 continuous spam emission and/or

botnet existence could be a sign of security mismanagement [?].

122018 Verizon Enterprises annual Data Breach Investigations Report (DBIR)
https://enterprise.verizon.com/resources/reports/dbir/

13https://usa.kaspersky.com/resource-center/preemptive-safety/antivirus-malware-
detection
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From CBL and PSBL raw data, we extract total outbound spam mails,

number of days with at least one spam mail, and number of IP addresses (host

counts) involved in spam activities from a firm. Also, CBL provides botnet

information which were used to send out malicious emails. From January 2011

to December 2018, we collected a total of 369,585,209,511 email records from

CBL, and 492,792,524 from PSBL with origin IP addresses. Those IP addresses

are mapped to ASNs, then to the owner organizations using WHOIS queries at

our data processing stage. Note that companies who had zero spam/phishing

emission in both CBL and PSBL are not included in this study. As a result,

we identified a total of 10,473 U.S. organizations who experienced episodes of

spam and phishing issues. In addition to the malicious email data, we use

botnet information to see if particular bots are more correlated with security

breach events. Table 4.1 shows detailed summary statistics of CBL and PSBL

data.

A botnet is a network of Internet connected machines infected by one

or more malware called bots, controlled by a botmaster. Botmasters use com-

mand and control server to send out attack orders to botnet hosts to send out

spam/phishing emails, DDoS attacks, and infecting other machines to increase

the botnet. CBL provides botnet information along with spam data if identi-

fiable. Table 4.3 shows top 10 botnet information from CBL dataset. Among

all, Cutwail, Kelihos, and Conflicker botnets are the most notorious botnets.

Cutwail botnet is a spam-botnet founded around 2007, infected by Pushdo

Trojan malware. In 2009, based on analysis of MessageLabs, it was capable of
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sending out 51 million spam mails per minute, which was 46.5% of world wide

spam volume [74]. In 2010, Cutwail was used for DDoS attacks on 300 major

sites including CIA, FBI, Twitter, and PayPal.14 A notorious Kelihos botnet

was first discovered around December 2010. It is mainly used for spreading

spams, but has various versions capable of email harvesting, DDoS attack,

click fraud, and Bitcoin mining. The operator of Kelihos botnet was arrested

on 2017 by Spanish authorities.15 Conflicker is a computer worm targeting

Microsoft Windows systems, first discovered in November 2008.

Table 4.4: Summary tables of Privacy Rights Clearing House data.

type of organization counts %

healthcare/medical 4045 49.5

educational 818 10.0

government 775 9.5

financial/Insurance 750 9.2

retail/merchant 618 7.6

nonprofits 118 1.4

others 1045 12.8

total 8169 100

(a) type of organizations

type of breach counts %

hacking or malware 2432 29.8

unintended disclosure 1704 20.9

physical loss 1687 20.7

portable device 1172 14.3

insider 608 7.4

stationary device 249 3.0

card fraud 68 0.1

unknown 249 3.0

total 8169 100

(b) breach types

incidents total records mean std max min

8170 9,691,000,571 1,186,314.18 32,084,227.89 2,147,483,647 1

(c) summary statistics

14https://www.itbusiness.ca/news/pushdo-botnet-pummels-more-than-300-web-
sites/12341

15https://www.justice.gov/opa/pr/alleged-operator-kelihos-botnet-extradited-spain
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4.2.2 Security Incident Data

Based on security incidents that can serve as symptoms of security

mismanagement, our goal is to predict more critical cyber incidents such as a

large scale data leakage or taking down servers due to denial of service attacks.

These problems can damage victims on both financialand non-financial aspects

such as bad reputationand legal issues [63, 66]. State level data security breach

notification law has been active since 2002 starting from California.16 The

Personal Data Notification & Protection Act proposed by Barak Obama in

2015 includes national data breach notification standard, which requires all U.S

organizations to establish a 30-day notification from the discovery of a breach.

Privacy rights clearing house (PRC) collects state/federal level security breach

reports and publicize them in their website. We collected 8169 unique data

breach incidents which involve 9.7 billion individual records from 2005 to 2018.

Table 4.4 shows type of breach, type of organization, and summary statistics of

PRC data. It shows about 49.5% of incidents are from healthcare and medical

field, and about 30% of incidents are from hacking or malware infection.

VERIS Community Database (VCDB) includes a broad range of public

community effort to gather cyber incident reports, maintained by one of the

biggest telecommunication/network company Verizon.

Hackmageddon is an independent security web-blog which collects vari-

ous cyber incident reports. From the website, we collected 1966 incidents from

16California Security Breach Information Act (SB-1386)
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Table 4.5: Type of breaches of Hackmageddon data.

type counts %

malware 1001 50.1

account 292 14.9

targeted attack 264 13.4

DDoS 108 5.5

defacement 78 4.0

SQL injection 73 3.7

DNS hijacking 15 0.8

brute force 14 0.7

others 121 6.2

total 1966 100

September 2015 to December 2017. In Table 4.5 shows detailed incidents and

counts for each category. Comparing to PRC data, Hackmageddon specifically

focuses on “hacking or malware” category with more depth. There are 2 over-

lapping incidents between PRC and Hackmageddon, and 18 between PRC and

VCDB. These are only counted once per each.

4.2.3 Annual Risk Report

For better information security protection, it is important for organiza-

tions to understand their own risks and properly address the issues. U.S. Se-

curities and Exchange Commission (SEC) mandates all public firms to submit

annual Form 10-K report. The report contains a comprehensive overview of

the company’s business and audited financial condition. It has fifteen sections

called “Items” and we are particularly interested in Item 1A “Risk Factors,”
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mandated from 2005. 17 This item is where the filing companies describe their

own risks. The description only focus on the risk itself, not how the compa-

nies handle it. Our hypothesis is that an organization’s own descriptions of the

risks may reveal their focus and direction in the risk management, and their

awareness of the problem. For example, if more security issues are described

in the risk report, they may put more resources to overcome the risk. On

the other hand, the risk report may reveal they have more weaknesses on the

system and attract attackers.

From publicly available EDGAR18 database, we were able to collect 10-

K filings from 6,144 unique firms across 26,197 firm-years beginning of 2006.

The filings include 1.73 million risk factors in 64,385 annual reports.19 Among

them, there are 38,622 reports discussing IT-related risks. We analyze 10-

K documents using LDA topic modeling, which is an unsupervised learning

algorithm for natural language processing. LDA discovers latent topics and

related keywords for each topic from a large collection of documents. A doc-

ument may be viewed as a mixture of various topics based on the including

words. Figure 4.1 visualizes popular topics in our dataset. Positive counts are

the number of breached firm-year observations which has a particular topic

in their risk report, and negative counts are for the non-breach observations.

Keywords distributed in each topic model is described in Table 4.6. Among

17https://www.sec.gov/Archives/edgar/data/1289850/000110465906017294/a06-
2620 110k.htm

18https://www.sec.gov/edgar.shtml
19Processed data provided from [70]

81



Figure 4.1: Popular topics in 10-K item 1A between 2012 and 2017 in 10 topic
model.

854 total samples, 682 describes technology related risks (topic 3) in their

Item 1A, followed by data/network services related risk (topic 6) and foreign

tax/regulations (topic1). Topic 9 (medical topic) has the highest data breach

rate closely followed by topic 4 (financial topic).

4.2.4 Compustat Data

While 10-K data contains text based description, Standard & Poor’s

Compustat data provides financial, statistical, and market information on

firms publicly traded in U.S. stock markets. This set is heavily used in finan-
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Table 4.6: Top keywords in each topic (10 Topics)

topic description keywords

topic 00 income/tax/investment
income, investment, properties, tax, prop-
erty, assets

topic 01 laws/regulations
foreign, tax, government, laws, regula-
tions, contracts

topic 02 oil/natural gas
gas, oil, natural, production, prices, regu-
lations

topic 03
technology/system
management

technology, revenue, customer, property,
management, systems

topic 04 credit/financial
loans, interest, losses, insurance, risk,
credit

topic 05 stock/share
shares, securities, trading, directors, in-
vestment

topic 06 security/data network
service, data, internet, information, laws,
network

topic 07 credit/market
credit, material, condition, effect, impact,
conditions

topic 08 drug/FDA
clinical, candidates, regulatory, develop-
ment, approval

topic 09 medical/healthcare
health, healthcare, state, federal, care,
laws, medical
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cial researches, such as predicting business failure [12, 14], bankruptcy [44],

and stock-market returns [32]. Our intuition is that it is possible for profit ori-

ented hackers may use some financial information to select a target for profit

maximization for the same amount of effort. Among 645 total variables in

Compustat, we extract 583 variables with numerical values which are not date

or ID numbers, and SIC code dummy variable at the end. SIC code enables

us to analyze organizations based on industry types. Table 4.7 shows detailed

industry distributions, and proportions of breached and non-breached firms.

Blue colored cells indicate medicare/healthcare related industry codes, and

gray ones indicate software/data/network related industry codes. We notice a

clear separation of these two categories, former has much higher breach rates

compare to the latter.

4.2.5 Combining Datasources

We combine the individual datasets base on the firm-year index.20

First, we use a company identification code called DossierID for data sources

with IP addresses which can be mapped to ASN, and organizational level

(CBL, PSBL). All firms included in this study has at least one spam or phish-

ing emission record. Next, for datasource without organization identifica-

tions, we use string comparison algorithm called Fuzzy matching [8] to match

records. All mappings are manually verified after automated matching. As a

20The reasons for using yearly data are as follows: 1. Annual 10-K reports include more
comprehensive information compare to quarterly 10-Q reports, 2.most of discovery dates
have gaps with actual breach date, and 3. low sparsity of security incidents data points.
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Table 4.7: Number of breached and non-breached firm-year for each SIC code.

SIC description breach non
breach

total %

8082 SERVICES-HOME HEALTH CARE SERVICES 3 1 4 75.00

7841 SERVICES-VIDEO TAPE RENTAL 3 1 4 75.00

7200 SERVICES-PERSONAL SERVICES 2 2 4 50.00

6324 HOSPITAL & MEDICAL SERVICE PLANS 4 6 10 40.00

6141 PERSONAL CREDIT INSTITUTIONS 5 8 13 38.46

8090 SERVICES-MISC HEALTH & ALLIED SERVICES, NEC 5 8 13 38.46

5912 RETAIL-DRUG STORES AND PROPRIETARY STORES 1 2 3 33.33

5700 RETAIL-HOME FURNITURE, FURNISHINGS & EQUIPMENT STORES 1 2 3 33.33

6361 TITLE INSURANCE 2 4 6 33.33

4953 REFUSE SYSTEMS 2 5 7 28.57

5331 RETAIL-VARIETY STORES 2 6 8 25.00

7997 SERVICES-MEMBERSHIP SPORTS & RECREATION CLUBS 1 3 4 25.00

5141 WHOLESALE-GROCERIES, GENERAL LINE 2 6 8 25.00

6022 STATE COMMERCIAL BANKS 4 14 18 22.22

2300 APPAREL & OTHER FINISHD PRODS OF FABRICS & SIMILAR MATL 1 4 5 20.00

5500 RETAIL-AUTO DEALERS & GASOLINE STATIONS 2 8 10 20.00

8711 SERVICES-ENGINEERING SERVICES 2 8 10 20.00

8071 SERVICES-MEDICAL LABORATORIES 1 4 5 20.00

4833 TELEVISION BROADCASTING STATIONS 1 4 5 20.00

5651 RETAIL-FAMILY CLOTHING STORES 3 13 16 18.75

3826 LABORATORY ANALYTICAL INSTRUMENTS 1 5 6 16.67

6311 LIFE INSURANCE 4 21 25 16.00

7374 SERVICES-COMPUTER PROCESSING & DATA PREPARATION 5 29 34 14.71

8200 SERVICES-EDUCATIONAL SERVICES 3 19 22 13.64

8062 SERVICES-GENERAL MEDICAL & SURGICAL HOSPITALS, NEC 2 13 15 13.33

4931 ELECTRIC & OTHER SERVICES COMBINED 2 14 16 12.50

3845 ELECTROMEDICAL & ELECTROTHERAPEUTIC APPARATUS 2 14 16 12.50

4512 AIR TRANSPORTATION, SCHEDULED 2 15 17 11.76

2834 PHARMACEUTICAL PREPARATIONS 4 30 34 11.76

4841 CABLE & OTHER PAY TELEVISION SERVICES 3 27 30 10.00

3576 COMPUTER COMMUNICATIONS EQUIPMENT 3 27 30 10.00

5812 RETAIL-EATING PLACES 1 9 10 10.00

5311 RETAIL-DEPARTMENT STORES 1 10 11 9.09

7372 SERVICES-PREPACKAGED SOFTWARE 11 119 130 8.46

2836 BIOLOGICAL PRODUCTS, (NO DISGNOSTIC SUBSTANCES) 2 22 24 8.33

7373 SERVICES-COMPUTER INTEGRATED SYSTEMS DESIGN 2 24 26 7.69

6798 REAL ESTATE INVESTMENT TRUSTS 3 37 40 7.50

7370 SERVICES-COMPUTER PROGRAMMING, DATA PROCESSING, ETC. 10 132 142 7.04

3711 MOTOR VEHICLES & PASSENGER CAR BODIES 1 15 16 6.25

3674 SEMICONDUCTORS & RELATED DEVICES 1 53 54 1.85
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result, 1060 incidents from PRC, 636 incidents from VCDB, and 79 incidents

from Hackmageddon are mapped. 20 overlapping incidents are counted once.

Lastly, DossierID - CIK (Central Index Key) pairs are mapped based on official

organization name using Fuzzy matching again to unify all data together. Note

that the CIK is used on the SEC’s computer systems to identify corporations

and individual people who have filed disclosure with the SEC21. Lastly, from

1809 total combined samples, we select organizations with Standard Indus-

trial Classification (SIC)22 codes which experienced security incident at least

once since 2012. As a result, our final dataset contains 854 firm-year obser-

vations: 110 positive samples (with data breaches) and 744 negative samples

(no breaches).

4.3 Prediction model

4.3.1 Feature set construction

We use four different sets of data features. As a primary set, we use

security mismanagement data which includes annual spam/phishing volume,

number of IP addresses with spam emission, total spam dates, and total num-

ber of bots detected. The second set is our unique feature, the risk topic model

score. From the risk report, we use LDA topic model to learn what kind of

risks are discussed and focused by an organization. For a k-topic model, k

number of features are generated through LDA. We use 10, 20, 30, 50, 100

21https://www.sec.gov/edgar/searchedgar/cik.htm
22https://www.sec.gov/info/edgar/siccodes.htm
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Table 4.8: Description of features used in the prediction model.

dataset dimension features

Security posture 7
CBL volume, CBL hosts, CBL dates,
PSBL volume, PSBL hosts, PSBL
dates, Number of identified bots

10-K risk factor
10, 20, 30,
50, 100

LDA topic modeling scores

Compustat 624 Numeric data + Industry code dummy
Botnet 626 botnet ID dummy

Table 4.9: Specifications of hyperparameters

model hyperparameter values
SVM kernel function radial basis function, linear, polyno-

mial, sigmoid
kNN # of neighbors 1, 3, 5, 7, 9, 11

RF
# of trees 10, 20, 30, 40, 50, 100
max tree depth 1, 2, 4, 8, 16, 32, 64, 128

FFNN
# of layers 2, 3, 4, 5, 6, 7, 8
# of nodes 8, 16, 32, 64, 128, 256, 512

DropoutNN
# of layers 2, 3, 4, 5, 6, 7, 8
# of nodes 8, 16, 32, 64, 128, 256, 512
dropout ratio 0.20

for k, and select best performing model at the training stage. The third fea-

ture set is the Compustat data which provides financial, statistical data. The

fourth feature set provides the information about detected botnets and total

counts in certain firm-year.

87



4.3.2 Prediction and Validation Settings

We use open source deep learning library Keras23 for neural network

models (FFNN, dropoutNN), and scikit-learn library24 for other classification

algorithms (SVM, Logit, RF, kNN) in Python. The dataset is split into two

using stratified randomization, where the first portion is used for training

(80%) and the other for testing (20%). In the training set, we use 5-fold cross

validation to find optimal hyperparameter for each considered model. Table

4.9 describes the specifications of hyperparameters we tested.25 To reduce

possible bias in data splitting, we report the average test results over more than

20 different training/test splitsf. Note that we use stratified random sampling

to maintain the same distributions of positive and negative samples. For the

prediction evaluation metrics, we use precision ( TP
TP+FP

), recall ( TP
TP+FN

), f1

score (2× precision×recall
precision+recall

), accuracy ( FP+FN
TP+TN+FP+FN

), and AUC (area under roc

curve) score.26 In cybersecurity area and medical area [59], false negatives are

much more expensive than false positives. For example, when a company is

predicted to have a data breach in the future, more security investments will be

made to prevent a future incident. On the other hand, when the predictor says

there will be no breach in the company but a breach actually happens (false

negative), there will be a tremendous loss. Therefore, we put more emphasis

23https://keras.io/
24https://scikit-learn.org/stable/
25Note that logit model does not require hyperparamteter tuning.
26TP: true positive, TN: true negative, FP: false positive, FN: false negative
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on higher recall value27 over precision score while maintaining highest possible

AUC and f1 score.

Since our data is highly imbalanced (110 positive and 744 negative

samples) with more importance on the minority class, we use two methods

to overcome the issue [24, 39, 60] and properly train our models. First, we

use a well known upsampling method called Synthetic Minority Oversampling

Technique (SMOTE) [23], which is based on kNN algorithm28 to generate

artificial samples. SMOTE is applied at the training stage only on minority

class (positive), and make balanced samples across the two classes. Second, for

neural network models (FFNN, dropoutNN), we use weight balancing when

computing the loss. In this way, the prediction model could learn better about

minor, but more important class. We report that 0.82% weight on positive

class and 0.18% on negative class produced the highest results.29

4.4 Results

4.4.1 Topic model vs. non-topic (temp title)

Figures 4.2 and 4.3 visualize prediction score (f1 and AUC) comparisons

between the model with 10-K item 1A risk factor topic features and the model

without topic features. The X axis represents model labels, and the Y axis

27We set the minimum threshold for the recall to be 60. For example, we ignored the
highest f1 score with very high precision, but with less than 50 recall value. This is a
common issue for imbalanced binary classification problems.

28There are a few different variations available using different internal algorithms [36, 37,
67].

29We tried 0.5, 0.6, 0.7, 0.8, and 0.9, and then 0.75, 0.78, 0.82, and 0.85.
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Table 4.10: Comparisons of the best results for different prediction models
with risk topic model.

model compustat bot precision recall f1 AUC
Logit no no 21.92 60.91 32.17 65.43
SVM no yes 23.73 60.0 33.82 69.22
RF yes yes 24.11 62.73 34.64 71.33

kNN no no 30.83 63.64 41.50 71.64
FFNN no no 24.03 61.82 33.63 66.54

DropoutNN no no 32.03 61.82 42.20 76.03
Random - - 12.86 50.0 20.46 50.0

represents score. Brighter bars are results without risk topic features, and

darker bars are scores with risk topic features. Numbers by the darker bars

are the improvements for using the risk topic features. Note that all models

are tuned with best performing hyperparameters in this comparison. Every

single model is improved without exception, ranging 0.31 to 6.93 in f1 and 0.31

to 10.31 points in AUC. The result significantly improved in dropoutNN model

(6.93 in f1 and 10.01 in AUC), followed by kNN (6.17 and 4.89) and SVM(4.62

and 7.33). Thus our prediction experiments show that the descriptions of risk

factor in 10K Item 1A greatly help the cyber breach prediction results. We

also find that there is a substitution effect with Compustat features. When

risk topic features are used (Table 4.10), except RF model, Compustat is

not used in training. However, when risk topic features are removed, results

with Compustat data shows the best performance in Table 4.11. One possible

reason is that the industry information appears both Compustat and risk

reports as we can observe in Tables 4.6 and 4.7.
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Figure 4.2: F1 score comparison between results with topic vs. without topic.
Numbers represent improved scores by including risk topic features.

Figure 4.3: AUC score comparison between results with topic vs. without
topic. Numbers represent improved scores by including risk topic features.
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Table 4.11: Comparisons of the best results for different prediction models
without risk factor topic model.

model compustat bot precision recall f1 AUC
Logit yes no 24.39 46.36 31.86 63.5
SVM yes no 22.61 41.82 29.2 61.89
RF yes no 23.86 51.82 32.55 70.96

kNN yes no 27.29 50.91 35.33 66.44
FFNN yes no 19.18 63.64 29.47 66.23

DropoutNN yes no 27.01 51.82 35.27 66.02
Random - - 12.86 50.0 20.46 50.0

4.4.2 Feature importance

Now we investigate the relative importance of individual topics and

other variables for the prediction performance. For each feature score mea-

surement, we use 5-fold cross validation with same exact parameter (k=7) and

fixed random seeds for test/validation splits, and report averaged prediction

score. If the AUC goes lower without certain feature, it means that the feature

plays a positive role for the prediction model. So the feature importance is

defined as the difference of AUC score of the model with the target feature

and the score of the model without the feature. In Figures 4.4 and 4.5, vari-

ables with higher scores are more important features for our prediction model.

We find that the topic 09 (healthcare/medical) and psbl host dates mark the

highest feature score. In addition, lower score of topic 03 (technology/system

management) matches with the industry code distribution. It could be re-

lated to the industry code distribution of Table 4.7, as healthcare/medicare

related SICs have high tendency of data breaches, and computer related SICs
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have lower tendency. It provides extra supports for the substitution effects in

Section 4.4.1.

4.4.3 Model comparisons

Now we analyze performance difference of prediction models. Table

4.10 reports the best results from each model. As baseline prediction models,

we use support vector machine (SVM) and logit. Among the different models,

dropoutNN model yields the best f1 and AUC scores (42.20 and 76.03)followed

by kNN (41.50 and 71.64) and RF (34.64 and 71.33). Dropout is a general-

ization technique which can be applied to deep neural network models[72]. At

each stage, individual nodes are randomly dropped out with probability p, so

that a reduced network is left. This helps reducing interdependent learning

amongst the neurons, which causes overfitting of training data. We measure

generalized results by repeated cross validation, and dropoutNN clearly out-

performs FFNN by 8.57 in f1 score, and 9.49 in AUC.

In addition to the prediction score, we measure running time between

two best performing models, which are kNN and dropoutNN. In Table 4.12,

itemized processing times are reported. Since kNN does not require any train-

ing time, we put the tuning time to find best k in the training/tuning stage.

For the marginal performance improvement, the processing time of dropoutNN

takes about 850 times more than the kNN. However, for security related prob-

lems, it is much more important to have a higher prediction score.
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Figure 4.4: Security feature importance score on kNN model.

Figure 4.5: Topic importance score on kNN model.
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Table 4.12: Process time comparison between kNN and dropoutNN model.

average training/tuning time (sec) average testing time (sec)
kNN 2.50 0.04

dropontNN 2113.72 12.10

4.5 Conclusion

Predicting future security incidents is a challenging problem. In this

chapter, we introduced a novel cyber incident prediction method using a deep

learning model. We constructed a large collection of organizational data fea-

ture sets including security postures and risk factor reports. Using these fea-

tures to train a Dropout Neural Network classifier, it is shown that we can

achieve an AUC score of 76. We also analyzed the relative importance of the

security posture and topics features. Our work has significant practical impli-

cations for organizations, investors, and general public by providing reliable

prediction results and topic analysis of the risk reports. We expect further

performance improvement along with more enriched dataset and enhanced

machine learning algorithms in the future.
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Chapter 5

Conclusion

In this dissertation, we studied series of ideas for helping organizational

security problems using various research methods. First, we conducted a ran-

domized field experiment in Asian countries and actually improved security

level of our subject companies, and found causal relationship between security

awareness and protection level. Second, we introduced a game theory model

between unknown attacker and an ISP as a defender. By finding the Bayesian

Nash equilibrium, we proved that the defenders can limit the attacker’s attack

intensity by optimal blocking threshold. Third, we proposed a machine learn-

ing model to predict data breach incidents. We combined numerical security

posture data and text analysis results on risk reports to train the model, and

produced meaningful prediction results that can be used in the real world. An

interesting direction for work is applying our game theory model in the actual

network packet analysis combined with incident prediction model for real time

threat detection at the ISP layer.
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Appendix: Proofs

For convenience, we define functions ϕ, y and constants a, b, c, q∗ as

follows:

ϕ(x) := 2√
π

∫ x

0

e−t
2

dt

a := 1
2

(√
1 + 8rσ2

M2 − 1
)
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√
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c := 2σ
√
re−b

2
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√
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+ ϕ(b)

q∗ := p(c−ϕ(b))
c−pϕ(b)

y(x) := ϕ−1
( c(p−x)
p(1−x)

)

(5.0.1)

In Theorem 3.2.2, the equilibrium attack strategy α, block threshold

p, the corresponding attacker’s expected profit Ve and the defender’s expected

cost Ce are following: If rσ2

M2 ≥ 1, then

p =
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If rσ2

M2 < 1, then

p =
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(
σ2

aM
− c
√
πr(1−p)lfσ
(1+a)Mp

)(
1−q∗
q∗

)a( q
1−q

)a)
, if q ∈ [0, q∗]

σ√
r
q y(q) + lf (1− q)

(
e−y(q)2 − c

√
π(1−p)q y(q)
p(1−q)

)
, if q ∈ (q∗, p)

(1− q)lf , if q ∈ [p, 1]

(5.0.3)

In Proposition 3.3.1, the block threshold p̃, and the corresponding at-

tacker’s expected profit V2 and the defender’s expected cost C2 are following:

p̃ =
(1+a)r lf

(1+a)r lf+aM

C2(q0) =

{
q0

(
M
r
−
(
M
r
− (1−p̃)lf

p̃

)(
1−p̃
p̃

)a( q0
1−q0

)a)
, if q0 ∈ [0, p̃)

(1− q0)lf , if q0 ∈ [p̃, 1]

V2(q0) =

{
M
r

(
1−

(
1−p̃
p̃

)a( q0
1−q0

)a)
, if q0 ∈ [0, p̃)

0, if q0 ∈ [p̃, 1]

(5.0.4)

In Proposition 3.3.2, the block threshold p̃, the attack intensity α̃, the

corresponding attacker’s expected profit V3 and the defender’s expected cost
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C3 are following: If rσ2

M2 ≥ 1, then

p̃ =
(1+a)r lf

(1+a)r lf+aM

α̃(q) = M, if q ∈ [0, 1]

V3(q0) =

{
M
r

(
1− (1−p̃

p̃
)a( q0

1−q0 )a
)
, if q0 ∈ [0, p̃)

0, if q ∈ [p̃, 1]

C3(q0) =

{
q0 V3(q0) + lf (1− q0)(1−p̃

p̃
)a+1( q0

1−q0 )a+1, if q0 ∈ [0, p̃)

lf (1− q0), if q0 ∈ [p̃, 1]

(5.0.5)

If rσ2

M2 < 1, then

p̃ =
(1+a)r lf

(1+a)r lf+aM

α̃(q) =

{
M, if q ∈ [0, q̃∗]

0, if q ∈ (q̃∗, 1]

V3(q0) =


M
r

(
1− (a+1

2
)(1−q̃∗

q̃∗
)a( q0

1−q0 )a
)
, if q0 ∈ [0, q̃∗]

a2M
r(1+2a)

( (1−q̃∗)q0
q̃∗(1−q0)

)a+1
(
( p̃(1−q0)

(1−p̃)q0 )2a+1 − 1
)
, if q0 ∈ (q̃∗, p̃)

0, if q ∈ [p̃, 1]

C3(q0) =

{
q0 V3(q0) + lf (1− q0)(1−p̃

p̃
)a+1( q0

1−q0 )a+1, if q0 ∈ [0, p̃)

lf (1− q0), if q0 ∈ [p̃, 1]

(5.0.6)

where the constant a is defined in (5.0.1) and

q̃∗ :=
1

1 + (1+a
2a2

)
1

1+2a (1−p̃
p̃

)
. (5.0.7)
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