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Abstract—High-mobility unmanned aerial vehicles (UAVs) can
serve as dual-function aerial service platforms for the Internet of
Things (IoT), providing both sensing and communication services
for IoT nodes without a base station (BS), particularly in emer-
gency situations. In this paper, a UAV-assisted integrated sensing
and communications (ISAC) system is proposed for IoT, which
simultaneously senses the status information around the IoT and
sends the sensing information to both the IoT nodes and a data
collection center. In order to assess the sensing performance of
ISAC, the radar estimation rate is introduced as a significant
metric from the perspective of information theory. Considering
the mutual interference between sensing and communications,
the radar estimation rate is maximized through the coordinated
optimization of UAV task scheduling, transmit power allocation,
and 3D flight parameters under the constraint of communication
rate. The formulated non-convex mixed-integer programming
problem is divided into three subproblems, including UAV task
scheduling optimization, UAV sensing and communication power
optimization, and UAV 3D flight parameters optimization. The
optimal solutions can be achieved by proposing a three-layer it-
erative optimization algorithm to optimize the three subproblems
iteratively. The simulation results show that the radar estimation
rate can well measure the sensing performance of the ISAC,
which can be effectively improved by optimizing the 3D UAV
flight parameters.

Index Terms—UAV, ISAC, IoT, radar estimation rate, resource
allocation, 3D flight trajectory optimization.

I. INTRODUCTION

Internet of Things (IoT) has emerged as a crucial infor-
mation network that seamlessly integrates the physical and
digital worlds through sensing and communication in various
fields, such as agriculture, healthcare, and transportation, etc
[1]-[3]. By erecting IoT Gateway and base stations (BSs), the
IoT nodes can acquire and share environmental information
with surrounding devices, infrastructures, and pedestrians [4]-
[6]. However, when the number of nodes is large or the BSs
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are lacking, the IoT cannot efficiently exchange information
[7]-[10]. To solve this problem, unmanned aerial vehicles
(UAVs) are adopted as aerial platforms to assist ground IoT
communications. The aerial communication link between the
UAV and ground nodes is much better than the ground
communication link and can be seen as line-of-sight (LoS).
Meanwhile, due to its high mobility, the UAV is very suitable
for assisting IoT in remote areas or emergency scenarios [11].
To realize communication and sensing for IoT, the UAV needs
to load communication and sensing devices separately, which
will increase the load and spectrum consumption of the UAV.
Fortunately, integrated sensing and communications (ISAC)
technology is currently being developed to reduce equipment
redundancy and improve spectrum utilization, which is regard-
ed as one of the significant research directions for IoT in the
future [12]-[15].

During the development of ISAC technology, radar and
communication signals are emitted by one transmitter and
will gradually merge, eventually sharing spectrum and signal
processing equipment. Thus, equipment redundancy is reduced
and spectrum utilization is improved. In [16], Chiriyath et al.
proposed an evaluation criterion for radar estimation rate based
on the Cramer-Rao bound (CRB) and introduced a theoretical
evaluation criterion for the joint radar and communication
system. In [17], Liu et al. proposed a dual-functional radar-
communication (DFRC) system, where a transmitter detects
the radar target and communicates with downlink users simul-
taneously. The downlink mutual interference was minimized
by considering omnidirectional and directional beampattern
design. In [18], a full-duplex (FD) ISAC scheme was pro-
posed by Xiao et al., where the waiting time of pulsed
radars was utilized for transmitting communication signals.
In [19], a multibeam architecture using controllable antenna
arrays was proposed by zhang et al., where the sensing and
communication could be seamlessly integrated. In [20], a
wireless scheduling framework was proposed by Zhao et al.,
where the Cobb-Douglas utility function was maximized by
jointly optimizing the coordination gains of communication,
computation and sensing. In [21], Zhao et al. proposed a dual-
function BS model in the signal correlated interference sce-
nario, where the design of receive and transmit beamforming
vectors is to ensure a balance between communication and
radar in imperfect and perfect channels. In [22], a RUs assisted
vehicular communication system was proposed by Yuan et al.,
where the ISAC technology was used to assist orthogonal time
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frequency space (OTFS) transmission in bidirectional link. In
[23], Mu et al. proposed a high-mobility vehicular network,
where the estimation error caused by nonlinear measurements
was reduced by leveraging deep learning method to estimate
the angle. In [24], a dynamic frame structure configuration of
dual-function IoV network based on 5G new wireless protocol
was proposed by Zhang et al., and the optimal percentage of
time duration allocation was obtained by maximizing the radar
mutual information (MI). In [25], Zhang et al. proposed a time
division based ISAC model for connected automated vehicles
(CAVs), where the closed-form solution for the vehicle-to-
everything (V2X) cooperative communication mode selection
was obtained by the mmWave enabled CAVs cooperation
algorithm.
The above studies mainly consider ISAC applications in the

ground layer. However, ISAC will not work effectively when
ground infrastructures are lacking or paralyzed. Meanwhile,
the high cost of ground infrastructure also determines that
it cannot be deployed on a large scale in the remote areas.
Therefore, deploying an ISAC system on the UAV holds sig-
nificant practical significance. In [26], Jiang et al. proposed a
UAV swarm wireless network, in which the accuracy of target
sensing was improved by the extended kalman filter method
and the delay of communication was reduced by Identification
Friend or Foe algorithm. In [27], Chang et al. proposed
a joint scheduling strategy for control, communication and
sensing of mmWave communications in UAV network. The au-
thors used state-noise-ratio to denote the relationship between
beam alignment and sensing-control pattern, and obtained a
closed-form expression for the design of data rate triggered
sensing-control pattern. In [28], a dual-function multi-UAV
wireless network was proposed by Wang et al., where the
utility of network was maximized by jointly optimizing UAV
location, UAV transmit power, and user association under
the localization accuracy constraint. In [29], a cooperative
sensing UAV system was proposed by Chen et al., where
the UAV simultaneously conducted radar detection and sens-
ing information fusion communication. The performance of
collaborative sensing was enhanced by optimizing the upper-
bound of the proposed average cooperative sensing area.
The aforementioned researches mainly discuss the ISAC in

the static UAV and ignore the movement of the UAV. To further
exploit the advantage of UAV mobility, a few literatures have
considered the ISAC applications in mobile UAV scenarios. In
[30], a UAV aided ISAC network was proposed by Zhang et
al., where the peak age of information (AoI) of the UAV-ISAC
system was minimized by optimizing UAV power, scheduling
order, trajectory and time allocation for both communication
and sensing. In [31], Zhang et al. proposed a dual-function
UAV cellular network, where the AoI determined by UAV
sensing and transmission was minimized by jointly optimizing
sensing time, transmission time, task scheduling and UAV
trajectory. In [32], Hu et al. proposed a novel base station
(BS)-UAV enabled bistatic synthetic aperture radar (SAR)
platform to perform communication-assisted radar sensing,
where the UAV propulsion consumption was minimized by
planning the flight trajectory under the constraint of radar
resolution. In [33], a multi-UAV enabled integrated radar and

communication system was proposed by Zhang et al., where
the sensing performance and fairness were both maximized by
optimizing navigation, transmit power and resource allocation
through deep reinforcement learning method. In [34], a UAV
assisted periodic communication and sensing scheme was
proposed by Meng et al., where the penalty-based algorithm
was utilized to maximize the achievable rate by iteratively
optimizing sensing time allocation, user association, UAV
trajectory and beamforming vector. In [35], a UAV assisted
ISAC system was proposed by Liu et al., where the minimum
radar MI and the UAV energy efficiency were simultaneously
maximized by optimizing UAV transmit power, scheduling and
trajectory. However, [30] and [31] only considered to improve
the communication performance, but overlooked the sensing
performance, an important indicator for ISAC. [32]-[35] only
focused on optimizing the 2D trajectory of the UAV assisted
ISAC, but ignored the potential performance gain brought by
optimizing the 3D UAV trajectory.

In this paper, a UAV assisted ISAC model is proposed
for IoT, in which the UAV is deployed as a dual-function
aerial platform to provide sensing and communication services
for the ground IoT nodes. The radar estimation rate of the
UAV assisted ISAC is maximized by considering both the
performance metric of radar detection and the dynamic 3D
trajectory of the UAV. The contributions of this paper are
summarized as follow.

• A UAV-enabled ISAC model is established, in which the
UAV flies over the target area to perform ISAC and
data upload tasks. We introduce the radar estimation
rate as a metric to evaluate the sensing performance
of radar detection in ISAC from the information theory
perspective.

• We formulate an efficient optimization problem to maxi-
mize the radar estimation rate by jointly optimizing UAV
task scheduling, transmit power allocation and 3D flight
parameters. Specifically, we consider the mutual inter-
ference of communication and sensing in the resource
allocation, which has a great impact on an actual ISAC
system.

• The complex mix-integer initial optimization problem is
divided into three parts: task scheduling optimization,
sensing and communication power optimization and 3D
flight parameters optimization. Based on the successive
convex approximation (SCA) method, we propose a
three-layer iterative optimization algorithm to get the
optimal solution to the initial problem.

The rest of this paper is organized as follows. In Section
II, we propose a UAV-assisted ISAC model for IoT, and by
introducing the radar estimation rate to evaluate the sensing
performance of ISAC, we formulate an optimization problem
to maximize the radar estimation rate. In Section III, a three-
layer iterative optimization algorithm is proposed to solve the
initial optimization problem. In Section IV, some numerical
simulation results are presented and analyzed. In Section V, we
conclude the paper and indicate the future research directions.
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II. SYSTEM MODEL AND PROBLEM FORMULATION

In this section, we will first provide a brief introduction to
the proposed UAV assisted ISAC system. Then, we will intro-
duce two metrics for measuring communication and sensing
performance of the ISAC system. Finally, we will transform
the proposed system model into a mathematical optimization
problem. For ease of reference, we provide a list of the
notations used in this paper in Table I.

TABLE I
SUMMARY OF NOTATIONS

Symbol Meaning
K number of IoT nodes
T flight cycle time
Q number of time slots
B signal bandwidth
∆t length of one time slot
gc location of data collection center
gk location of the IoT node k

gu(q) location of the UAV in time slot q
Hmin

u minimum UAV flight height
Hmax

u maximum UAV flight height
vxy horizontal flight speed of the UAV
vz vertical flight speed of the UAV

vmax
xy maximum horizontal flight speed of the UAV

vmax
z maximum vertical flight speed of the UAV

amax
xy maximum UAV horizontal acceleration

amax
z maximum UAV vertical acceleration
v(q) UAV flight speed
θ maximum UAV detection angle

ωk(q) ISAC task index
b(q) data upload task index
Gt antenna gain of the UAV transmitter
Gr antenna gain of the UAV receiver
Gc antenna gain of the data collection center receiver
dc distance between the data collection center and UAV
dk distance between the IoT node k and UAV
λ signal wavelength
fc signal carrier frequency
c speed of light

Pt(q) transmit power of the UAV in time slot q
Prad(q) sensing power of the UAV in time slot q
Pcom(q) communicaton power of the UAV in time slot q
α(q) power allocation factor

hk,com(q) communication channel power gain in time slot q
hk,rad(q) radar channel power gain in time slot q
Γk,com(q) SINR of communication channel in time slot q
Γk,rad(q) SINR of radar channel in time slot q

A. Scenario Description

As shown in Fig. 1, we consider a dual function UAV-
assisted IoT system consisting of a UAV, a data collection
center, and several IoT nodes. The UAV with ISAC function
is deployed to serve K IoT nodes with impaired sensing
capabilities and transmit the sensing information to the data
collection center.1 Let k ∈ K = {1, 2, ...,K} denote the index
of ground IoT nodes, which are randomly distributed around

1Under the normal circumstances, the IoT node has the ability to transmit
its status information to the data collection center. However, under the harsh
circumstances, the communication link between the IoT node and the data
collection center may be interrupted, resulting in the loss of node information.
In such cases, it is crucial to utilize the UAV to provide emergency ISAC
services for the IoT nodes.

the data collection center.2 Let gc = [lc Hc] and gk = [lk Hk]
denote the fixed locations of the data collection center and
IoT nodes, where lc = [xc, yc] and lk = [xk, yk] denote the
horizontal positions of data collection center and IoT nodes,
respectively, while Hc and Hk represent the altitudes of data
collection center and IoT nodes, respectively.
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Fig. 1. System model.

We consider that the UAV flies over the target area with
constant flight cycle and varying flight altitude to perform
ISAC and data upload tasks. When a node is within the
detection range of the UAV radar, the UAV will perform the
ISAC task, that is, simultaneously sending a radar signal to
sense the status information around the node and forwarding a
communication signal containing the sensed information to the
corresponding node. When the nodes are out of the detection
range of the UAV radar, the UAV will execute the data upload
task, that is, sending the stored sensing information to the data
collection center through the communication uplink.

In order to make a reasonable analysis of the system, time
discretization (TD) method is adopted to discrete the UAV
flight trajectory. We make a assumption that the total flight
time T can be decomposed into Q time slots with the same
time interval of ∆t = T/Q. Specifically, ∆t needs to be small
enough so that the UAV trajectory can be approximated as a
short straight line in each time slot. Hence, the 3D coordinate
of the UAV can be denoted as gu(q) = [lu(q) Hu(q)], where
q ∈ Q = {1, 2, . . . , Q}, lu(q) = [xu(q), yu(q)] and Hu(q)
denote the real time horizontal position and flight altitude of
the UAV, respectively. Furthermore, in order to ensure that
the UAV has a continuous and smooth flight cycle, the UAV
trajectory should satisfy the mobility constraints, meanwhile,
the initial and end states of the UAV should be the same. These
constraints can be denoted as

lu(q + 1) = lu(q) + vxy(q)∆t, ∀q (1)

2Here, we make the assumption that the locations of both the IoT nodes
and data collection center are fixed, and known to the UAV. This scenario is
commonly encountered in practical settings. For example, in data collection
scenarios, the UAV can be programmed to efficiently navigate and collect
sensing information from pre-deployed IoT nodes.

UAV assisted integrated sensing and communications for Internet of Things: 3D trajectory optimization and resource allocation

This is a peer-reviewed, accepted manuscript of the following paper: Liu, Z., Liu, X., Liu, Y., Leung, V. C. M., & Durrani, T. S. (2024). 
UAV assisted integrated sensing and communications for Internet of Things: 3D trajectory optimization and resource allocation.  
IEEE Transactions on Wireless Communications. Advance online publication. https://doi.org/10.1109/TWC.2024.3352985



4

Hu(q + 1) = Hu(q) + vz(q)∆t, ∀q (2)

∥vxy(q + 1)− vxy(q)∥ ≤ amax
xy , ∀q (3)

∥vz(q + 1)− vz(q)∥ ≤ amax
z , ∀q (4)

v(1) = v(Q) (5)

gu(1) = gu(Q) (6)

where vxy(q) and vz(q) denote the horizontal and vertical
speeds of the UAV at time slot q, respectively; ∥•∥ repre-
sents the L2 norm, amax

xy and amax
z indicate the maximum

horizontal and vertical accelerations of the UAV, respectively;
v(q) = [vxy(q) vz(q)] denotes the UAV flight speed in 3D
space.
For convenience, we introduce two discrete binary variables,

ωk(q) and b(q), to indicate the scheduling of the ISAC and
data upload tasks. We assume that the UAV can only perform
one kind of task on one node or data collection center per time
slot. When the UAV performs the ISAC task on the IoT node
k at time slot q, we set ωk(q) = 1 and b(q) = 0. When the
UAV performs the data upload task for data collection center,
we set ωk(q) = 0 and b(q) = 1. Hence, the constraints for
ωk(q) and b(q) can be written as

ωk(q) ∈ {0, 1}, ∀k, q (7)

b(q) ∈ {0, 1}, ∀q (8)

K∑
k=1

ωk(q) + b(q) = 1, ∀q (9)

Without loss of generality, we define θ as the maximum
detection angle of the UAV.3 To execute the ISAC task, the
detection range of the UAV should cover the target node,
hence, the location constraint for the UAV can be given as

ωk(q)

(
(xu(q)− xk)

2 + (yu(q)− yk)
2

)
≤ (Hu(q) tan θ)

2,

∀k, q
(10)

Compared with the ground communication links, the aerial
channel links from the UAV to the data collection center and
IoT nodes are dominated by the LoS link. 4 Therefore, the
power gain of the communication link from UAV to data
collection center and node k at time slot q can be expressed
as [42]

hc(q) =
GtGcλ

2

(4π)
2
d2c(q)

=
βcom
d2c(q)

, ∀q (11)

3To ensure the quality of sensing for the UAV, it is assumed that the UAV
has a maximum detection angle and a maximum flight altitude, similar to the
scheme described in references [38] and [39].

4According to experimental research on the UAV channel model in refer-
ences [40] and [41], when the horizontal distance between the UAV and the
IoT node is less than 1000m, and the UAV flight altitude is above 80m, it can
be considered that the LoS link between the UAV and the IoT node is highly
probable, approaching a probability of 1.

hk,com(q) =
GtGcλ

2

(4π)
2
d2k(q)

=
βcom
d2k(q)

, ∀k, q (12)

where Gc and Gt denote the antenna gains of the UAV
transmitter and communication receiver, respectively; λ =
c/fc indicates the signal wavelength, where c and fc denote
the speed of light and signal carrier frequency, respectively;
dc(q) = ∥gu(q)− gc∥ and dk(q) = ∥gu(q)− gk∥ represent
the distance from the UAV to the data collection center and
node k, respectively; βcom = GtGcλ

2

(4π)2 .
Considering both the transmission and echo links of radar

signal [43], the power gain of the radar detection link between
the UAV and the node k at time slot q can be denoted as

hk,rad(q) =
GtGrλ

2σ

(4π)
3
d4k(q)

=
βrad
d4k(q)

, ∀k, q (13)

where Gr denotes the antenna gain of UAV radar receiver,
and σ denotes radar cross-section (RCS) of the target; βrad =
GtGrλ

2σ
(4π)3

.
For a UAV with DFRC, the transmit power at each time

slot includes communication power and radar detection power.
Assuming that the total transmit power of the UAV at time slot
q is Pt(q), the power for communication and radar detection
can be expressed as

Pcom(q) = α(q)Pt(q), ∀q (14)

Prad(q) =

(
1− α(q)

)
Pt(q), ∀q (15)

where 0 ≤ α(q) ≤ 1 represents the power allocation factor in
each time slot. Specifically, when the UAV performs the data
upload task, α(q) = 1.

B. System Performance Evaluation Metrics

To evaluate the performance of the UAV-assisted ISAC
system, we present the following performance metrics. For the
communication system, the information rate is defined as the
average MI between the transmitter and the receiver, which
is a crucial metric for measuring system performance. For
the radar system, a novel metric based on information theory
have been proposed, namely the radar estimation rate. If we
consider the radar detection process as a scenario in which
a target is unwilling to transmit its own information to the
radar, we can describe the radar channel as a non-cooperative
communication channel. In this case, the radar estimation rate
can be defined as the MI between the radar and the target [16].
In order to measure the performance of the ISAC system using
the same dimension, we have decided to use the information
rate and radar estimation rate as the performance evaluation
metrics of the ISAC system.

Due to the dual nature of the ISAC system, interference
within the system must be taken into account. When commu-
nication and radar detection are carried out simultaneously,
the communication receiver may experience interference from
the radar signal, and the radar receiver may also be affected
by the communication signal reflected by the radar target.
Hence, when the UAV performs the ISAC task on the IoT
node k, the signal to interference plus noise ratio (SINR) over
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communication channel and radar channel can be expressed
as

Γk,com(q) =
Pcom(q)hk,com(q)

Prad(q)hk,com(q) +N0B
, ∀k, q (16)

Γk,rad(q) =
Prad(q)hk,rad(q)

Pcom(q)hk,rad(q) +N0B
, ∀k, q (17)

where B denotes the signal bandwidth, and N0 represents the
noise power spectral density.
According to the Shannon’s theorem [36], the information

rate from the UAV to the data collection center and node k at
time slot q can be expressed as

Rc(q) = log2

(
1 +

Pt(q)hc(q)

N0B

)
, ∀q (18)

Rk,com(q) = log2

(
1 + Γk,com(q)

)
, ∀k, q (19)

Based on [24] and [37], the radar estimation rate of the
UAV for the node k at time slot q can be described as

Rk,rad(q) = log2

(
1 + Γk,rad(q)

)
, ∀k, q (20)

To ensure that the nodes and data collection center can
fully obtain the sensing information of the UAV, the amount
of communication information transmitted to the nodes in
each time slot should be no less than that of radar sens-
ing information. Moreover, over the entire flight cycle, the
amount of communication information transmitted to the data
collection center should be no less than the total amount
of radar sensing information for all the nodes. Hence, the
communication constraints can be denoted as

Rk,rad(q) ≤ Rk,com(q), ∀k, q (21)

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) ≤
Q∑

q=1

b(q)Rc(q) (22)

C. Problem Formulation

In the UAV assisted ISAC system, the main task of the
UAV is to carry out the radar detection, and the purpose of
communications is to transmit the radar sensing information
to the data collection center and IoT nodes. Therefore, the
information rate depends on the information capacity of the
radar detection. Thus, in order to increase the amount of
information detected by the radar, we seek to maximize
the radar estimation rate by jointly optimizing UAV task
scheduling W = {ωk(q), b(q), ∀k, q}, UAV transmit power
allocation P = {Pt(q), α(q), ∀q} and UAV 3D flight parame-
ters L = {gu(q),v(q), ∀q}. The optimization problem is given

as

max
W,P,L

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) (23a)

s.t. ωk(q) ∈ {0, 1} , ∀k, q (23b)
b(q) ∈ {0, 1} , ∀q (23c)
K∑

k=1

ωk(q) + b(q) = 1, ∀q (23d)

ωk(q)

(
(xu(q)− xk)

2 + (yu(q)− yk)
2

)
≤ (Hu(q) tan θ)

2, ∀k, q
(23e)

Rk,rad(q) ≤ Rk,com(q), ∀k, q (23f)
Q∑

q=1

K∑
k=1

ωk(q)Rk,rad(q) ≤
Q∑

q=1

b(q)Rc(q) (23g)

0 ≤ 1

Q

Q∑
q=1

Pt(q) ≤ Pavg (23h)

Pt(q) ≥ 0, ∀q (23i)
v(1) = v(Q) (23j)
gu(1) = gu(Q) (23k)
lu(q + 1) = lu(q) + vxy(q)∆t, ∀q (23l)
Hu(q + 1) = Hu(q) + vz(q)∆t, ∀q (23m)
∥vxy(q + 1)− vxy(q)∥ ≤ amax

xy , ∀q (23n)

∥vz(q + 1)− vz(q)∥ ≤ amax
z , ∀q (23o)

∥vxy(q)∥ ≤ vmax
xy , ∀q (23p)

∥vz(q)∥ ≤ vmax
z , ∀q (23q)

Hmin
u ≤ Hu(q) ≤ Hmax

u , ∀q (23r)

where Pavg denotes the average transmit power of the UAV
for each time slot, vmax

xy and vmax
z indicate the maximum

horizontal and vertical velocities of the UAV, respectively;
Hmin

u and Hmax
u represent the minimum and the maximum

flight altitudes of the UAV, respectively.

III. SOLUTION ALGORITHM

In this section, we illustrate the joint optimization frame-
work for the UAV assisted ISAC system. Due to the integer
vector W and the non-convex constraints (23e), (23f), (23g),
we propose a three-layer iterative optimization algorithm to
solve the mixed integer optimization problem (23), which
divides the initial optimization problems into three parts: task
scheduling optimization, sensing and communication power
optimization, and 3D flight parameters optimization.

A. UAV Task Scheduling Optimization

To solve the integer vector W, we first relax the binary
variables ωk(q) and b(q) into continuous variables within the
range of [0, 1]. Then, we loosen the strict equality constraint
(23d), and replace it with an inequality constraint. Hence, the
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task scheduling optimization problem with the fixed power
allocation P and flight parameters L can be formulated as

max
W

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) (24a)

s.t. 0 ≤ ωk(q) ≤ 1, ∀k, q (24b)
0 ≤ b(q) ≤ 1, ∀q (24c)
K∑

k=1

ωk(q) + b(q) ≤ 1, ∀q (24d)

ωk(q)

(
(xu(q)− xk)

2 + (yu(q)− yk)
2

)
≤ (Hu(q) tan θ)

2, ∀k, q
(24e)

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) ≤
Q∑

q=1

b(q)Rc(q) (24f)

which is a convex optimization problem that can be solved by
the Matlab CVX directly.
Then, the continuous variables ωk(q) and b(q) obtained by

the CVX need to be converted back to their original discrete
binary form. If the difference between ωk(q), b(q) and 1 is
less than the maximum tolerance δ, then ωk(q) and b(q) will
be set to 1. Otherwise, they will be set to 0. After obtaining
the binary solutions of ωk(q) and b(q), we can achieve the
complete binary integer solution of W.

B. UAV Sensing and communication Power Optimization

With the fixed UAV task scheduling W and UAV flight
parameters L, the UAV transmit power allocation problem is
given as

max
P

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) (25a)

s.t. Rk,rad(q) ≤ Rk,com(q), ∀k, q (25b)
Q∑

q=1

K∑
k=1

ωk(q)Rk,rad(q) ≤
Q∑

q=1

b(q)Rc(q) (25c)

0 ≤ 1

Q

Q∑
q=1

Pt(q) ≤ Pavg (25d)

Pt(q) ≥ 0, ∀q (25e)
0 ≤ α(q) ≤ 1,∀q (25f)

which is a non-convex optimization problem with no closed-
form solutions for α(q) and Pt(q). Therefore, we use the SCA
method to solve it.
Since the objective function contains two variables α(q) and

Pt(q), the problem (25) is difficult to solve directly. Therefore,
(25) is divided into two sub-problems as

max
A

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) (26a)

s.t. (25b), (25c), (25f) (26b)

max
P̂

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) (27a)

s.t. (25b) ∼ (25e) (27b)

where A = {α(q), ∀q} and P̂ = {Pt(q), ∀q} represent
the power allocation factor and transmit power of the UAV,
respectively.

With the SCA algorithm, we first convert the non-linear
problems (26) and (27) into linear problems. For any local
points α(i)(q) and P (i)

t (q), Rk,rad(q) and Rk,com(q) in (26)
and (27) can be replaced by their first-order Taylor expansions,
which can be written as

Rα
k,rad(q)=log2

(
1+

(1− α(i)(q))Pt(q)hk,rad(q)

α(i)(q)Pt(q)hk,rad(q) +N0B

)
− Pt(q)hk,rad(q)

ln 2(N0B + α(i)(q)Pt(q)hk,rad(q))

(
α(q)− α(i)(q)

)
(28)

Rα
k,com(q)=log2

(
1+

α(i)(q)Pt(q)hk,com(q)

(1−α(i)(q))Pt(q)hk,com(q)+N0B

)
+

Pt(q)hk,com(q)

ln 2(N0B + (1−α(i)(q))Pt(q)hk,rad(q))

(
α(q)−α(i)(q)

)
(29)

Rp
k,rad(q)=log2

(
1+

(1−α(q))P (i)
t (q)hk,rad(q)

α(q)P
(i)
t (q)hk,rad(q) +N0B

)
+ ψp,rad

(
Pt(q)−P (i)

t (q)

) (30)

Rp
k,com(q)=log2

(
1+

α(q)P
(i)
t (q)hk,com(q)

(1−α(q))P (i)
t (q)hk,com(q)+N0B

)
+ ψp,com

(
Pt(q)−P (i)

t (q)

)
(31)

where,

ψp,rad =
hk,rad(q)

ln 2(N0B + P
(i)
t (q)hk,rad(q))

− α(q)hk,rad(q)

ln 2(N0B + α(q)P
(i)
t (q)hk,rad(q))

(32)

ψp,com =
hk,com(q)

ln 2(N0B + P
(i)
t (q)hk,com(q))

− (1− α(q))hk,com(q)

ln 2(N0B + (1− α(q))P
(i)
t (q)hk,com(q))

(33)

Then, problems (26) and (27) can be redescribed as

max
A

Q∑
q=1

K∑
k=1

ωk(q)R
α
k,rad(q) (34a)

s.t. Rα
k,rad(q) ≤ Rα

k,com(q), ∀k, q (34b)
Q∑

q=1

K∑
k=1

ωk(q)R
α
k,rad(q) ≤

Q∑
q=1

b(q)Rc(q) (34c)

0 ≤ α(q) ≤ 1, ∀q (34d)

UAV assisted integrated sensing and communications for Internet of Things: 3D trajectory optimization and resource allocation

This is a peer-reviewed, accepted manuscript of the following paper: Liu, Z., Liu, X., Liu, Y., Leung, V. C. M., & Durrani, T. S. (2024). 
UAV assisted integrated sensing and communications for Internet of Things: 3D trajectory optimization and resource allocation.  
IEEE Transactions on Wireless Communications. Advance online publication. https://doi.org/10.1109/TWC.2024.3352985



7

max
P̂

Q∑
q=1

K∑
k=1

ωk(q)R
p
k,rad(q) (35a)

s.t. Rp
k,rad(q) ≤ Rp

k,com(q), ∀k, q (35b)
Q∑

q=1

K∑
k=1

ωk(q)R
p
k,rad(q) ≤

Q∑
q=1

b(q)Rc(q) (35c)

0 ≤ 1

Q

Q∑
q=1

Pt(q) ≤ Pavg (35d)

Pt(q) ≥ 0, ∀q (35e)

Obviously, (34) and (35) are convex and can be solved by
the CVX, respectively. However, the obtained solutions for
α(q) and Pt(q) at this time are not the optimal solutions of
problem (25). Therefore, we need to approximate the optimal
solution of (25) through iterative optimization. The specific
iterative process is shown in Algorithm 1.

Algorithm 1 Transmit power allocation optimization.

Initialize: the power allocation factor A(i), the UAV transmit
power P̂(i), and the maximum tolerance δ;

1: repeat
2: fixing P̂(i), solve (34) to get solution A(i+1);
3: fixing A(i+1), solve (35) to get solution P̂(i+1);
4: set i = i+ 1;
5: until the growth of target value is less than δ;

Output: UAV transmit power allocation P = {P̂,A}

C. UAV 3D Flight Parameters Optimization

With the fixed UAV task scheduling W and UAV transmit
power allocation P, the UAV 3D flight parameters optimiza-
tion problem is given as

max
L

Q∑
q=1

K∑
k=1

ωk(q)Rk,rad(q) (36a)

s.t. ωk(q)

(
(xu(q)− xk)

2 + (yu(q)− yk)
2

)
≤ (Hu(q) tan θ)

2, ∀k, q
(36b)

Rk,rad(q) ≤ Rk,com(q), ∀k, q (36c)
Q∑

q=1

K∑
k=1

ωk(q)Rk,rad(q) ≤
Q∑

q=1

b(q)Rc(q) (36d)

lu(q + 1) = lu(q) + vxy(q)∆t, ∀q (36e)
Hu(q + 1) = Hu(q) + vz(q)∆t, ∀q (36f)
∥vxy(q + 1)− vxy(q)∥ ≤ amax

xy , ∀q (36g)

∥vz(q + 1)− vz(q)∥ ≤ amax
z , ∀q (36h)

∥vxy(q)∥ ≤ vmax
xy , ∀q (36i)

∥vz(q)∥ ≤ vmax
z , ∀q (36j)

v(1) = v(Q) (36k)
gu(1) = gu(Q) (36l)

Hmin
u ≤ Hu(q) ≤ Hmax

u , ∀q (36m)

Since the objective function (36a) and constraint (36b) ∼
(36d) are all non-convex, we need to convert them into linear
convex functions, so that (36) can be solved by the CVX.

For the constraint (36b), we replace the square term on the
right side of the inequality with a first-order linear function at
the local point H(i)

u (q), which can be denoted as

(Hu(q)tanθ)
2 ≥ H lf

u (q) = (H(i)
u (q)tanθ)2

+ 2tan2θH(i)
u (q)

(
Hu(q)−H(i)

u (q)

)
(37)

For the objective function (36a) and constraints (36c), (36d),
by substituting (11), (12) and (13) into Rc(q), Rk,com(q)
and Rk,rad(q), respectively, we can get the data upload rate,
communication rate and radar estimation rate with d2c and d2k
as

Rc(q) = log2

(
1 +

Pt(q)βcom
N0Bd2c

)
(38)

Rk,com(q) = log2

(
1 +

Pcom(q)βcom
Prad(q)βcom +N0Bd2k

)
(39)

Rk,rad(q) = log2

(
1 +

Prad(q)βrad
Pcom(q)βrad +N0Bd4k

)
(40)

To convert the above expression, we introduce the following
lemma.

Lemma 1: If A1, B1, C1 are positive, the lower bound of
the function log2(1+

A1

B1+C1X
) at the local point X(i) can be

written as

log2(1 +
A1

B1 + C1X
) ≥ log2(1 +

A1

B1 + C1X(i)
)

− A1C1(X −X(i))

ln 2(B1 + C1X)(A1 +B1 + C1X)
(41)

Proof: Please refer to Appendix A.
According to Lemma 1, for the fixed points ∥ g

(i)
u (q)−gc∥2

and ∥ g
(i)
u (q)−gk∥2, the first order Taylor expansion is used to

replace Rc and Rk,com with their lower bounds and to replace
Rk,rad with its linear form, which are described as

Rc(q) ≥ Rlf
c (q) = R(i)

c (q) + ξ(i)c D(i)
c (q), ∀q (42)

Rk,com(q) ≥ Rlf
k,com(q) = R

(i)
k,com(q)− ξ

(i)
k,comD

(i)
k (q), ∀k, q

(43)

Rk,rad(q) = Rlf
k,rad(q) = R

(i)
k,rad(q)− ξ

(i)
k,radD

(i)
k (q), ∀k, q

(44)

where R(i)
k,com(q), R(i)

k,rad(q), ξ
(i)
c , ξ(i)k,com and ξ(i)k,rad are given

in (45) ∼ (49) at the top of the next page, R(i)
c (q), D(i)

c (q)

and D(i)
k (q) are respectively given as

R(i)
c
(q) = log2

(
1 +

Pt(q)βcom

N0B
∥∥∥g(i)

u (q)− gc

∥∥∥2
)
, ∀q (50)
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R(i)
k,com

(q) = log2

(
1 +

Pcom(q)βcom

Prad(q)βcom +N0B
∥∥∥g(i)

u (q)− gk

∥∥∥4
)
, ∀k, q (45)

R(i)
k,rad

(q) = log2

(
1 +

Prad(q)βrad

Pcom(q)βrad +N0B
∥∥∥g(i)

u (q)− gk

∥∥∥4
)
, ∀k, q (46)

ξ(i)c = − βcomPt(q)

ln 2

(
N0B

∥∥∥g(i)
u (q)− gk

∥∥∥4 + βcomPt(q)
∥∥∥g(i)

u (q)− gk

∥∥∥2) , ∀q (47)

ξ
(i)
k,com =

N0Bα(q)Pt (q)βcom

ln 2(((1− α)Pt (q)βcom +N0B ∥ gu(q)− gk∥2)2 + αPt (q)βcom((1− α)Pt (q)βcom +N0B ∥ gu(q)− gk∥2))
(48)

ξ
(i)
k,rad =

2N0B(1− α(q))Pt (q)βrad ∥ g
(i)
u (q)− gk∥2

ln 2((α(q)Pt (q)βrad +N0B ∥ g
(i)
u (q)− gk∥4)

2
+ (1− α(q))Pt (q)βrad(α(q)Pt (q)βrad +N0B ∥ g

(i)
u (q)− gk∥4))

(49)

D(i)
c (q) =∥ gu(q)− gc∥2− ∥ g(i)

u (q)− gc∥2, ∀q (51)

D
(i)
k (q) =∥ gu(q)− gk∥2− ∥ g(i)

u (q)− gk∥2, ∀k, q (52)

After obtaining the substitution functions of Rc(q),
Rk,com(q) and Rk,rad(q), due to the existence of the square
terms D(i)

c (q) and D(i)
k (q), (36c) and (36d) still do not comply

with the usage rules of the CVX. Hence, we introduce two
auxiliary variables κ(q) and τk(q) to relax the functions
Rlf

c (q), Rlf
k,com(q) and Rlf

k,rad(q), which can be written as

κ(q) ≥ D(i)
c (q), ∀q (53)

τk(q) ≥ D
(i)
k (q), ∀q (54)

Rlf
c (q) ≥ Rs

c(q) = R(i)
c (q) + ξ(i)c κ(q), ∀q (55)

Rlf
k,com(q) ≥ Rs

k,com(q) = R
(i)
k,com(q)− ξ

(i)
k,comτk(q), ∀k, q

(56)

Rlf
k,rad(q) ≥ Rs

k,rad(q) = R
(i)
k,rad(q)− ξ

(i)
k,radτk(q), ∀k, q

(57)

Therefore, the optimization problem (36) for UAV flight
parameters L can be redescribed as

max
L

Q∑
q=1

K∑
k=1

ωk(q)R
s
k,rad(q) (58a)

s.t. ωk(q)

(
(xu(q)− xk)

2 + (yu(q)− yk)
2

)
≤ H lf

u (q)

(58b)
Rs

k,rad(q) ≤ Rs
k,com(q), ∀k, q (58c)

Q∑
q=1

K∑
k=1

ωk(q)R
s
k,rad(q) ≤

Q∑
q=1

b(q)Rs
c(q) (58d)

(36e) ∼ (36m) (58e)

which is convex and can be solved by continuously updating
the values of Rs

k,rad(q), R
s
k,com(q) and Rs

c(q) through the
CVX.

D. Three Layer Iterative Optimization

By solving problems (24), (25) and (58), we obtain the
optimal solutions of W, P and L to the three subproblems, re-
spectively. To get the optimal solutions to the original problem
(23), we propose a three-layer iterative optimization algorithm
to iteratively optimize the three subproblems until the objective
function value is convergent, as shown in Algorithm 2.

Lemma 2: Algorithm 2 is convergent.
Proof: Please refer to Appendix B.

Algorithm 2 Three-layer iterative optimization.
Initialize: the maximum tolerance δ, the UAV task scheduling

W(i), the UAV transmit power allocation P(i), the UAV
flight parameters L(i) and the value of objective function
R

(i)
rad;

1: while |R(i)
rad −R

(i−1)
rad | > δ do

2: fixing P(i) and L(i), solve (24) to get solution W(i+1);
3: fixing W(i+1) and L(i), solve (25) to get solution

P(i+1);
4: fixing W(i+1) and P(i+1), solve (58) to get solution

L(i+1);
5: set i = i+ 1;
6: end while

Output: W, P, L.

IV. SIMULATION RESULTS

In this section, we conduct simulation experiments to
demonstrate the rationality of the system model and the
validity of the optimization scheme. According to [10], [18],
[24] and [25], the values of parameters used in the simulation
experiments are shown in Table II. We assume a square area of
1200m× 1200m, where 12 IoT nodes are randomly distributed
and the data collection center is located at the center of the
area. To get the optimal UAV 3D trajectory, we first define
an initial flight trajectory of the UAV, which is a circle with
the data collection center as the center and the radius of
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(a) Optimized 3D trajectory and task scheduling of the UAV.
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(b) Optimized 3D trajectory and flight speed of the UAV.

Fig. 2. Initial and optimized 3D UAV trajectory.
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(a) Top view of optimized 3D UAV trajectory and task schedul-
ing.
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(b) Top view of optimized 3D UAV trajectory and horizontal
speed.

Fig. 3. Top view of the initial and optimized 3D UAV trajectory.

TABLE II
SIMULATION PARAMETERS

Parameter Value
number of IoT nodes K = 12
total flight time of the UAV T = 100 s
time interval ∆t = 0.5 s
maximum horizontal speed of the UAV vmax

xy = 40 m/s
maximum vertical speed of the UAV vmax

z = 20 m/s
maximum horizontal acceleration of the UAV amax

xy = 5 m/s2

maximum vertical acceleration of the UAV amax
z = 5 m/s2

maximum detection angle of the UAV θ = 30◦

minimum flight altitude of the UAV Hmin
u = 100 m

maximum flight altitude of the UAV Hmax
u = 200 m

average transmit power of the UAV Pavg = 1 W
carrier frequency fc = 3.5 GHz
bandwidth B = 50 MHz
noise power spectral density N0 = −160 dBmW/Hz
RCS of the target σ = 1 m2

antenna gain of the UAV transmitter Gt = 17 dBi
antenna gain of the UAV receiver Gr = 17 dBi
communication receiver antenna gain Gc = 0 dBi
maximum tolerance δ = 10−4

r = max∥lc−lk∥+min∥lc−lk∥
2 . The UAV flies over the target

area at constant altitude Hinit =
Hmax

u +Hmin
u

2 and speed in the
initial trajectory. Therefore, the initial velocity and trajectory

of the UAV can be denoted by

vinit(q) =

(
2πr

T
cos γ,

2πr

T
sin γ, 0

)
, ∀q (59)

ginit
u (q) = (r cos γ, r sin γ,Hinit) , ∀q (60)

where,

γ =
2π(q − 1)

Q− 1
+ arcsin

y1
∥l1 − lc∥

(61)

Furthermore, based on the initial 3D flight parameters, we
set the initial UAV transmit power Pt(q)=1W and the initial
power allocation factor α(q)=0.5.

Under the above initial conditions, we first present the
optimized 3D trajectory obtained by Algorithm 2 in Fig. 2.
The numbers next to the nodes denote the node indexes. In Fig.
2(a), the orange line segment represents the flight trajectory
of the UAV when performing the ISAC task, while the blue
line segment represents the flight trajectory of the UAV when
performing the data upload task. It can be observed that the
UAV frequently changes its flight altitude to better perform
ISAC and data upload task. When the radar sensing angle θ is
fixed, a higher flight altitude means a larger ground detection
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range. Therefore, when some nodes are close (nodes 7 and
8, nodes 4 and 5, nodes 2 and 3), to maximize the radar
estimation rate, the UAV will fly to a higher altitude to sense
more nodes. Meanwhile, to obtain the better radar channel
gain, the UAV will perform the ISAC task at a lower altitude
when sensing only one node. In Fig. 2(b), different colors
represent different flight speeds, and the lighter the color, the
higher the flight speed, as shown in the colorbar at the right. It
can be seen that the UAV will fly slower when performing the
ISAC task, which will achieve longer sensing time to improve
the radar estimation information.
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Fig. 4. Task scheduling of the UAV.
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Fig. 5. Task scheduling of the UAV at the constant flight altitude 100m.

In order to show the status of the UAV more clearly, we plot
the top view of the optimized 3D trajectory in Fig. 3. We can
observe that the UAV will fly above the nodes as much as pos-
sible to execute the ISAC task, so as to obtain better channel
condition and more detection information. Furthermore, the
UAV mostly flies directly between the nodes at a high speed,
which will reduce the flight time and allow more time for the
ISAC task.
Figure 4 depicts the scheduling of UAV tasks in each time

slot. The y-axis represents the index of the nodes and data
collection center. When the UAV performs a task on a specific
target, the y-axis value is set to the corresponding node index.
It can be observed that the UAV performs the ISAC task on

each node and uploads the detected information to the data
collection center within the detection interval. Moreover, when
flying over nodes with relatively short distances, such as nodes
4 and 5 or nodes 7 and 8, the UAV increases its flight altitude
and performs the ISAC task for a longer duration to sense
more nodes and obtain more detection information. This is
significantly different from the results in Fig. 5, which do not
optimize the flight altitude.
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Fig. 7. The radar estimation rate for different optimization schemes versus
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Figure 6 shows the initial and optimized speeds of the UAV.
We can see that unlike the uniform UAV speed in the initial
trajectory, the optimized UAV speed exhibits large fluctuations.
By comparing the task scheduling of the UAV in Fig. 4, we
can observe that in the horizontal direction, the UAV always
flies at a lower speed when performing the ISAC task but at
full speed when performing the data upload task. Similarly, in
the vertical direction, the UAV hardly changes its speed when
executing the ISAC task. This is because the UAV decreases
its flight speed when flying over the nodes to stay around the
nodes longer and obtain more detection information. To further
illustrate the improvement of the system performance by opti-
mizing the 3D flight parameters, we make some comparisons
in Fig. 7.

Figure 7 shows a comparison of the sum radar estimation
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Fig. 9. The radar estimation rate for different maximum detection angle
versus the number of iterations.

rate between different optimization schemes. The red line
represents the sum radar estimation rate obtained by jointly
optimizing the 3D flight trajectory and velocity, with maxi-
mum horizontal and vertical speeds set to 40 m/s and 20 m/s,
respectively. The green line shows the result of optimizing
only the 2D trajectory, with a maximum horizontal speed of
∥vxy(q)∥ = 40 m/s, while the blue line shows the result
without optimizing any flight parameters. It can be observed
that optimizing the 3D flight trajectory results in a higher sum
radar estimation rate compared to the other two schemes.
Figure 8 shows the transmit power allocated by the UAV

to the mission target in each time slot. It can be seen that
the UAV will use less time and power for data upload tasks
to ensure sensing performance, because the communication
channel gain is better than the sensing channel gain due to the
signal attenuation caused by the radar sensing echo.
Figure 9 compares the convergence of Algorithm 2 for dif-

ferent maximum detection angles θ. We can see that increasing
the maximum detection angle of the UAV can effectively
improve the sum radar detection rate. This is because the
coverage of the UAV radar gradually becomes larger as the
maximum detection angle increases, allowing the UAV more
time to perform the ISAC task. Furthermore, we observe that
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Fig. 10. The radar estimation rate for different flight altitude versus the
number of iterations.
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Fig. 11. The radar estimation rate for different flight altitude.

the convergence speed of Algorithm 2 imporves gradually
with the increase of the maximum detection angle. This is
because when the detection range of the UAV radar is small,
the UAV flight trajectory has greater uncertainty, and thus more
iterations are needed to obtain a stable trajectory.

Figure 10 compares the sum radar estimation rates between
3D flight parameters optimization with varied altitude and
2D flight parameters optimization with fixed altitudes. In the
case of the fixed altitude, we can see that the sum radar
estimation rate does not always increase with the rise of
the flight altitude. To illustrate the effect of different fixed
flight altitude on the system performance, we show the sum
radar estimation rate versus the flight altitude in Figure 11.
It can be observed that as the flight altitude rises, the sum
radar estimation rate first increases to the maximum value
at an altitude of 140m and then decreases. This is because
when the flight altitude initially rises, the UAV will have a
larger detection range on the ground nodes, thereby obtaining
more detection information. However, when the flight altitude
exceeds a certain level, the channel condition between the
UAV and the node will deteriorate, offsetting the positive gain
from the greater detection range, which ultimately results in
degraded system performance. However, as shown in Figure
10, the maximum sum radar estimation rate of the 2D flight
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Fig. 12. The radar estimation rate for different flight cycle time versus the
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parameters optimization with the altitude of 140m is still less
than that of the 3D flight parameters optimization with varied
altitude.
Figuer 12 compares the convergence of Algorithm 2 for

different flight cycle time T . We can see that increasing
the flight cycle time can significantly improve the system
performance. This is because as the flight time increases, the
UAV has more time to perform the ISAC task, which leads to
an increase in the sum radar estimation rate.

V. CONCLUSIONS

In this paper, we propose a UAV-assisted ISAC model for
IoT, where a UAV is dispatched as an aerial service platform to
provide ISAC and data upload services for ground nodes and
the data collection center. To evaluate the sensing performance
of the ISAC system, we introduce the radar estimation rate as
an important metric, which is maximized by formulating a
mixed-integer programming problem. The non-convex mixed-
integer optimization problem is divided into three subprob-
lems, and the optimal solutions can be obtained by proposing
a three-layer iterative optimization algorithm to iteratively
optimize the three subproblems. From the simulation results,
we draw the following conclusions. Firstly, the radar estima-
tion rate effectively indicates the sensing performance of the
ISAC system. Secondly, optimizing the 3D flight parameters
can significantly improve the radar detection performance of
the ISAC system. Finally, the impact of flight altitude on
system performance is not monotonous, and optimizing the
flight altitude can better leverage the advantages of UAV-
assisted ISAC. Additionally, the future work could consider
the situations of ground node motion and multi-UAV-assisted
ISAC.

APPENDIX A
PROOF OF LEMMA 1

Define the function f(X) = log2(1+
A1

B1+C1X
) with X > 0

and A1, B1, C1 > 0. Then, the first-order and second-order

derivatives of f(X) can be written as

f ′(X) = − A1C1

ln 2(B1 + C1X)(A1 +B1 + C1X)
(62)

f ′′(X) =
A1C

2
1 (2C1X + 2B1C1 +A1)

ln 2
(
(B1 + C1X)

2
+A1C1X +A1B1

)2 (63)

Since X,A1, B1, C1 are positive, we can get f ′′(X) > 0,
which means that f(X) is a convex function with respect to
X . Therefore, we can use the linear expression obtained by
its first-order Taylor expansion as the lower bound of f(X)
at the local point X(i), which can be written as

f(X) ≥ f lb(X) = f(X(i)) + f ′(X(i))(X −X(i)) (64)

APPENDIX B
PROOF OF LEMMA 2

Let R(W(i),P(i),L(i)) be the objective value of problem
(23) in the i-th iteration for i ≥ 1. Let Rω(W

(i),P(i),L(i))
be the objective value of problems (24). Then, in the step 2
of the Algorithm 2, we can get the inequality as

R(W(i−1),P(i−1),L(i−1))
(e1)

≤ Rω(W
(i),P(i−1),L(i−1))

(65)

where equation (e1) holds because the problem is convex and
can be solved optimally.

Similarly, let Rlb
p (W

(i),L(i),A(i), P̂(i)) be the lower bound
objective value of problem (25). Likewise, in the step 3 of the
Algorithm 2, we can get the inequality as

R(W(i−1),L(i−1),P(i−1))

(e2)
= Rlb

p (W
(i−1),L(i−1),A(i−1), P̂(i−1)) (66a)

(e1)

≤ Rlb
p (W

(i−1),L(i−1),A(i), P̂(i)) (66b)
(e3)

≤ R(W(i−1),L(i−1),P(i)) (66c)

where equation (e2) holds because the first-order Taylor
expansions are tight; equation (e3) holds because the objective
value is a lower bound of the original problem

Additionally, let Rlf
l (W(i),P(i),L(i)) be the replacement

function of problem (36), and let Rlb
l (W

(i),P(i),L(i)) be the
lower bound objective value of problems (36). Likewise, in
the step 4 of the Algorithm 2, we can get the inequality as

R(W(i−1),P(i−1),L(i−1))

(e2)
= Rlb

l (W
(i−1),P(i−1),L(i−1)) (67a)

(e1)

≤ Rlb
l (W

(i−1),P(i−1),L(i)) (67b)
(e4)

≤ Rlf
l (W(i−1),P(i−1),L(i)) (67c)

(e2)
= R(W(i−1),P(i−1),L(i)) (67d)

where equation (e4) holds because the introduction of smaller
auxiliary variables.

Hence, from (65), (66) and (67), we further have

R(W(i−1),P(i−1),L(i−1)) ≤ R(W(i),P(i),L(i)) (68)
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which means that the objective function in (23) is non-
decreasing after each iteration. Due to the objective value
of problem (23) is finite, the Algorithm 2 is guaranteed to
converge.
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