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Abstract

One of the goals of artificial intelligence research is to create decision-makers (i.e., agents)
that improve from experience (i.e., data), collected through interaction with an environ-
ment. Models of the environment (i.e., world models) are an explicit way that agents use
to represent their knowledge, enabling them to make counterfactual predictions and plans
without requiring additional environment interactions. Although agents that plan with
a perfect model of the environment have led to impressive demonstrations, e.g., super-
human performance in board games, they are limited to problems their designer can
specify a perfect model. Therefore, learning models from experience holds the promise of
going beyond the scope of their designers’ reach, giving rise to a self-improving vicious cir-
cle of (i) learning a model from the past experience; (ii) planning with the learned model;
and (iii) interacting with the environment, collecting new experiences. Ideally, learned
models should generalise to situations beyond their training regime. Nonetheless, this is
ambitious and often unrealistic when finite data is used for learning the models, leading
to generally imperfect models, with which naive planning could be catastrophic in novel,
out-of-training distribution situations. A more pragmatic goal is to have agents that are
aware of and quantify their lack of knowledge (i.e., ignorance or epistemic uncertainty).

In this thesis, we motivate and demonstrate the effectiveness of and propose novel
ignorance-aware agents that plan with learned models. Naively applying powerful plan-
ning algorithms to learned models can render negative results, when the planning algo-
rithm exploits the model imperfections in out-of-training distribution situations. This phe-
nomenon is often termed overoptimisation and can be addressed by optimising ignorance-
augmented objectives, called knowledge equivalents. We verify the validity of our ideas
and methods in a number of problem settings, including learning from (i) expert demon-
strations (imitation learning, §3); (ii) sub-optimal demonstrations (social learning, §4);
and (iii) interacting with an environment with rewards (reinforcement learning, §5). Our
empirical evidence is based on simulated autonomous driving environments, continuous
control and video games from pixels and didactic small-scale grid-worlds. Throughout
the thesis, we use neural networks to parameterise the (learnable) models and either use
existing scalable approximate ignorance quantification deep learning methods, such as
ensembles, or introduce novel planning-specific ways to quantify the agents’ ignorance.

The main chapters of this thesis are based on publications (Filos et al., 2020, 2021, 2022).
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“Real knowledge is to know the extent of one’s ignorance.”

— Confucius (551–479BC)
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Reasoning about and acting under uncertainty is a hallmark of human intelligence. We
arguably make more decisions when facing unknowns than otherwise. But not all the
unknowns are the same. On the one hand, there is risk also known as (a.k.a.) aleatoric
or known uncertainty, which refers to uncertainty in familiar situations, e.g., the flip of
a coin, or the delay in the train schedule. On other other hand, there is ignorance a.k.a.
epistemic or unknown uncertainty, which refers to uncertainty in unfamiliar situations.
Most of the times, we do not know what we are ignorant about until we encounter it
for the first time. For instance, when we read a book and come across a “new” word.

When it comes to artificial decision-makers (i.e., agents) the story is different. First of all,
with the advent of the microprocessor, fast digital computers enabled the development of
artificial agents that operate in either fully-certain (Lindsay et al., 1993; Shortliffe, 1977)
or closed-world uncertain settings (Markowitz, 1952; Smigel, 2022). Over the last few
decades, the progress in such settings has been rapid. Key components to the success have
been planning and learning. Planning refers to the process of thinking about and deciding
on a series of actions for achieving a goal in the future. Research on animal and human
decision-making (James, 1890; Kahneman, 2011) suggests that logical and deliberate deci-
sions are planned, using an explicit or implicit model of the environment (i.e., world model).
Artificial decision-makers that plan with a perfect model of the environment (Samuel,
1959; Silver et al., 2016; Brown and Sandholm, 2019), while impressive, are limited to
problems for which their designer can specify a perfect model (e.g., board/video games).
Learning is the process of gaining knowledge. As long as the learning process does not de-
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pend on an omniscient designer/supervisor, learned models hold the promise of expanding
the range of problems that can be addressed with planning, relying only on data (i.e., ex-
perience) and weak inductive biases (Sutton, 1991). However, learned models are gen-
erally imperfect, and naive planning with them could be catastrophic (Zhou et al., 1996).

To unlock the learning and planning to (real) open-world settings, agents should be
equipped with effective mechanisms for reasoning about their ignorance, and for factoring
it into their decisions. Agents should be able to say “I do not know” and act accordingly,
e.g., either taking a safer course of action avoiding to make decisions that would lead
to novel situations or follow an exploratory strategy, aiming to learn about what they do
not know. In other words, we need learning agents that quantify and use their ignorance.

1.1 Thesis statement

We now highlight the central question addressed in this work:

Central Question

How do generally capable bounded artificial agents learn and use models to plan?

We answer this question by advancing the following thesis:

Thesis

By drawing on insights from information theory, decision theoretic planning and
robust control theory, it is possible to design efficient algorithms for learning
useful models for planning that are robust to distribution shifts, enable fast online
adaptation and scale to real-world problems.

To defend this thesis, we introduce five desiderata that articulate which learned models
are useful for planning. At a high level, these desiderata state the following:

Desiderata

Good models are easy to plan with
D1

and enable efficient learning
D2

of high value
D3

,

adaptable
D4

, robust policies
D5

.
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We present more detail and justification for these desiderata in §2.

1.2 Contributions and outline

The central chapters of this dissertation are based on published papers. More specifi-
cally, §3, §4 and §5 are based on papers published in conference proceedings (Filos et al.,
2020, 2021, 2022). In the rest of the chapters (§2 and §6), the majority of the contributions
are original to this dissertation. The remaining defence of this thesis is organised as follows.

Chapter 2: Background

We start by reviewing decision-making under uncertainty (§2.1), providing formal def-
initions for risk, ignorance and decision-theoretic concepts such as knowledge equiva-
lents (KE). The latter is a key idea that we use in formalising and characterising ignorance-
aware agents. In particular, a KE is the amount of reward/utility an agent would be
willing to trade with its ignorance. For example, an ignorance-averse (resp. -seeking)
agent would accept a reduced (resp. increased) reward in order to avoid (resp. “find”)
ignorance. Moreover, we provide background on supervised learning (§2.2) and, in partic-
ular, scalable ignorance quantification methods for deep neural networks (§2.2.3), which
are the mechanisms we use in the remaining chapters for capturing agents’ ignorance
in scale. Then, we review the reinforcement learning (RL) problem and solution methods
(§2.3). Specifically, we study planning agents (§2.3.3) and highlight the importance of ig-
norance quantification and KEs (§2.3.5) to overcome the phenomenon of overoptimisation
of learned objectives (§2.10), which is the foundation of most failures of planning agents.

These are the main conceptual tools that subsequent chapters of this thesis build upon.
To help the reader and declutter 2, any background concepts and assumptions required
only for a specific chapter are introduced within the corresponding chapter.

Chapter 3: Plan and adapt from expert demonstrations

We study imitation learning (IL) agents that learn from (static) expert demonstrations and
demonstrate that ignorance-unaware agents are susceptible to distribution shifts due to the
overoptimisation phenomenon. Then, we propose a novel planning agent, called robust imi-
tative planning (RIP), and an adaptive, online variant of it, called adaptive robust imitative
planning (AdaRIP), which train an ignorance-aware model and plan against an ignorance-
averse KE, adhering to the principle of “pessimism in the face of ignorance”. The proposed
methods outperform the state-of-the-art methods in both prediction and control tasks in
a simulated autonomous driving environment from high-dimensional LIDAR observations.
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This chapter is based on the following publication:

Filos et al. (2020)

Angelos Filos, Panagiotis Tigkas, Rowan McAllister, Nicholas Rhinehart, Sergey
Levine, and Yarin Gal. Can Autonomous Vehicles Identify, Recover From, and
Adapt to Distribution Shifts? In Proceedings of the 37th International Conference
on Machine Learning, volume 119 of Proceedings of Machine Learning Research,
pages 3145–3153. PMLR, 2020.

Chapter 4: Plan and adapt from sub-optimal demonstrations

We relax the assumption from the previous chapter of having access to expert demon-
strations and, instead, we study RL agents that learn from sub-optimal demonstrations
in order to bootstrap their trial-and-error learning. To do so, we present two novel al-
gorithms for learning and planning with temporal difference (TD) learning. The first,
inverse temporal difference (ITD) learning, is an offline multi-task inverse reinforcement
learning (IRL) algorithm for discovering salient task-agnostic environment features from
sub-optimal demonstrations without rewards. The second, ΨΦ-learning (ΨΦL), com-
bines ITD learning with RL from online experience. Similar to the previous chapter,
the ΨΦ-learner plans against an ignorance-averse KE to avoid overoptimisation, and we
show that it scales gracefully to large scale IL, IRL, RL and few-shot RL settings.

This chapter is based on the following publication:

Filos et al. (2021)

Angelos Filos, Clare Lyle, Yarin Gal, Sergey Levine, Natasha Jaques, and Gregory
Farquhar. PsiPhi-Learning: Reinforcement Learning with Demonstrations using
Successor Features and Inverse Temporal Difference Learning. In Proceedings of
the 38th International Conference on Machine Learning, volume 139 of Proceedings
of Machine Learning Research, pages 3305–3317. PMLR, 2021.

Chapter 5: Planning with model-value inconsistency

In both previous chapters, in practice, the ignorance quantification mechanism was
implemented with deep ensembles. Despite ensembles’ simplicity, they are not efficient
since N copies of the model have to be trained and queried at test (i.e., acting) time,

https://arxiv.org/abs/2006.14911
https://arxiv.org/abs/2006.14911
https://arxiv.org/abs/2102.12560
https://arxiv.org/abs/2102.12560
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increasing the computational cost by a factor N. In this chapter, we present a novel
proxy signal for capturing reinforcement learning (RL) agents’ ignorance, termed model-
value inconsistency or self-inconsistency for short. This signal is calculable by any agent
equipped with a learned (world) model and value function, and it is readily integrable
to planning objectives since it has the same units as the agents’ values. We provide
empirical evidence in both tabular and function approximation settings from pixels that
self-inconsistency is an effective signal to quantify agents’ ignorance, while being simpler
and more computationally efficient than the standard methods from the literature.

This chapter is based on the following publication:

Filos et al. (2022)

Angelos Filos, Eszter Vértes, Zita Marinho, Gregory Farquhar, Diana Borsa, Abram
Friesen, Feryal Behbahani, Tom Schaul, Andre Barreto, and Simon Osindero.
Model-Value Inconsistency as a Signal for Epistemic Uncertainty. In Proceedings of
the 39th International Conference on Machine Learning, volume 162 of Proceedings
of Machine Learning Research, pages 6474–6498. PMLR, 2022.

Chapter 6: Discussion

We conclude with some insights and provide our outlook for future research.

Chapters A-C: Supplementary material

We provide supporting material for main chapters, including details on experimental
setups, implementations, ablation studies, proofs, visualisations and extensions.

https://arxiv.org/abs/2112.04153


6 1. Introduction



“One’s first step in wisdom is to question everything – and one’s
last step is to come to terms with everything.”

— Georg Christoph Lichtenberg (1742–1799)

2
Background & literature review
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In this chapter, we provide the preliminary material, i.e., necessary background and litera-
ture to contextualise the contributions of this thesis, and introduce the notation that will
be used throughout the thesis, borrowed from Filos et al. (2020, 2021, 2022). Where nec-
essary, background concepts, related work, and notation required only for a specific chap-
ter are introduced within the corresponding chapter, in a dedicated “background” section.

In §2.1, we introduce decision-making under uncertainty. We define and motivate terms,
such as risk, ignorance, certainty equivalent and knowledge equivalent. In §2.2, we review
supervised learning models and algorithms and, in particular, ensembles of deep neural
networks and how they can be used for ignorance quantification. In §2.3, we present the
reinforcement learning problem, in which a sequential decision-maker (i.e., agent) acts
in an unknown environments, and review solution methods from the literature.
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Nomenclature. We denote random variables with uppercase letters, e.g., X, Θ, and
their values with lowercase letters, e.g., x, θ. We reserve blackboard bold letters for
sets or continuous spaces, e.g., X, and we use ∆(X) to denote the space of probability
distributions over X. We use superscripts •k to indicate internal steps of the agent’s model,
which have no necessary connection to time steps •t of the environment. We reserve the
Greek letter θ for function parameters from the hypothesis space Θ ⊆ Rn and subscript
it with the function name when necessary, e.g., θf ∈ Θf, θg ∈ Θg for functions f and g,
respectively. We separate the function parameters from other inputs with a semicolon,
e.g., f(x, z; θf) ≡ fθf

. We denote functions of interest (i.e., target functions) with an

asterisk superscript, e.g., f∗, g∗, and our approximation with hat notation, e.g., f̂, ĝ.

2.1 Decision-making under uncertainty

We study a decision-maker (i.e., agent), that issues, for simplicity, a single action A ∼ π

and receives scalar reward R ∼ r(A), where π ∈ ∆(A) is the agent’s policy, A is the action
space, i.e., set of admissible actions, and r : A→ ∆(R) is the (stochastic) reward function.
The agent’s goal is to find a (stochastic) policy π∗ that leads to high rewards.

The agent’s uncertainty stems from (i) the inherent and irreducible stochasticity of the
reward function (i.e., risk), and (ii) the fact that initially the reward function is unknown
to the agent (i.e., ignorance) and can learn about it by taking actions and observing
their consequences. Next, we expand on the distinction of these two types of uncertainty.

Remark 2.1 (types of uncertainty for decision-making): There are two fundamen-
tal types of uncertainty in decision-making: risk and ignoranc (Knight, 1921). Risk,
also known as (a.k.a.) aleatoric or known or closed-world or irreducible uncertainty,
refers to the uncertainty in familiar situations where the exact outcome of an event
is uncertain but probabilities can be computed, as in coin flips or dice. In contrast,
ignorance, a.k.a. epistemic or unknown or open-world or reducible or model uncer-
tainty, applies to unfamiliar situations where the probabilities are unknown or cannot
be determined, e.g., answering whether “Cydophines are also Abordites” without
knowing the meaning of these terms (Gilboa et al., 2009; Grau-Moya et al., 2022).

We can think of an agent as taking an action in two steps: (i) assigning a scalar value
to each action, which incorporates all sources of uncertainty; and (ii) making a decision.

Next, we review decision-making under risk, i.e., we assume that the agent has direct
access to the reward function and has to deal with the fact that rewards are stochastic.
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2.1.1 Decision-making under risk

For stochastic reward functions, the designer of the agent has to pick a mechanism for
reducing the multiple reward outcomes to a single representative “optimisable” scalar
value, which is also known as (a.k.a.) the certainty equivalent (CE) in the economics
literature (Bernoulli, 1738; Von Neumann and Morgenstern, 1944; Savage, 1954).

Remark 2.2 (certainty equivalent (CE) in layman’s terms): CE is, as the name
suggests, the guaranteed reward that the agent would accept, rather than taking
a chance on a higher, but uncertain, in terms of risk, reward. It is a systematic way
to evaluate risk and convert it into the same unit with rewards.

Formally, one can think of CEs as functions that reduce distributions over rewards into
a single (deterministic) scalar, i.e., mappings of the form ∆(R)→ R. For instance, the ex-
pected value or the standard deviation or the p-percentile mean are valid such mappings.

For the rest of this section, we use the Figure 2.2a to explain and motivate different CEs.

Expected utility. In economics (Rubinstein, 1998) and reinforcement learning (§2.3, Sut-
ton and Barto, 2018), we usually conform with the expected utility (EU) paradigm, in which
an agent assigns CEs equal to the expected reward (Von Neumann and Morgenstern, 1944):

uEU(a) ≜ ER∼r(a)[R]. (2.1)

For instance, in Figure 2.2a, the EU for both actions is equal to 0 and hence the agent
is indifferent between them, despite the fact that the two reward distributions differ in
terms of other statistics, e.g., entropy. Therefore we say that the EU is a risk-neutral CE,
i.e., insensitive to the shape of the distribution over rewards except for the expected value.

Risk-sensitivity. In contrast, other CEs take into account higher-order moments of the
reward distribution, e.g., the mean-variance (utility) CE (Markowitz, 1952):

uMVU[β](a) ≜ ER∼r(a)[R] + βVarR∼r(a)[R], (2.2)

where by varying β ∈ R different risk profiles are induced: for (i) β < 0 we obtain a risk-
averse CE; (ii) β > 0 a risk-seeking CE; and (iii) β = 0 we recover EU, i.e., risk-neutral.
There are other more “extreme” risk-sensitive CEs that are only sensitive to the mini-
mum (i.e., risk-averse) or the maximum (i.e., risk-seeking) admissible value of the reward
distribution (Arrow, 1965; Pratt, 1978; Whittle, 1981; Pichler and Schlotter, 2020):
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uWCU(a) ≜ min
R∈support(r(a))

R and uBCU(a) ≜ max
R∈support(r(a))

R, (2.3)

where support(pX) denotes the support of the pX distribution, i.e., informally, the values
of x ∈ X for which there is non-zero probability under pX. Intuitively, the uWCU (resp.
uBCU) CE represents the reward distribution with the worst (resp. best) -case outcome.
Therefore, we often refer to this CE as an instance of the principle of “pessimism (resp.
optimism) in the face of risk” (Markowitz, 1952; Arrow, 1965; Pratt, 1978).

For example, in Figure 2.2a, risk-sensitive CEs value the two actions differently. In partic-
ular, risk-averse (resp. risk-seeking) CEs evaluate the LEFT (resp. RIGHT) action higher.

Remark 2.3 (conforming to expected utility (EU) by default): For the rest of this
thesis, unless stated otherwise, we design agents that conform to the expected utility
(EU) paradigm, i.e., a risk-neutral certainty equivalent (CE).

CEs provide a systematic mechanism to evaluate decisions under risk and hence derive
policies for settings with known unknowns. Next, we review decisions under ignorance.

2.1.2 Decision-making under ignorance

If the reward function is (partially) unknown, the agent acts under ignorance. Formally, let
parameters θ∗r from hypothesis space Θr that fully specify the “true” reward function, i.e.,

r(·; θ∗r) ≡ rθ∗
r
≜ r. (2.4)

Figure 2.1: The agent’s
beliefs about the “true”
reward function θ∗r: The
uninformed initial (a.k.a.
prior) belief p(Θr) and the
more concentrated poste-
rior belief p(Θr|D) after ob-
serving reward samples D.

For the purposes of this thesis, the agent’s ignorance about
the reward function is equivalent to uncertainty about θ∗r.
We adopt a probabilistic approach, treating θr ∈ Θr as a
random variable: The agent’s (and its designer’s) initial
belief about the reward function is encoded in the prior
p(Θr), and upon observing N samples (data) from the re-
ward function D ≜ {r(n)|r(n) ∼ rθ∗

r
(·)}Nn=1, it forms a poste-

rior belief p(Θr|D) via probabilistic inference, as depicted
in Figure 2.1.† In the limit of infinite samples, i.e., N→∞,
the posterior distribution concentrates at θ∗r and the agent
“knows” everything about the reward function, or it is not
ignorant. Otherwise, the agent needs to factor its ignorance about the reward function
into its decision-making, extending the framework CEs (see §2.1.1), which we review next.

†We provide a comprehensive review of probabilistic inference methods in §2.2.1 and §2.2.3.
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Knowledge equivalent. Akin to CEs for decision-making under risk in §2.1.1, an agent
integrates its ignorance about the unknown reward function into a single representative
“optimisable” scalar value, which we term knowledge equivalent (KE). In the economics
literature (Knight, 1921; Wald, 1939; Ellsberg, 1961), often, there is no distinction be-
tween CE and KE, instead CE is used to refer to both. In this work, we introduce the
term KE to highlight the difference between decision-making under risk and ignorance.

Remark 2.4 (knowledge equivalent (KE) in layman’s terms): KE is, as the name
suggests, the guaranteed reward that the agent would accept, rather than taking a
chance on a higher, but unknown (i.e., uncertain in terms of ignorance) reward. It is a
systematic way to evaluate ignorance and convert it into the same unit with rewards.

For example, in Figure 2.2b, the agent is presented with two options, where the reward
for the RIGHT action is deterministic but unknown to the agent—it can be any colour
from red (−1), white (0) or green (+1). If the agent is allowed to make repeated deci-
sions, as long as it selects the RIGHT action once, from that point onward it will know
the colour of the marble, i.e., it will eliminate its ignorance about the reward function,
and from its perspective, the reward function will be deterministic† and known. This
is different from the example in Figure 2.2a, in which the agent knows the colours of the
marbles for the RIGHT action and hence the reward function but the draw of the marbles
is stochastic. No matter how many times the agent selects the RIGHT action, the reward
function remains stochastic. This is the main distinction between ignorance (i.e., re-
ducible uncertainty in Figure 2.2b) and risk (i.e., irreducible uncertainty in Figure 2.2a).

Formally, one can think of KEs as functions that reduce the (e.g., posterior) belief over
reward functions parameters into a single reward function, i.e., mappings of the form
∆(Θr)→ θr. For instance, the expected value or the standard deviation are valid such
mappings. In the general case, a KE should be combined with a CE to evaluate a decision
under both ignorance and risk. Next, we review common in the literature KEs and to
keep the presentation general, we denote with the CE for parameters θr with uCE(·; θr).

Model average. A natural candidate for incorporating the agent’s ignorance about the
reward function, captured by the posterior over parameters θr after observing data D,
into its decision-making is to assign KE as the expected value under the model posterior:

uMA(a;D) ≜ Eθr∼p(Θr|D)uCE(a; θr), (2.5)

and we refer to this KE as the model average (Savage, 1954; Barber, 2012). For example,
in Figure 2.2b with a uniform prior/posterior, the uMA for both actions is equal to 0 and
hence the agent is indifferent between them, in spite of the fact that the two reward distri-
butions differ in terms of other statistics, e.g., variance. Therefore we say that the model
average is an ignorance-neutral KE, i.e., insensitive to the shape of the distribution.

†This is not true in general, it happens to be the case for this didactic example.
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Ignorance-sensitivity. Akin to the CEs in §2.1.1, there are ignorance-sensitive KEs
that incorporate information about higher-order moments of the posterior distribution:

uMVM[ξ](a;D) ≜ Eθr∼p(Θr|D)uCE(a; θr) + ξVarθr∼p(Θr|D)uCE(a; θr). (2.6)

where by varying ξ ∈ R different ignorance profiles are induced: for (i) ξ < 0 we obtain a
ignorance-averse KE; (ii) ξ > 0 a ignorance-seeking KE; and (iii) ξ = 0 we recover model
average, i.e., ignorance-neutral. There are more “extreme” ignorance-sensitive KEs that
are only sensitive to the minimum (i.e., ignorance-averse) or the maximum (i.e., ignorance-
seeking) admissible value of the reward distribution (Wald, 1939; Savage, 1954):

uWCM(a;D) ≜ min
θr∈support(p(Θr|D))

uCE(a; θr) and (2.7a)

uBCM(a;D) ≜ max
θr∈support(p(Θr|D))

uCE(a; θr). (2.7b)

For instance, the evaluation of the two actions in Figure 2.2b according to ignorance-
sensitive KEs is differently. Specifically, ignorance-averse (resp. ignorance-seeking) KEs
evaluate the LEFT (resp. RIGHT) action higher due to its higher (resp. lower) ignorance.

Example 2.1 (selecting boxes with coloured marbles under uncertainty): Consider
an agent that faces the decision-making problems in Figure 2.2, in which it is asked
to choose one of a ∈ {LEFT, RIGHT} boxes. Each box has coloured marbles and the
agent receives a reward corresponding to the colour of a marble drawn randomly
from the chosen box. There are different types of marbles: (i) the white marbles
that equal to 0 reward; (ii) the red marbles that equal to −1 reward; (iii) the green
marbles that equal to +1 reward; and (iv) the blue marbles that have unknown re-
ward and you get to only learn about their reward after selecting them.

In Figure 2.2a, the agent is presented with a decision-making problem under risk. Its
LEFT action returns a guaranteed 0 reward but its RIGHT action has a 50% chance to
return a +1 reward and otherwise −1. The agent is uncertain about the reward of
the RIGHT action but knows exactly the probabilities of each outcome. The agent’s
decision depends on the certainty equivalent (CE, see §2.1.1) its designer selected:

Certainty equivalent (CE) π∗(A = LEFT) π∗(A = RIGHT)

Risk-averse (e.g., uMVU[β<0], uWCU) 1.0 0.0

Risk-neutral (e.g., uEU) 0.5 0.5

Risk-seeking (e.g., uMVU[β>0], uBCU) 0.0 1.0

In Figure 2.2b, the agent is presented with a decision-making problem under igno-
rance. Its RIGHT action has uncertain rewards—both the outcomes and their prob-
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abilities are unknown. By selecting the RIGHT action, the agent can learn about the
colour of the marble and reduce its uncertainty (i.e., ignorance). The agent’s de-
signer can choose a knowledge equivalent (KE, see §2.1.2) that balances the trade-off
between ignorance and guaranteed reward, modulating the agent’s decision:

Knowledge equivalent (KE) π∗(A = LEFT) π∗(A = RIGHT)

Ignorance-averse (e.g., uMVM[ξ<0], uWCM) 1.0 0.0

Ignorance-neutral (e.g., uMA) 0.5 0.5

Ignorance-seeking (e.g., uMVM[ξ>0], uBCM) 0.0 1.0

In Figure 2.2c, the agent is presented with a decision-making problem under both
risk and ignorance. The LEFT action has risk and the RIGHT action has ignorance.
To make decisions, the agent has to be provided with both a CE and a KE, which im-
ply a trade-off between risk and ignorance. For example, according to a risk-neutral
CE and an ignorance-seeking KE, the agent prefers the RIGHT action.

a = LEFT

0 0

-1 0 +1
r(A = LEFT)

a = RIGHT

− +

-1 0 +1
r(A = RIGHT)

(a) Risk-sensitivity

a = LEFT

0 0

-1 0 +1
r(A = LEFT)

a = RIGHT

?

-1 0 +1
r(A = RIGHT)

(b) Ignorance-sensitivity

a = LEFT

− +

-1 0 +1
r(A = LEFT)

a = RIGHT

?

-1 0 +1
r(A = RIGHT)

(c) Uncertainty-sensitivity

Figure 2.2: Single-step decision-making under uncertainty. The agent selects one of
the {LEFT, RIGHT} boxes and receives a reward that depends on the colour of the ran-
domly drawn marbles: 0 reward for white marbles; +1 for green; and −1 for red. (a)
The RIGHT action has an irreducibly uncertain reward (risk). (b) The reward func-
tion for the RIGHT action is unknown (ignorance) and deterministic. (c) A decision-
making problem that involves both risk (a = LEFT) and ignorance (a = RIGHT).

So far we have presented how to design agents that made decisions under uncertainty,
assuming access to learned reward functions (i.e., models) and posterior distributions
over their parameters. Next, we review algorithms for learning such models from data.
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2.2 Supervised learning (SL)

We present machine learning (ML) algorithms for learning from data an unknown target
function f∗ : X→ Y, where X, Y are the “input” and “output” spaces, e.g., identifying
the unknown reward function of §2.1.2 from action→reward data. We cast the problem
of learning from data as a parameter inference problem for a function approximator:

F ≜ {f : X× Θf → Y}, (2.8)

where Θf is the hypothesis space of “learnable” parameters, i.e., finding the “best”:

θ∗f ∈ Θf, such that (s.t.) fθ∗
f
≈ f∗. (2.9)

Data. In supervised learning (SL), we assume access to input-output pair samples from f∗:

Dtrain ≜
{(

x(n), y(n)
)}N

n=1
, s.t. y(n) = f∗(x(n)) and

{
x(n)

}N

n=1
∼ PX, (2.10)

where PX ∈ ∆(X) is the unknown (to the agent) input data (generating) distribution.
The objective of a supervised learner is to identify the target function f∗, or, in practice,
find the “best” parameters θ∗f of Eqn. (2.9), e.g., using probabilistic inference methods.

Generalisation. The selection of θ∗f is made based on some data Dtrain, and the
expectation is that it generalises, i.e., it performs sufficiently well on some unseen data
Dtest. It can be shown that without any further assumptions on Dtest, the problem of
generalisation is ill-posed and uninteresting (see “no free lunch theorem”, Wolpert and
Macready, 1997). In statistical learning theory, if both Dtrain and Dtest are independent

and identically distributed (i.i.d.) samples from a sample space D, i.e., Dtrain,Dtest i.i.d.
∼ D,

then, under non-trivial assumptions, the performance on the data Dtest of a model trained
on Dtrain can be lower-bounded (Vapnik and Chervonenkis, 1971; Baum and Haussler,
1988; McAllester, 1998; Vapnik, 1999; Bousquet and Elisseeff, 2002), providing us with
provable guarantees about the performance of a learned model. Nonetheless, the looseness
of this bound and the fact that, in practice, the i.i.d. assumption is most of the times
violated, make these results over-pessimistic and hence impractical.

··· · ·· ·
OOD

in-distribution

Figure 2.3: Data distribution.

Informally, we refer to Dtest and other data from
D for which the i.i.d. assumption holds as the in-
distribution data, and, otherwise, we call it out-
of-training distribution (OOD) data, as illus-
trated in Figure 2.3. When using a ML model
with OOD data, we say that it experiences a dis-
tribution shift, and, in this regime, the level of its
performance cannot be predicted or guaranteed.
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2.2.1 Probabilistic inference

In this section, we treat θf as the parameters of a conditional density model:

p(Y = y|x; θf): likelihood of y given x, under model parameters θf, (2.11)

and the data is assumed to be conditionally independent given model parameters:

p(Dtrain|θf) =

N∏
n=1

p(Y = y(n)|x(n); θf). (2.12)

For instance, (i) if Y is a continuous space, p(Y = y|x; θf) is the density of a conditional
multivariate normal distribution, and θf is the mean vector and the covariance matrix, and
(ii) if Y is a discrete set, p(Y = y|x; θf) is the probability of a conditional categorical distri-
bution, and θf is the vector of event probabilities. Throughout this section, we use the re-
ward modelling Example 2.2 to compare different SL methods, in which p(Y = y|x; θf) is
a normal distribution with mean θf and fixed (not learned) standard deviation parameter.

Bayesian inference. We treat the model parameters as random variables, i.e., we place
a prior distribution p(Θf) over possible model parameters θf ∈ Θf, and after observing
the data Dtrain, we update it to the posterior distribution according to the Bayes’ rule:

p(θf|D
train)

posterior

≜

likelihood

p(Dtrain|θf)

prior

p(Θf)

p(Dtrain)
evidence

. (2.13)

Remark 2.5 (posterior predictive and types of uncertainty for supervised learning
(SL)): The posterior distribution over model parameters allows us to make predictions,
using the posterior predictive distribution, a.k.a. Bayesian model average, given by:

p(Y = y|x;Dtrain) =

∫
Θf

p(Y = y|x; θf)p(Θf = θf|D
train)dθf, (2.14)

which intuitively answers to the question: ‘What is the posterior distribution of the
model output y ∈ Y for an input x, after observing data Dtrain?’. The posterior pre-
dictive captures both sources of uncertainty: (i) the inherent and irreducible stochas-
ticity of the data, i.e., aleatoric uncertainty a.k.a. risk ; and (ii) the reducible (in the
limit of infinite data) learner’s ignorance about the correct model, a.k.a. epistemic
uncertainty or model uncertainty or ambiguity (Remark 2.1; Knight, 1921).
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In Figure 2.4c, we visualise the mean (in solid purple) and the 3-standard deviations inter-
val of the posterior predictive distribution, assuming a multivariate diagonal normal prior
distribution with zero mean and standard deviation one, i.e., p(Θr) = N(θr; 0, I). The
choice of prior is intended to match the likelihood (i.e., conjugate prior, Bishop, 2006) so
that the posterior distribution can be computed analytically. As expected, the mean tracks
the observed data and the standard deviation is low close to the data and high in OOD.

Next, we present point estimation inference methods, which select a single parameter
configuration θf and hence are, generally, more scalable than exact Bayesian inference.

Maximum likelihood estimation. A popular point estimation method is maximum
likelihood estimation (MLE), i.e., to maximise the (log-)likelihood of the observed data:

θMLE ≜ arg max
θf∈Θf

log p(Dtrain|θf) (2.15a)

(2.12)
= arg max

θf∈Θf

log

(
N∏

n=1

p(y(n)|x(n); θf)

)
(2.15b)

= arg max
θf∈Θf

N∑
n=1

log p(y(n)|x(n); θf). (2.15c)

For the reward modelling Example 2.2, there is a closed-form for the MLE solution to the
Eqn. (2.15), visualised in Figure 2.4b. Although the MLE solution perfectly fits the train-
ing data, i.e., in-sample, it does not generalise since it is not tracking the target function
f∗ out-of-sample. We refer to this phenomenon as overfitting (Vapnik and Chervonenkis,
1971; Bishop, 2006) and, next, we discuss a regularisation technique to alleviate it.

Maximum a posteriori inference. To constraint, i.e., regularise, the impact of the
likelihood and avoid overfitting, the maximum a posteriori (MAP) inference advocates for
selecting the mode of the posterior distribution over model parameters (see Eqn. (2.13)):

θMAP ≜ arg max
θf∈Θf

log p(θf|D
train) (2.16a)

(2.13)
= arg max

θf∈Θf

log

(
p(Dtrain|θf)p(Θf)

p(Dtrain)

)
(2.16b)

= arg max
θf∈Θf

 log p(Dtrain|θf)
MLE

+ log p(Θf)
prior/

regulariser

−�������
log p(Dtrain)

∂/∂θf=0

 (2.16c)

(2.15)
= arg max

θf∈Θf

(
N∑

n=1

log p(y(n)|x(n); θf) + log p(Θf)

)
, (2.16d)
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where the evidence term log p(Dtrain) is cancelled in Eqn. (2.16c) since it is not a func-
tion of the optimising variable θf. The MAP objective ends up being in Eqn. (2.16d)
similar to the MLE solution, with an extra prior/regularisation term.

For instance, in the reward modelling Example 2.2, we assume a multivariate diagonal nor-
mal prior distribution with zero mean and standard deviation one, i.e., p(Θr) = N(θr; 0, I).
In Figure 2.4b, we note that the (regularised) MAP solution generalises better than the
MLE solution, especially between the observed data points. Nonetheless, both solutions
perform poorly outside the range of the observed data.

Remark 2.6 (point estimates and ignorance quantification): The MLE and MAP
estimators, and more broadly, point estimation methods lack a mechanism for quan-
tifying ignorance (MacKay, 1992; Bishop, 2006; Barber, 2012; Gal, 2016).

Example 2.2 (supervised learning (SL) for reward modelling with polynomial func-
tions): Consider the SL problem with scalar input-output pairs, i.e., reward mod-
elling from scalar continuous action to stochastic reward, illustrated in Figure 2.4a:

r(n) = r∗(a(n)) + ϵ(n), (2.17a)

where r∗(a) = sin(πa) + 0.2cos(4πa) − 0.3a and ϵ(n) ∼ N(0, 0.1). (2.17b)

We choose 20-th degree polynomials as the class of functions to parametrise the
mean of a normal distribution with mean θr, and fixed standard deviation:

p(R = r|a; θr) = N(r; rpoly-20(a; θr), σ
2
fixed), (2.18a)

where rpoly-20(a; θr) ≜ θr,0 + θr,1a+ θr,2a
2 + · · ·+ θr,20a

20. (2.18b)

A risk-neutral, e.g., expected utility (EU), agent (see 2.1.1 and Remark 2.3), needs
to only model the expected reward. An ignorance-neutral, e.g., model average, agent
(see §2.1.2), can make a decision by maximising either the point estimates in Fig-
ure 2.4b or the mean of the posterior in Figure 2.4c. In contrast, an ignorance-
sensitive agent cannot do without quantifying its ignorance about the reward func-
tion and, as of Remark 2.6, cannot rely on point estimators.

data r* MLE MAP Bayesian

a

r

(a) Noisy data

a

r

(b) Point estimates

a

r

(c) Ignorance-aware model

Figure 2.4: Supervised learning (SL) with probabilistic inference for the coefficients
of 20-th degree polynomial functions. (a) The input-output pairs, with additive
i.i.d. normal noise. (b) The maximum likelihood estimation (MLE) and maximum a
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posteriori (MAP) point estimates. (c) The mean and 3 standard deviations interval
of the posterior predictive distribution, using exact Bayesian inference.

So far, we operate under the assumption that a class of parametric functions (see Eqn. (2.8))
is given to us and we reviewed methods to learning their parameters that best explained the
data. Next, we focus on a flexible, high-capacity class of functions, called neural networks.

2.2.2 Deep learning (DL)

We refer to SL with deep neural networks (NNs, McCulloch and Pitts, 1943; Rosen-
blatt, 1958; Fukushima, 1980; Hochreiter and Schmidhuber, 1997; LeCun et al., 1998;
Krizhevsky et al., 2012; He et al., 2016b) as deep learning (DL). A L-layers deep NN
comprises of the composition of L interleaving linear and non-linear activation layers:

fNN(x; θf) = WLν (· · ·ν (W2ν (W1x+ b1) + b2) · · · ) + bL, (2.19)

where ν is a parameter-free non-linear function, e.g., the sigmoid function, and the “learn-
able” model parameters are the weights and biases, i.e., θf ≜ [W1, b1, · · · ,WL, bL].

Gradient-based optimisation. In contrast to the simple linear models in Example 2.2,
there are no closed-form solutions for the MLE and MAP estimates in Eqns. (2.15, 2.16)
for a NN. Instead, we can use first-order gradient-based optimisation (Boyd et al., 2004),
such as stochastic gradient descent (SGD), to efficiently optimise them:

θ′f ← θf − η∇θf
L(θf,D) = θf − η

∂L

∂f

∂f

∂θf
, (2.20)

where the loss function L(θf,D) is the negative log-likelihood (resp. with a regulariser)
for the MLE (resp. MAP) estimate,† and η ∈ R+ is the learning rate. For a non-trivial hy-
pothesis space Θf, the loss function L is not convex w.r.t. the function parameters θf and
therefore the iterative parameter updates in Eqn. (2.20) converge‡ to a local minimum.
However, it has been conjectured (Choromanska et al., 2015) and shown empirically that
SGD converge to high quality local minima and therefore Eqn. (2.20) is a sensible and
scalable learning algorithm. Next, we see how to efficiently calculate the ∂f/∂θf term.

Back-propagation. Reverse-mode automatic differentiation techniques (Rall, 1981)
and, in particular, the back-propagation algorithm (Rumelhart et al., 1986) can be used
for efficiently calculating the gradient of the NN output w.r.t. its parameters, i.e.,

∂f

∂θf
≜

∂ŷ

∂θf

∣∣∣∣
ŷ=f(x;θf)

. (2.21)

†Generalises to other functions too, as long as the partial derivative ∂L/∂f exists and it’s finite.
‡Convergence is guaranteed for some principled adaptive learning rates (Robbins and Monro, 1951).
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Next, we review methods for ignorance quantification that scale to deep NNs.

2.2.3 Ignorance-aware deep neural networks

Exact Bayesian inference for the parameters of a non-trivial NNs is intractable. Approxi-
mate Bayesian inference algorithms have been used instead, such as the Laplace’s method
(MacKay, 1992; Tishby et al., 1989; Rue et al., 2009; Ritter et al., 2018), variational in-
ference (Hinton and Van Camp, 1993; Graves, 2011; Blundell et al., 2015; Kingma et al.,
2015; Gal and Ghahramani, 2016; Louizos and Welling, 2017; Farquhar et al., 2020) and
expectation propagation (Minka, 2001; Hernández-Lobato and Adams, 2015).

Modern NNs have up to hundreds of billions of parameters, making the exact computation
of the posterior predictive distribution for even a single input in Eqn. (2.14) practically
impossible. In practice, we approximate the calculation of the integral with Monte Carlo
(MC) sampling from the (approximate) posterior distribution over the model parameters:

p(Y = y|x;Dtrain) ≈ 1

K

K∑
k=1

p(Y = y|x; θ̂f,k), s.t.
{
θ̂f,k

}K

k=1
∼ p(Θf|D

train). (2.22)

Certain methods aim to directly draw approximate samples from the posterior over model
parameters θ̂f,1, θ̂f,2, . . . , θ̂f,K (Chen et al., 2014), embracing the fact that an accurate
representation of the posterior over model parameters p(Θf|D

train) is intractable both
to obtain and to use, e.g., for computing the posterior predictive or other statistics.

Ensemble methods. One simple and scalable family of methods in DL for approximate
sampling from the posterior are the (deep) ensembles (Lakshminarayanan et al., 2017; Os-
band et al., 2016). A deep ensemble comprises of K components (a.k.a. members), which
are K NNs with separate parameters, trained either independently or jointly (Lakshmi-
narayanan et al., 2017; Pearce et al., 2020). Independent training is a lot more scalable
since it can be perfectly parallelised in hardware but it is less principled (Wenzel et al.,
2020). It has been argued that the diversity of independently trained ensemble members
is important for approximating the posterior predictive distribution (Lakshminarayanan
et al., 2017; Osband et al., 2018; Fort et al., 2019; Wilson and Izmailov, 2020) and, to
that end, various noise injections techniques per member have been used to achieve it.

Remark 2.7 (general implementation strategy for deep ensembles): In this thesis,
unless explicitly stated otherwise, we independently train deep ensembles members
with MAP inference by: (i) randomising the parameters initialisation per member
(Lakshminarayanan et al., 2017; Izmailov et al., 2021); (ii) using a different subset
of data via bootstrapping for each member (Tibshirani, 1996; Osband et al., 2016);
and (iii) adding structured noise (e.g., randomised priors, Osband et al., 2018).
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Intuitively, we expect the ensemble members’ predictions to “agree” on the in-distribution
data. Moreover, due to the aforementioned noise injection mechanisms, the ensemble
members are expected to generalise differently in OOD regimes and, therefore, their predic-
tions to “disagree” there. Figure 2.5 confirms this intuition in a simple regression problem.

Empirical validation. Deep ensembles are the default approach to ignorance quan-
tification in DL not only due to their simplicity in their implementation but also due
to their empirically validated superior performance, compared to the “more principled”
approximate inference approaches (Ovadia et al., 2019). Despite being “less Bayesian”,
deep ensembles are shown to lead to better (i) ignorance quantification (Wilson and Iz-
mailov, 2020); and (ii) predictive performance with orders of magnitude improved sample
and hence computational efficiency (Ashukha et al., 2020).

Remark 2.8 (deep ensembles for ignorance quantification by default): For the
remaining of this thesis, we are using deep ensembles as the main mechanism for
ignorance quantification for NNs, with the training strategy outlined in Remark 2.7.
The key contributions lie in to how these ignorance estimates are used for sequential
decision-making via planning and not how they are obtained. We expect our con-
tributions to be compatible with future improvements in ignorance quantification.

Example 2.3 (deep ensembles for ignorance-aware reward modelling): Consider
the problem setting of Example 2.2, i.e., SL with the data in Figure 2.5a but in-
stead of polynomial functions, we use 2-layer multi-layer perceptrons (MLPs) with
1024 hidden units as the function class to approximate f∗ (see Eqn. (2.17)). We fol-
low the training strategy in Remark 2.7 for an ensemble of K = 32 members with
the AdamW (Kingma and Ba, 2014; Loshchilov and Hutter, 2017) optimiser with
a linearly scheduled learning rate that decays from 4e-4 to 0 after 10, 000 steps.

data r* ensemble members ensemble average ensemble min ensemble max

a

r

(a) Noisy data

a

r

(b) At initialisation

a

r

(c) After training

a

r

(d) KEs

Figure 2.5: Ensemble of deep neural networks (NNs) for ignorance quantification.
(a) The action→reward pairs, with additive i.i.d. normal noise. (b) The diversely
initialised ensemble members. (c) The ensemble members’ predictions at the end of
training, where the members “agree” in-distribution, i.e., close to the data, and dis-
agree in OOD inputs and hence forming useful ignorance estimates. (d) Knowledge
equivalents (KEs) for ignorance-aware agents (see §2.1.2) using ensemble statistics.
Note that an ignorance-seeking (resp. -averse) agent that maximises the ensemble
max (resp. min) would pick an action far from (resp. close to) the observed data.



2.2.4 Imitation learning (IL) 21

Next, we present a sequential decision-making setting, in which the agent has access to
expert demonstrations and hence it can use SL methods to solve it.

2.2.4 Imitation learning (IL)

In many real-world settings, such as autonomous driving, expert demonstrations are avail-
able (Sun et al., 2020) or can be efficiently gathered (Behbahani et al., 2019). Imitation
learning (IL, Widrow, 1964; Pomerleau, 1989; Atkeson and Schaal, 1997) is a framework
for learning sequential decision-making policies when expert demonstrations are available:

D ≜
{(

s(n), a(n)
)}N

n=1
, s.t. a(n) ∼ π∗(·|s(n)). (2.23)

The goal in IL is to match the expert policy that generated the high-quality demon-
strations (Pomerleau, 1991; Heskes, 1998; Ng et al., 2000; Abbeel and Ng, 2004). The
dominant approaches to IL are (i) behaviour cloning (BC, Widrow, 1964; Pomerleau,
1989); and (ii) inverse reinforcement learning (IRL, Kalman, 1964; Russell, 1998).

Behaviour cloning. The agent tries to identify, i.e., behaviourally clone (BC), the expert
policy mapping† π∗ : S→ A from the expert demonstrations D, e.g., using SL methods.
Both point estimation methods, such as MLE and MAP inference (Widrow, 1964; Pomer-
leau, 1989; Heskes, 1998; Billard et al., 2008; Argall et al., 2009; Codevilla et al., 2018) and
(approximate) Bayesian inference (Menda et al., 2019) have been used for BC with NNs.

Example 2.4 (behaviour cloning (BC) an expert gridworld policy): Consider a 7×7
gridworld environment and access to expert demonstrations, depicted in Figure 2.6a.
The goal of the agent is to navigate to the (green) goal cell without falling into
the (red) trap cell. When the goal (respectively, trap) cell is reached, the episode
terminates, and the agent receives +1 (respectively −1) reward and the environment
resets, randomly placing the agent in an empty cell.

The agent learns to act from the expert demonstrations via BC. It approximates the
optimal policy with a 2-layers deep multi-layer perceptron (MLP, Rosenblatt, 1958;
Ivakhnenko and Lapa, 1966) neural network, trained with SGD (see (2.20)) and on
the negative log-likelihood (see Eqn. (2.15)), illustrated in Figure 2.6b.

Figure 2.6c shows that the BC agent effectively approximates the expert policy,
performing on par with it and clearly overperforming a baseline random agent.

†In §2.3, we provide a formalisation of policies as mappings from a state to distribution over actions.
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Figure 2.6: Learning to act from expert demonstrations in a gridworld via be-
haviour cloning (BC) with a multi-layer perceptron (MLP) neural network policy.
(a) Example trajectories of the expert agent ■, which navigates to the goal ■ while
avoiding the trap ■. (b) The loss function (see Eqn. (2.15)) decreases as more gra-
dient update (i.e., learning) steps (see 2.20) are performed. (c) The performance,
quantified as the episode return (see Eqn. (2.30)), of the BC agent, compared to
the expert agent and an agent that selects actions uniformly randomly.

Inverse reinforcement learning. The agent tries to identify the reward function r∗ :
S×A→ ∆(R) from the expert demonstrations D, using function approximation techniques.
Ng et al. (1999) showed that there are infinitely many reward functions, under which the
demonstrator policy is optimal, and since, numerous constraints have been proposed to
select among the available options (Abbeel and Ng, 2004; Ratliff et al., 2006; Ramachan-
dran and Amir, 2007; Neu and Szepesvári, 2009; Ziebart et al., 2008; Ni et al., 2021).

While the agent’s main objective is not to learn an accurate model of the “true” reward
function but to find a policy for taking good actions in the environment, there may be good
reasons to do it as a means to an end. In particular, learning a reward model should be
preferred over learning the direct mapping of states to actions via BC when (i) the number
of available expert demonstrations is small to accurately (globally) identify the optimal
policy; and (ii) the reward function is easier to identify from the demonstrations (Ng et al.,
2000; Finn et al., 2016). In §4, we also show how to use IRL for making effective use of
sub-optimal demonstrations in multi-task settings, which would not be possible with BC.

Next, we review the sequential decision-making problem setting and solution methods
that make use of the reward function for learning policies.
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2.3 Reinforcement learning (RL)

In this section, we review data-driven sequential decision-making under uncertainty, ex-
tending the formulations from §2.1 and making use of the learning algorithms from §2.2.

2.3.1 Agent-environment interface & definitions

We study a decision-maker (i.e., agent), acting in a stochastic environment by sequentially
choosing actions over a sequence of discrete time steps, indexed by t, to maximise an
objective (i.e., utility). The agent exchanges symbols with the environment. At any dis-
crete time step t ⩾ 0, the agent receives the (fully observable) environment state st ∈ S,
takes an action at ∈ A and this interaction repeats, giving rise to a state-action sequence:

S0A0S1A1S2A2 · · ·SτAτ · · · ≜ (St, At)t⩾0. (2.24)

We consider† states that satisfy the Markov property, as in Example 2.5:

p(St+1|(Sτ, Aτ)τ⩽t) = p(St+1|St, At), ∀τ. (2.25)

We can model the agent-environment interaction as a controlled Markov process (CMP):

C ≜ ⟨S,A, p, ρ0⟩ , (2.26)

where S and A represent the state and action spaces, respectively, ρ0 the initial state distri-
bution and p : S×A→ ∆(S) is the transition dynamics, i.e., S0 ∼ ρ0 and St+1 ∼ p(·|st, at).

Example 2.5 (controlled Markov process (CMP) 1D gridworld): For instance,
consider a navigation agent in an 1D gridworld environment, as depicted in Figure 2.7.

s0 = 1

a0 = LEFT a0 = RIGHT

s1 = 0 s1 = 1

p = 0.1

s1 = 2

Figure 2.7: An agent navigates in
an 1D gridworld environment, mod-
elled as a controlled Markov pro-
cess (CMP). The white nodes rep-
resent the environment states and
the black nodes the agent actions.

The state of the environment is the posi-
tion of the agent in the gridworld, i.e., s ∈
{0, 1, 2, 3} = S and the available actions are
a ∈ {LEFT, RIGHT} = A. The RIGHT action de-
terministically moves the agent one cell to the
right, while the LEFT action with probability 0.9

moves the agent one cell to the left and leave its
position unchanged otherwise. Therefore, the
environment states satisfy the Markov property
Eqn. (2.25) and hence the agent-environment
interaction can be modelled as a CMP.

†We focus on the simpler fully observable setting to most clearly communicate the contributions of
this work. In later chapters, we show empirically that the results extend to the k-order MDPs (Puterman,
2014) and partially observed Markov decision processes (POMDPs, Kaelbling et al., 1998) models.
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Task. In this work, we study goal-directed agents, which take actions in an environment to
solve tasks. A task is formulated as a Markov decision process (MDP, Bellman, 1957b):

M ≜ ⟨S,A, p, ρ0, r⟩
(2.26)
= ⟨C, r⟩ ≜ Cr, (2.27)

extending the CMP model with the (stochastic) reward function r : S× A→ ∆(R).

Remark 2.9 (multi-task setting with shared dynamics): The CMP-based formu-
lation of a task, as in Eqn. (2.27), is useful in multi-task settings, in which an agent
has to solve multiple MDPs with the same state, action spaces and state-transition
dynamics but different reward functions (§4; Dayan, 1993; Filos et al., 2021).

Extending the decision-making setup of §2.1 to multiple steps, at any discrete time step t ⩾
0, the agent is in state st ∈ S, takes an action at ∈ A, according to a policy π : S→ ∆(A),
then receives reward Rt+1 ∼ r(·|st, at) ∈ R and transitions to the state St+1 ∼ p(·|st, at).
For brevity, the “true” environment (world) model is denoted by m∗ ≜ (p, r) and we write:

St+1, Rt+1 ∼ m∗(·, ·|st, at). (2.28)

When it is clear from the context, we omit the subscript time index notation and use
instead the “prime” notation for successive time steps, i.e., S ′, R ′ ∼ m∗(·, ·|s, a).

Objective. The agent’s goal is to find a policy π∗ that maximises the value† of states:

π∗ ∈ arg max
π

E[vπ(S)|S ∼ ρ0]

≜J(π)

(2.29a)

s.t. vπ(s) ≜ E[
∑
t⩾0

γtRt+1|S0 = s,At ∼ π(·|St), (St+1, Rt+1) ∼ m∗(·, ·|St, At)], (2.29b)

= E[
∑
t⩾0

γtRt+1|S0 = s;π,m∗] (2.29c)

= Eπ,m∗ [
∑
t⩾0

γtRt+1|S0 = s], (2.29d)

where γ ∈ [0, 1) is the discount factor and Eπ,m∗ [·] denotes the expectation over the tra-
jectories induced by running policy π in the environment m∗, starting from state s. We
refer to the argument of the expectation in Eqn. (2.29d) as the return random variable:

Gπ
s ≜

∑
t⩾0

γtRt+1|S0 = s;π,m∗ ⇒ vπ(s)
(2.29d)
= Eπ,m∗ [Gπ

s |S0 = s]. (2.30)

†We focus on the standard, infinite horizon, geometric discounting return setting. The results should
be extendable to other settings, e.g., finite horizon undiscounted return. This results in an expected
utility (EU) agent, i.e., which maximises a risk-neutral certainty equivalent (CE), following Remark 2.3.
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Discounting. The discount factor determines the present value of future rewards: imme-
diate rewards are valued more than future rewards. A reward received k time steps in the
future is worth γk−1(< 1) times what it would be worth if it was received immediately.

Example 2.6 (Markov decision process (MDP) 1D gridworld): Consider the
sequential decision-making problem setting in Figure 2.8.

s0 = 1

a0 = RIGHT

s1=2
r1=0

a1 = RIGHT

s2=3
r2=1

Figure 2.8: An agent navigates in an
1D gridworld environment to reach a
rewarding goal, modelled as a Markov
decision process (MDP). The white
nodes represent the environment
states, the black nodes the agent ac-
tions and the grey square nodes the
terminal environment states, i.e., goal.

The agent navigates the modified 1D grid-
world environment of Figure 2.7, in which
it receives a positive reward +1 when it en-
ters the most right cell (goal), i.e., s = 3,
and reward 0 otherwise. The interaction
(episode) terminates upon reaching the goal
state. Therefore, the dynamics of the en-
vironment are unchanged from the CMP
in Figure 2.7, the reward function satisfies
Eqn. (2.28) and hence the agent-environment
interaction can be modelled as a MDP. For
any (non-zero) discount factor, i.e., γ ∈ (0, 1),
it can be shown that the optimal policy is:

π∗(A = RIGHT|s) = 1, ∀s ∈ S,

and its (optimal) value, i.e., vπ
∗
≜ v∗, is:

v∗(s = 0) = γ2

v∗(s = 1) = γ

v∗(s = 2) = 1

v∗(s = 3) = 0.

Intuitively, the value function vπ(s) answers to the question: ‘How good is it to be in
state s when following policy π?’. It allows us to compare states, e.g., state sA should be
preferred over sB under policy π if and only if (iff) vπ(sA) > vπ(sB), but it does not offer
us a way to search over actions and, by extension, improved policies to solve Eqn. (2.29a).

Action values. Consider a policy that first selects action a and thereafter follows pol-
icy π, which we call one-step lookahead policy w.r.t. π. Its value function, for all actions
a ∈ A, is termed the action-value function (a.k.a. Q-function), and it is given by:

qπ(s, a) ≜ Eπ,m∗ [
∑
t⩾0

γtRt+1|S0 = s,A0 = a], ∀s ∈ S, a ∈ A (2.31a)
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= Eπ,m∗ [R1 + γ
∑
t⩾1

γtRt+1|S0 = s,A0 = a] (2.31b)

= Eπ,m∗ [R1 + γvπ(S1)|S0 = s,A0 = a], (2.31c)

where Eqn. (2.31c) connects the action value qπ to the (state) value vπ, and vice versa:

vπ(s)
(2.29d)

≜ Eπ,m∗ [
∑
t⩾0

γtRt+1|S0 = s] (2.32a)

= Eπ,m∗ [R1 + γvπ(S1)|S0 = s] (2.32b)

(2.31)
= EA∼π(·|s)[q

π(s,A)]. (2.32c)

Intuitively, the action-value function qπ(s, a) answers to the question: ‘How good is it to
take action a in state s and then follow policy π?’, enabling us to locally search for the
value maximising actions and, by extension, policies, towards solving Eqn. (2.29a). We
can show (Bellman, 1957a) that the greedy w.r.t. the action-value function policy πgreedy

is guaranteed to be a strict improvement over the policy π (unless already optimal) i.e.,

πgreedy(A = a|s) ≜

{
1, if a = arg maxb∈A qπ(s, b)

0, otherwise
, † (2.33a)

then vπ(s) ⩽ vπgreedy(s), ∀s ∈ S. (2.33b)

We can generalised the concept of action-value functions to multi-step lookahead policies:

qπ(s, a0:k−1) ≜ Eπ,m∗ [
∑
t⩾0

γtRt+1|S0 = s,A0:k−1 = a0:k−1], (2.34)

where a0:k−1 ≜ (a0, a1, · · · , ak−1) is a k-step (open-loop) action sequence (i.e., plan).
Note that for k = 1 in Eqn. (2.34) we obtain the action-value function of Eqn. (2.31).

The reinforcement learning problem. The environment model m∗ is unknown to the
agent and therefore it cannot directly compute π∗ from Eqn. (2.29). Instead, the agent
has access to samples of agent-environment interactions, generated by some agent(s),
including itself, which it leverages for finding the optimal policy. This setting, i.e., se-
quential decision-making in an unknown environment, is termed the reinforcement learn-
ing (RL, Sutton and Barto, 2018) problem and it is the main focus of this thesis.

Data. The agent learns from state-reward-action sequences, a.k.a. experience or rollouts :

B ≜

{(
s
(n)
t , r

(n)
t , a

(n)
t

)
t⩾0

}N

n=1

, s.t.

{
s
(n)
t+1, r

(n)
t+1 ∼ m∗(·, ·|s(n)

t , a
(n)
t )

a
(n)
t ∼ πβ(·|s

(n)
t )

, (2.35)

†Without loss of generality, we assume that the action-value per-state has a unique maximiser,
e.g., we can enforce it by deterministically breaking ties (Sutton and Barto, 2018).
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where, crucially, in contrast to the IL setting in Eqn. (2.23), the actions {a
(n)
t }t,n can be

sampled from any (possibly sub-optimal) behavioural policy πβ. We refer to rollouts, and
as a consequence to algorithms, as on-policy when the behavioural policy is the agent’s
policy, i.e., πβ = πagent, and as off-policy, otherwise (Sutton and Barto, 2018).

Next, we present data-driven solution methods for the RL problem for learning policies, val-
ues or/and world models, making use of the supervised learning (SL) algorithms from §2.2.

2.3.2 Markov decision process (MDP) solvers

For many real-world problems, such as balloons navigation (Bellemare et al., 2020) and
the natural sciences (Degrave et al., 2022), expert demonstrations (see Eqn. (2.23)) may
be expensive or impossible to gather. Instead, the specification of a reward function can
be (more) tractable. Reinforcement learning (RL, Sutton and Barto, 2018) is a framework
for learning sequential decision-making policies when a reward function can be specified
(or efficiently learned) and the problem of interest can be formulated as a MDP.

Remark 2.10 (intuition behind most reinforcement learning (RL) algorithms): A
RL algorithm makes use of the reward information in rollouts (see Eqn. (2.35)) to de-
cide which actions to do more in the future (positively reinforced) and which ones to
do less (negatively reinforced). In particular, it reinforces actions that maximise the
expected future (discounted) cumulative rewards, i.e., the agent’s value (see 2.29).

Targets. In §2.2, we presented how to learn the parameters of an unknown function
with SL, provided (possibly) noisy input-output sampled pairs from it. SL cannot be
used out of the box to solve the RL problem since we do not have access to samples from,
e.g., the optimal (action-)value function or the optimal policy. Instead, we need to form
estimates of these quantities from the provided or generated rollouts. We refer to these
estimates as value and policy targets and use the hat notation, i.e., vπ ≈ v̂ and π ′ ≈ π̂.

Function approximation for reinforcement learning. For most practical settings,
the state and action spaces are continuous or so large that it is not possible to represent
learned policies or values without parametric (i.e., fixed size) models. To that end, in
this thesis, we use parametric function approximators (see §2.2). In particular, we denote
with the explicit parameter subscript or semicolon notation the parametric approxima-
tions, e.g., vθv

is a deep neural network (NN) with parameters θv trained to approximate
the (empirical) mapping s 7→ v̂ and, as a consequence, vθv

≈ v̂ ≈ vπ. We refer to this
setting as deep RL to highlight the use of deep NNs with RL agents (Mnih et al., 2013).



28 2. Background & literature review

Value learning

Let parametric (action-)value function approximator vθv
: S→ R (resp. qθq

: S×A→ R).
As a reminder, see Eqns. (2.30, 2.29d), the value of a policy π is the expected discounted
cumulative rewards, a.k.a. return. In the most interesting settings, the exact computa-
tion of this expectation is intractable without access to the environment model m∗ or for
large state and/or action spaces. To that end, different estimators are used instead, to

obtain value targets for states from B, i.e.,(s
(n)
t , v̂

(n)
t )t,n ∼ value estimator(B). Hence

the value function parameters θv are trained to fit the (estimated) value targets, i.e.,

Lv(θv) ≜
∑
t,n

∥vθv
(s

(n)
t ) − v̂

(n)
t ∥, (2.36)

which can be minimised via gradient-based optimisation, in the case of deep RL:

θ ′
v ← θv − η∇θv

Lv(θv), (2.37)

where η ∈ R+ is the learning rate (a.k.a. step size).

Next, we present common in the literature value estimation methods.

Monte Carlo value estimation. A simple method for estimating expected values is
Monte Carlo (MC) integration. In particular, let rollouts B, generating by π and m∗, then:

v̂MC(s) ≜
∑
n,t

1[s(n)
t = s]g

(n)
t∑

n,t 1[s(n)
t = s]

≈ vπ(s), s.t. g
(n)
t

(2.30)
=

∑
τ⩾t

γτ−tr
(n)
t , (2.38)

where 1[x = y] is the indicator function, i.e., equal to 1 when x = y and 0 otherwise.
The MC value estimator can be used for estimating the action value qπ(s, a), too, by

replacing in Eqn. (2.38) the indicator function ������
1[s(n)

t = s] with 1[s(n)
t = s, a

(n)
t = a]:

q̂MC(s, a) ≜
∑
n,t

1[s(n)
t = s, a

(n)
t = a]g

(n)
t∑

n,t 1[s(n)
t = s, a

(n)
t = a]

≈ qπ(s, a). (2.39)

Despite its simplicity, MC value estimation has some major weaknesses (Sutton and
Barto, 2018): it is (i) a high variance estimator; (ii) sample inefficient since all the sam-
ples for which the indicator function is 0 do not contribute, either directly or indirectly,
to the value estimation; and (iii) incompatible with the infinite horizon discounted setting

since it is not possible to compute the return g
(n)
t in Eqn. (2.38) when τ→∞ and there-

fore a truncated return is used in practice, i.e., τ < T for some finite T , introducing bias.†

†However, for τ− t >> 1/(1−γ), this bias can be trivial but it is often not in practice (Sutton, 1988).
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Temporal difference learning. A class of value learning algorithms that trade-off
variance and sample inefficiency with bias is called temporal difference (TD) learning
methods (Sutton, 1988). TD learning exploit the recursive nature of the value function:

vπ(s)
(2.29d)

≜ Eπ,m∗ [
∑
t⩾0

γtRt+1|S0 = s] (2.40a)

= Eπ,m∗ [R1 + γ
∑
t⩾1

γtRt+1

vπ(S1)

|S0 = s] (2.40b)

= Eπ,m∗ [R1 + γvπ(S1)|S0 = s] (2.40c)

qπ(s, a)
(2.31c)

≜ Eπ,m∗ [R1 + γqπ(S1, A1)|S0 = s,A0 = a], (2.40d)

and employ the stochastic approximation method (Robbins and Monro, 1951) to esti-
mate the expectations in Eqn. (2.40) with a single sampled transition (s, a, r ′, s ′, a ′):†

v̂TD(0)(s) ≜ r ′ + γv̂TD(0)(s
′) (2.41a)

q̂TD(0)(s, a) ≜ r ′ + γq̂TD(0)(s
′, a ′). (2.41b)

We note that the estimate of the value at the state s depends on the value of the subse-
quent state s ′, a method that we refer to as bootstrapping (Sutton and Barto, 2018). Due
to the bootstrapping, the TD estimators are biased. We can design TD estimators with
lower bias, in the expense of variance, by noting that the value functions in Eqn. (2.40)
can be re-written as a sum of k reward terms and a γk-discounted value (bootstrap) term:

vπ(s)
(2.29d)

≜ Eπ,m∗ [

k∑
t⩾0

(γtRt+1) + γkvπ(Sk)|S0 = s]. (2.42)

If we apply the stochastic approximation method of Robbins and Monro (1951) on
Eqn. (2.42), we obtain the lower bias (higher variance) k-step TD estimator, given by:

v̂k-step TD(s) ≜
k∑

t⩾0

(γtrt+1) + γkv̂k-step TD(sk). (2.43)

Note that as k→∞, we recover the (single sample) MC value estimator. Therefore, we
can treat k as a hyperparameter for trading off bias and variance: for k = 1 the bias
is the highest and for k → ∞ the variance is the highest. Sutton (1988) showed that
convex combinations of TD learning estimators with different values of k are valid value
estimators and the most commonly used one is TD(λ), i.e., a geometric weighted mixture

†In Eqn. (2.41b), we present the SARSA (Sutton, 1988) algorithm and therefore need the sampled
action a ′. There are others algorithms, e.g., expected SARSA (Van Seijen et al., 2009; Sutton and Barto,
2018), for which we only need (s, a, r ′, s ′) sampled transitions for forming TD(0) action-value targets.
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of different k-step TD learning targets with hyperparameter λ ∈ [0, 1].

Q-learning. Similar to TD learning algorithms for estimating the value of a policy, Q-
learning (Watkins, 1989) can be used for computing the optimal action-value function
q∗ (the value function of the optimal policy π∗) from a sampled transition (s, a, r, s ′):

q̂QL(s, a) ≜ r+ γmax
a ′∈A

q̂QL(s
′, a ′). (2.44)

Eqn. (2.29d) suggest that the reason for computing the value function of a policy is to help
us find an improved policy. Next, we present MDP solvers that act on this observation.

Policy learning

Let parametric policy πθπ
: S→ ∆(A), we review algorithms that update the policy pa-

rameters θπ in order to maximise the regularised policy optimisation objective, given by:

J(π) = ES∼ρ0
[vπ(S)] +Ω(π), (2.45)

a modification to the original RL objective in Eqn. (2.29) that includes the regulariser
Ω : Π → R, e.g., action entropy (Williams and Peng, 1991) for discouraging the col-
lapse to a deterministic policy and hence hurt exploration or a trust region (Schulman
et al., 2015a; Abdolmaleki et al., 2018) for avoiding overoptimisation. Sutton et al. (1999)
showed that the policy gradient of the objective in Eqn. (2.45) w.r.t. θπ is given by:

∂J

∂θπ

∣∣∣∣
S0=s

≜ δPG(s) = Eπθπ
[(qπθπ (s, a) − b(s))∇θπ

logπθπ
(a|s)] +∇θπ

Ω(πθπ
), (2.46)

where b : S→ R is any (state-only) baseline function. The policy gradient† in Eqn. (2.46)
can be used to improve the policy via gradient-based optimisation using rollouts B:

θ ′
π ← θπ + η

∑
n,t

δPG(s
(n)
t ), (2.47)

where η ∈ R+ is the learning rate (a.k.a. step size). There is adaptive step size scheme,
for which J(θ ′

π) ⩾ J(θπ) (Boyd et al., 2004). The computation of the policy gradient in
Eqn. (2.46) requires an estimate of the action-value. Different estimators for the action-
value function give rise to different policy gradient methods and we review a few next.

†Vieillard et al. (2020) refers to policy gradient methods as indirect policy optimisation methods
since they do not directly fit the policy parameters towards an improved policy target, instead they
follow the gradient that indirectly leads to an improvement. However, Ghosh et al. (2020) showed that
there is an equivalent formulation of policy gradient methods as implicit direct methods. Therefore,
in this thesis, we do not make any distinction between direct and indirect methods.
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REINFORCE. The first policy gradient algorithm is Williams’s (1992) REINFORCE,
given by (i) a zero baseline function; and (ii) single sample MC action-value estimation:

δREINFORCE(s
(n)
t ) = g

(n)
t ∇θπ

logπθπ
(a

(n)
t |s

(n)
t ). (2.48)

Non-trivial baseline functions, e.g., a learned state-value function as well as more advanced
control variates (Foerster et al., 2018; Weber et al., 2019), can be used to reduce the vari-
ance of the REINFORCE gradient estimator (Weaver and Tao, 2001). Williams and Peng
(1991); Mnih et al. (2016) also used an action entropy regulariser, i.e., Ω(π) = Eπ[logπ].

Actor-critic. A learned action-value function (approximator), i.e., qθq
≈ qπθπ , a.k.a.

critic, in this context, can be used along with the learned policy πθπ
, a.k.a. actor, in this

context, to estimate the policy gradient in Eqn. (2.46). Sutton et al. (1999); Sutton and
Barto (2018) termed this class of methods as actor-critic methods, which have been some
of the most successful deep RL algorithms (Mnih et al., 2016; Schulman et al., 2015a,
2017; Espeholt et al., 2018; Abdolmaleki et al., 2018; Haarnoja et al., 2018; Hessel et al.,
2021). In practice, most of these algorithms estimate and use the advantage, given by:

Aπ(s, a) ≜ qπ(s, a) − vπ(s)
(2.32c)
= qπ(s, a) − EA∼π(·|s)[q

π(s,A)], (2.49)

in place of the action-value minus the baseline term in Eqn. (2.46), i.e.,

δAC(s
(n)
t ) = Â(s

(n)
t , a

(n)
t )∇θπ

logπθπ
(a

(n)
t |s

(n)
t ), (2.50)

where the advantage estimate Â is usually derived from a parametric (action-)value func-
tion approximator, e.g., using generalised advantage estimation (GAE, Schulman et al.,
2015b; Kimura et al., 1998; Wawrzyński, 2009) — TD(λ) estimation for advantages.

So far the MDP solvers we have reviewed leverage the (real) rollouts B to learn directly
value functions or policies or both. There are methods that also use model-generated
rollouts for solving the MDP. Next we present algorithms for learning world models.

Model learning

Let learned (a.k.a. world) model mθm
: S×A→ (∆(S), ∆(R)), with learnable parameters

θm using rollouts B to approximate the “true” environment model m∗ from Eqn. (2.28).
Learned models can be useful to RL agents in various ways, such as: (i) action selec-
tion via planning (Richalet et al., 1978; Hafner et al., 2019b); (ii) representation learn-
ing (Schmidhuber, 1990; Jaderberg et al., 2016; Lee et al., 2019a; Guez et al., 2020; Hes-
sel et al., 2021); (iii) planning for policy optimisation or value learning (Werbos, 1987;
Sutton, 1991; Hafner et al., 2019b; Byravan et al., 2020); or (iv) a combination of all of
them (Schrittwieser et al., 2020). In §5, we propose a novel use case for learned world
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Figure 2.9: Latent world model sub-neural networks (NNs). (a) The representation
network that embeds the observed environment state to a latent state (a.k.a. embed-
ding). (b) The action-conditioned latent dynamics network. (c) The reconstruction
network that decodes a latent state to an environment state. (d) The partial model’s
prediction network that predicts a partial view of the environment state, such as an
estimate of the state value function or the optimal policy, from the latent state.

models, i.e., an ignorance quantification method for value functions, which relies on a
single point estimate of a world model and a value function (Filos et al., 2022).

Reconstruction models. A popular, in the literature, class of model learning algo-
rithms, rely on generative modelling (a.k.a. reconstruction) of observed states and rewards
(Richalet et al., 1978; Sutton, 1991; Kumar and Varaiya, 2015; Sutton and Barto, 2018),
originally rooted in system identification for optimal control (Bertsekas, 2012; Zhou et al.,
1996). Given rollouts (s, a, r ′, s ′) ∼ B, the world model parameters θm are trained with
SL algorithms, e.g., MLE or MAP, to approximate the empirical mapping (s, a) 7→ (s ′, r ′).

Latent variable models, e.g., action-conditioned hidden Markov models (Watter et al.,
2015; Buesing et al., 2018; Hafner et al., 2019b), have been used to scale reconstruction-
based methods to high-dimensional environments, e.g., with pixel observations. In par-
ticular, the underlying modelling assumption is that the state space S is compressible
to a latent state space Z, which also satisfies the Markov property in Eqn. (2.25). Using
NNs, a (latent) world model is comprised of three sub-networks, illustrated in Figure 2.9:
(i) the representation network that compresses environment states down to latent states
(a.k.a. embeddings), i.e., hθh

: S→ Z; (ii) the reconstruction network, which maps the
latent states to environment states, i.e., fθf

: Z→ S; and (iii) the latent dynamics net-
work, i.e., mθm

: Z× A→ (∆(Z), ∆(R)) or more explicitly pθm
: Z× A→ ∆(Z) and rθm

:
Z× A→ ∆(R), where (pθm

, rθm
) = mθm

. The hθh
and fθf

networks can also be stochas-
tic, e.g., trained with variational inference (Watter et al., 2015; Hafner et al., 2019b).

To train the sub-networks we minimise the following loss w.r.t. the model parameters:

Lrec-WM(θh, θm, θf) ≜ Ls-rec(θh, θf) + Lz-dynamics(θm) + Lr-dynamics(θh, θm), (2.51)

where the constituent losses are given by:
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Ls-rec(θh, θf) ≜ ∥fθf
(hθh

(s)) − s∥ (2.52a)

Lz-dynamics(θm) ≜ − log pθm
(SG[hθh

(s ′)]| SG[hθh
(s)], a) (2.52b)

Lr-dynamics(θh, θm) ≜ − log rθm
(r ′|hθh

(s), a), (2.52c)

where SG[·] denotes the “stop-gradient” operation, indicating that we treat its arguments
as constants when computing derivatives. It is important to stop the gradients w.r.t.
the representation network in Lz-dynamics, detaching the representation learning from the
latent dynamics learning problems (Ha and Schmidhuber, 2018; Hafner et al., 2019a), in
order to avoid interference between the two losses. E.g., a trivial latent state transition
model hθh

(s) = 0, ∀s ∈ S minimises the Lz-dynamics but in expense of hurting Ls-rec.

Despite their simplicity, in practice, reconstruction-based world models are shown to in-
terfere with the policy and value learning, i.e., lacking a mechanism to prioritise modelling
aspects of the state space and dynamics that impact the most for sequential decision-
making (Sutton, 1995; Farahmand et al., 2017; Lambert et al., 2020; Grimm et al., 2020).

Partial models. An alternative to reconstruction-based world models, are partial (world)
models, i.e., models which instead of reconstructing the full state, they reconstruct some
function (i.e., partial view) of the state, such as estimates of the state-value function or the
optimal policy (Sutton, 1995; Oh et al., 2017; Farquhar et al., 2017; Farahmand et al., 2017;
Amos et al., 2018; Gregor et al., 2019; Schrittwieser et al., 2020; Hessel et al., 2021). Fol-
lowing Rezende et al.’s (2020) notation, we write yt for the partial view of the state st and,
instead of the reconstruction loss, the prediction network, see Figure 2.9d, is trained with:

Lpartial(θf, θh) ≜ ∥fθf
(hθh

(st)) − yt∥. (2.53)

Note that for yt = st we recover the reconstruction world model loss Lrec as a special case.

Multi-step models. So far we have focused on training one-step world models since, in
theory, they are sufficient for planning (§2.3.3; Sutton, 1995; Sutton and Barto, 2018).
However, in practice, we usually unroll the learned models for more than one steps, which
leads to compounding model errors and hence poor performance (Sun et al., 2018). To that
end, Amos et al. (2018); Luo et al. (2018); Guo et al. (2018); Gregor et al. (2019); Asadi
et al. (2019); Schrittwieser et al. (2020); Hessel et al. (2021) train world models to make
multi-step (open-loop) action-conditioned predictions, e.g., for some positive integer K:

LK-partial(θh, θm, θf) ≜
K∑

k=0

∥fθf
(zkt ) − yt+k∥, (2.54)

where (zkt , r
k
t ) ∼ mθm

(·, ·|zk−1
t , at+k−1), z

0
t = zt = hθh

(st) and zkt indicate the latent
state reached after unrolling the model for k-step starting from latent state zt and taking
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actions (at, at+1, . . . , at+k−1) ≜ at:t+k−1. Note that since LK-partial is a function of all
the sub-network parameters, i.e., (θh, θm, θf), we can train a world model by just minimis-
ing LK-partial (and Lr-dynamics), e.g., eliminating the latent state dynamics loss Lz-dynamics.

Example 2.7 (MuZero model learning): The MuZero (Schrittwieser et al., 2020)
world model is a multi-step partial model, which uses estimates of the state-value func-
tion and optimal policy as the state’s partial view, i.e., yt = (π̂t, v̂t), trained with:

LMuZero(θh, θm, θf) ≜
K∑

k=0

(lkv + lkπ + lkr ), (2.55)

where lkv ≜ ∥vθf
(zkt ) − v̂t+k∥, lkπ ≜ ∥πθf

(zkt ) − π̂t+k∥ and lkr ≜ ∥rθm
(zkt ) − rt+k∥.

2.3.3 Planning

Provided a (world) model of the environment, the agent can make counterfactual predic-
tions and plans for either action selection (planning for behaviour/acting, Richalet et al.,
1978) or policy/value learning (planning for learning, Sutton and Barto, 2018; Hamrick
et al., 2020). Intuitively, we refer to planning as any computational process that refines
policy and/or value estimates† (v̂, π̂) using a (learned) model of the environment m̂, i.e.,

planning(v̂, π̂; m̂) 7→ (v̄, π̄), s.t.

{
∥v̄− vπ∥ ⩽ ∥v̂− vπ∥ (a)

vπ̄ ⪰ vπ̂ (b)
. (2.56)

We should interpret Eqn. (2.56) as a desideratum rather than a constraint since the valid-
ity of the inequalities highly depends on the quality of the model m̂. We expect that a plan-
ning algorithm, if given the “true” environment model m∗, it should satisfy Eqn. (2.56).

On the one hand, when we plan for behaviour (Richalet et al., 1978), we act according to
the refined policy π̄, computed just for the state of interest s. The better the world model
and the greater the compute budget, we can render significant improvement over the
“baseline” policy π̂ (Silver et al., 2016; Brown and Sandholm, 2019; Lerer et al., 2020).

On the other hand, when we plan for learning (Werbos, 1987; Sutton, 1991), we compute
the refined predictions (v̄, π̄) for replayed states from the rollouts B and distil the improved
via planning estimates to the parametric function approximators, e.g., by minimising:

L(v,π)-distillation(θv, θπ) ≜ Est∼B[∥v̄t − vθv
(st)∥+ KL[π̄t∥πθπ

(·|st)]], (2.57)

where KL[·∥·] denotes the Kullback–Leibler (KL, Kullback and Leibler, 1951) divergence.
It is also common for RL agents to plan for both behaviour and learning (Schrittwieser

†A similar formulation can be made using action value estimates q̂, as in (Sutton, 1991).
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et al., 2020). Next, we review planning algorithms that are used later in this thesis.

Dynamic programming. Bellman (1957b) exploited the recursive nature of the value
and action-value functions (see Eqns. (2.40, 2.42)) and showed that the computation of
the value of a policy (a.k.a. policy evaluation) and can be concisely formulated using Bell-
man evaluation operators. In particular, the one-step Bellman evaluation operator, ap-
plied on a state-(to-scalar) function v ∈ V ≜ {f : S→ R} is formally defined, next.

Definition 2.1 (Bellman evaluation operator): Given the “true” environment
model m∗ and a policy π, the one-step Bellman evaluation operator T π : V→ V is
induced, and its application on a state-function v ∈ V, for all s ∈ S, is given by:

T πv(s) ≜ Eπ,m∗ [R1 + γv(S1)|S0 = s] . (2.58)

The Bellman operator, T π, can be self-cascaded, i.e., the k-times repeated application
of the one-step Bellman operator gives rise to the k-step Bellman operator, i.e.,

(T π)kv ≜ T π · · ·T π

k-times
v. (2.59)

The Bellman evaluation operator, T π, is a contraction mapping (Bellman, 1957b; Bert-
sekas, 2012; Puterman, 2014), and its fixed point is the value of the policy π, i.e.,

lim
n→∞(T π)nv = vπ, ∀v ∈ V. (2.60)

Therefore, the Bellman evaluation operators satisfy the desideratum (a) in Eqn. (2.56)
and hence give rise to planning algorithms that, given m∗, improve the value estimates.
Similarly we define Bellman optimality operators for the optimal value function.

Definition 2.2 (Bellman optimality operator): Given the “true” environment
model m∗, the one-step Bellman optimality operator T ∗ : V→ V is induced, and its
application on a state-function v ∈ V, for all s ∈ S, is given by:

T ∗v(s) ≜ max
a∈A

Em∗ [R0 + γv(S1)|S0 = s,A0 = a] . (2.61)

The Bellman optimality operator, T ∗, is also a contraction mapping (Bellman, 1957b;
Bertsekas, 2012; Puterman, 2014), and its fixed point is the optimal value function, i.e.,

lim
n→∞(T ∗)nv = v∗, ∀v ∈ V. (2.62)

Model-induced Bellman operators. A model m̂ and policy π induce a Bellman evalua-
tion (resp. optimality) operator T π

m̂ (resp.T ∗
m̂) with a fixed point vπm̂ (resp. v∗m̂).
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Definition 2.3 (model-induced Bellman evaluation operator): Given world model
m̂ and a policy π, the one-step Bellman evaluation operator T π

m̂ : V→ V is induced,
and its application on a state-function v ∈ V, for all s ∈ S, is given by:

T π
m̂v(s) ≜ Eπ,m̂ [R1 + γv(S1)|S0 = s] . (2.63)

Definition 2.4 (model-induced Bellman optimality operator): Given world model
m̂, the one-step Bellman optimality operator T ∗

m̂ : V → V is induced, and its
application on a state-function v ∈ V, for all s ∈ S, is given by:

T ∗
m̂v(s) ≜ max

a∈A
Em̂ [R1 + γv(S1)|S0 = s,A0 = a] . (2.64)

Similar to Eqn. (2.59), a k-step model-induced Bellman operator is given by:

(T π
m̂)kv = T π

m̂ · · ·T
π
m̂

k-times

v. (2.65)

In §5, we use the model-induced Bellman operator to construct multiple value estimates
from a point estimate of a learned world model, which in turn use to quantify ignorance.

Despite their simplicity and theoretical guarantees, for most problems of interest, it is
impractical to apply exactly Bellman operators since they involve the calculation of com-
putationally intractable expectations. Instead, sampling-based approximations are used,
which are reminiscent of temporal difference (TD) value estimators, introduced in §2.3.2,
applied on model-generated rollouts (Sutton, 1991; Heess et al., 2015; Feinberg et al.,
2018; Hafner et al., 2019b; Byravan et al., 2020). For instance, the single-sample, k-step
model-based value estimation of the policy π, with prior value estimator v̂, is given by:

q̂k(s, a) =

k−1∑
i=0

(γiri+1) + γkv̂(sk), (2.66)

where s0 = s, the model samples (si+1, ri+1) ∼ m̂(·, ·|si, ai) and actions ai ∼ π(·|si).

Open-loop lookahead planning. We can form model-based estimates of the value
of the k-step lookahead policy, denotes as q̂(s, a0:k−1) and defined in Eqn. (2.34), by re-
placing the policy-sampled actions in Eqn. (2.66) with the open-loop plan a0:k−1. Then
the agent selects the plan that maximises the model-based action-value estimate, i.e.,

â ≜ arg max
a∈Ak

q̂(s,a), (2.67)

In the case of deep RL with continuous actions, we can use gradient-based optimisation
to solve the problem in Eqn. (2.67), a method that is termed planning with value gradi-



2.3.4 Overoptimising a learned objective 37

ents (Heess et al., 2015). With discrete actions, biased gradient estimators (Hafner et al.,
2020) or zero-order optimisation methods (Hafner et al., 2019b) can be used.

Model predictive control. In open-loop lookahead planning for behaviour, it is common
that the agent executes only the first action â1 from â to the environment, observes the
new environment state and reward and re-plans. This iterative process is also known as
receding horizon planning and model predictive control (MPC, Richalet et al., 1978).

2.3.4 Overoptimising a learned objective

A recurring theme in a number of sequential-decision making settings and methods, have
been the requirement to optimise some quantity that is the output of a learned model. A
few examples are: (i) in behaviour cloning (BC, see §2.2.4), the agent selects the action
that maximises the likelihood under a learned approximation of the expert policy; (ii) in
Q-learning (see §2.3.2), the agent selects the action that maximises its learned action-
value function approximation; (iii) in actor-critic methods (see §2.3.2), the agent updates
its policy in such a way that it maximises its learned action-value (or advantage) function;
and (iv) in planning with a learned model (see §2.3.3), the agent both selects actions and
updates its policy based on rollouts that are purely generated from a learned model.

Naively treating these settings as regular optimisation problems and employing power-
ful solvers to the learned objectives,† can eventually damage the true objectives, a phe-
nomenon that we refer to as overoptimisation (Gao et al., 2023). Overoptimisation can be
seen as a special case of Goodhart’s Law‡ (Hoskin, 1996) or specification gaming (Krakovna
et al., 2020). In the context of deep learning (DL), overoptimisation is popularised in the
field of adversarial robustness (Chakraborty et al., 2018), in which it can be shown that by
taking a regular pre-trained neural network (NN) and freezing its learned parameters, we
can find, via gradient-descent or even zero-order optimisers, perturbations to the inputs
that while qualitatively§ trivial, they cause the model to generate arbitrarily bad predic-
tions. In model-based RL, it is often the case that naively planning with a learned model
leads to overoptimisation due to compounding model errors that lead to degenerate per-
formance, despite the learned objective being successfully optimised (Janner et al., 2019).

A commonly proposed solution in the literature to the problem of overoptimisation of
a learned objective is ignorance-aware optimisation (Deisenroth et al., 2014; Stadie et al.,
2015; Rajeswaran et al., 2016; Pathak et al., 2017; Kahn et al., 2017; Chua et al., 2018;
Kenton et al., 2019; Gleave and Irving, 2022). In particular, these methods modify the op-
timisation objective, factoring in ignorance estimates, e.g., avoid optimisation close to re-
gions with high ignorance. The concept of knowledge equivalent (KE) from economics that

†A quantity that is derived from a learned model and is used as an optimisation target.
‡“When a measure becomes a target, it ceases to be a good measure.”
§Most of the times there is a human-in-the-loop evaluation/verification for this.
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we introduce in §2.1.2 (see Remark 2.4) formalises this class of methods, and it will be our
main approach for tackling overoptimisation of learned objectives in this thesis.

Example 2.8 (overoptimising a learned ignorance-aware reward model): We re-
visit the results of the Example 2.3. In particular, we study if optimising against the
learned reward model(s) leads to overoptimisation and then how ignorance quantifica-
tion and different KEs impact on the optimality gap and hallucination gap. The opti-
mality gap is defined as the difference in “true” reward of the optimal action (which is
unknown to the agent) and the action the agent selects according to its learned model,
i.e., regret to the optimal policy. The hallucination gap is defined as the difference be-
tween the agent’s belief about the reward of the selected action and its “true” reward.

As a reminder, we train a deep ensemble of reward models, {rθk
: A → R}32k=1, ac-

cording to the training strategy in Remark 2.7 on the finite aciont→reward pairs, de-
picted in Figure 2.5a. The per-ensemble member predictions and the corresponding
KEs (e.g., ensemble average, minimum and maximum) are illustrated in Figure 2.5d.

The agent selects the action that maximises its reward model (or some KE in the
case of ignorance-aware reward model). In Figure 2.10a (resp. 2.10b), we visualise
in solid blue the optimality gap (resp. hallucination error) of the agent that acts
greedily with respect to each of the K = 32 ensemble members (sorted from low
to high for illustration purposes) and the average (across the ensemble members)
optimality gap (resp. hallucination error) is depicted with the dashed blue line.

We observe that the ignorance-averse and -seeking KEs incur the lowest overoptimisa-
tion/error, even smaller than the average of the ensemble members, and the ignorance-
seeking KE has the highest error. This observation justifies the use of ignorance-
averse KEs for robustness and ignorance-seeking KEs for exploration (Savage, 1954).

ensemble members ensemble average ensemble min ensemble max
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Figure 2.10: Overoptimisation with an ensemble of reward models. (a) The op-
timality gap, i.e., agent’s regret to the optimal policy. (b) The hallucination error,
i.e., difference between the agent’s reward estimate for its action and its true value.
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2.3.5 Ignorance-aware RL agents

In §2.3.4, we noted that numerous RL agents, such as Q-learning (see §2.3.2), actor-critic
methods (see §2.3.2), agents that plan with a learned world model (see §2.3.3), are sus-
ceptible to the overoptimisation phenomenon. To that end, ignorance-aware variants of
these methods can be found in the literature (Dearden et al., 1998, 1999; Osband et al.,
2016; Kurutach et al., 2018), which often comprise of: (i) an ignorance quantification
mechanism; and (ii) a KE as the learning/planning objective.

Ignorance quantification for RL. In tabular settings (i.e., environments with small
and finite number of states and actions), exact Bayesian inference (see §2.2.1) can be used
for quantifying the agents’ ignorance about both their value function (Dearden et al.,
1998) and world model (Dearden et al., 1999). However, in complex RL problems, since
exact Bayesian inference is intractable, proxy signals are often used instead, including
prediction error (Lopes et al., 2012), approximate state visitation counts (Bellemare et al.,
2016) and disagreement of samples from either approximate posterior distributions over
learned parameters (Blundell et al., 2015) or explicit ensembles of value functions (Osband
et al., 2016; Lowrey et al., 2018) or world models (Chua et al., 2018; Sekar et al., 2020).

Ensemble-based RL methods. Deep ensembles (see §2.2.3) of learned (action-)value
functions and world models can be used with an appropriately selected KE for: (i)
stabilising learning (§2.3.4; Faußer and Schwenker, 2015; Anschel et al., 2017; Kalweit
and Boedecker, 2017; Kurutach et al., 2018; Chua et al., 2018; Liang et al., 2022); (ii)
ignorance-driven exploration (§2.1.2, Osband et al., 2016; Shyam et al., 2019; Pathak
et al., 2019; Flennerhag et al., 2020; Ball et al., 2020; Sekar et al., 2020); and (iii) robust-
ness to distribution shifts (Lowrey et al., 2018; Kenton et al., 2019; Agarwal et al., 2020).

Example 2.9 (deep ensemble of action-value functions and knowledge equivalent
(KE) optimisation): Consider an ensembles of K action-value functions {qθq,k

}Kk=1,
trained on some rollouts B with the training protocol in Remark 2.7. Then to sta-
bilise learning, e.g., with Averaged Q-learning, Anschel et al. (2017) uses as value
target the ensemble average (see Eqn. (2.5)) (ignorance-neutral) KE, given by:

q̂Averaged−QL(s, a) ≜ r+ γmaxa ′∈A(
1

K

∑
k

qθq,k
(s ′, a ′)). (2.68)

For exploration (resp. robustness), we select actions by maximising the ignorance-
seeking ensemble max (resp. ignorance-averse ensemble min) KE in Eqn. (2.7b)
(resp. Eqn. (2.7a)), i.e., “optimism (resp. pessimism) in the face of ignorance”:

πexplore(s) = max
a∈A

max
k

qθq,k
(s, a) (resp. πsafe(s) = max

a∈A
min
k

qθq,k
(s, a)). (2.69)
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“It does not do to leave a live dragon out of your calculations, if
you live near one.”

— John Ronald Reuel Tolkien (1892–1973)
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Out-of-training distribution (OOD) scenarios are a common challenge for learning agents,
which usually leads to arbitrary deductions and poorly informed decisions due to their
failure to generalise (Sugiyama and Kawanabe, 2012; Amodei et al., 2016; Snoek et al.,
2019). In §2.2, we defined OOD data as samples for which the independent and identically
distributed (i.i.d.) assumption with respect to (w.r.t.) the training distribution does not
hold, and we illustrated an example in Figure 2.3. In the context of imitation learning (IL,
see §2.2.4), which is the focus of this chapter, and sequential decision-making, more
broadly, there are two main reasons for which agents encounter OOD states, i.e., they
undergo a distribution shift, visualised in Figure 3.1: (i) the agents are deployed in states
that are far from the training distribution, as shown in Figure 3.1a; or (ii) the agents are
deployed in in-distribution states but small deviations from the demonstrated expert be-

∗This chapter is based on the (Filos et al., 2020) publication.
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in-distribution OOD test distribution & trajectory

(a) Domain shift (b) Covariate shift

Figure 3.1: Sequential decision-making and out-of-training distribution (OOD) settings.
The agent is trained on the in-distribution states and deployed on the test states, from
which it follows a trajectory in OOD states. (a) The agent is deployed in novel/OOD sce-
narios, i.e., it undergoes a domain shift. (b) The agent is deployed in in-distribution ac-
tions but its model imperfections lead to compounding errors that finally push it in OOD
states, i.e., it undergoes a covariate shift. We refer to both settings as distribution shift.

haviour, due to modelling errors, compound and drift the agents to OOD states, in which
the agents make uninformed decisions that keep pushing them to OOD states, leading
to a vicious circle (a.k.a. “avalanche” phenomenon or covariate shift) (Ross et al., 2011),
depicted in Figure 3.1b. Therefore, IL agents, unless they have been trained with expert
demonstrations that exhaustively cover nearly all the state-action space, they should
be designed with the prospect of encountering distribution shifts upon deployment.

In principle, detection of and adaptation to OOD situations can mitigate their adverse
effects. In this chapter, we highlight the limitations of current state-of-the-art density
estimation approaches to imitation learning (IL) and we present a novel ignorance-
aware algorithm for robust planning from expert demonstrations, called robust imitative
planning (RIP). Our method relies on distinctly modelling the agent’s ignorance, and the
inherent randomness of the expert demonstrations, i.e., risk, as defined in Remark 2.1.
Then the agent uses its ignorance quantification mechanism to detect potential distribution
shifts and recover from some of them by penalising decisions with high ignorance,
i.e., optimising a ignorance-averse knowledge equivalent (KE), as presented in §2.1.2.

Moreover, if the agent’s ignorance is too great to suggest a safe course of action, it can in-
stead query an expert for feedback, enabling sample-efficient online adaptation—an online,
adaptive variant of our method we term adaptive robust imitative planning (AdaRIP).

We provide empirical evidence in both online experiments in a simulated autonomous driv-
ing environment (CARLA, Dosovitskiy et al., 2017) and the offline prediction nuScenes chal-
lenge (Caesar et al., 2019) that our proposed methods: (i) can scale to high-dimensional LI-
DAR observations; (ii) highlight the important role of ignorance-aware models for de-
tecting, recovering from and adapting to OOD scenarios. The key contributions are:
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List of contributions §3 (plan and adapt from expert demonstrations):

1. Ignorance-aware planning from expert demonstrations: We present an
ignorance-aware agent that plans from expert demonstrations, called robust im-
itative planning (RIP). It comprises of a likelihood model, e.g., autoregressive
normalising flows (Rezende and Mohamed, 2015), learned with maximum like-
lihood estimation (MLE) given the expert demonstrations that quantifies igno-
rance, e.g., deep ensemble (Lakshminarayanan et al., 2017). The principle of
“pessimism in the face of uncertainty (ignorance)” is used for RIP and therefore
the agent plans by maximising an ignorance-averse knowledge equivalent (KE),
such as the ensemble min (see §2.1.2), allowing for robustness to and recovery
from distribution shifts. A didactic example of RIP is depicted in Figure 3.6.

2. Ignorance-driven sample-efficient adaptation: Provided a mechanism for
online feedback from an expert, the quantified ignorance is used to efficiently
query the expert for feedback—only when insufficiently certain about what to
do. We term this online and adaptive variant of RIP as adaptive robust imitative
planning (AdaRIP) and demonstrate in a simulated autonomous driving envi-
ronment that with a handful of targeted queries to an expert, it can successfully
adapt and solve originally OOD tasks that RIP and baselines struggle with.

3. Autonomous driving robustness benchmark: We introduce an au-
tonomous driving benchmark, called CARNOVEL, to assess the robustness of
autonomous driving methods to a suite of OOD tasks. In particular, we evalu-
ate them in terms of their ability to: (i) detect OOD events, measured by the
correlation of infractions and model uncertainty; (ii) recover from distribution
shifts, quantified by the percentage of successful manoeuvres in novel scenes
and (iii) efficiently adapt to OOD scenarios, provided online supervision, as-
sessed by their few-shot adaptation performance.

3.1 Background & problem setting

We model the agent’s interaction with the environment as a Markov decision pro-
cess (MDP, Puterman, 2014), i.e., M ≜ ⟨S,A, p, ρ0, r⟩, as formulated in §2.3.1 and
Eqn. (2.27). The agent does not get to observe the reward function, r : S×A→ R, or sam-
ple from it, but has access to rollouts from an optimal policy, as defined in Eqn. (2.29a).

Learning from expert demonstrations. The agent’s goal is to approximate the un-
known expert demonstrator’s policy, π∗, using imitation learning (IL, Widrow, 1964;
Pomerleau, 1989) methods on the expert demonstrations, as described in §2.2.4. The
agent is then evaluated: (i) offline for its predictions to a held-out set of expert demon-
strations; (ii) online by interaction with an environment without online supervision; and
(iii) with online expert supervision (i.e., fine-tuning on few-shot expert demonstrations).
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Formally, the (finite number of N) expert demonstrations are given by:

D ≜
{(

s(n), a(n)
)}N

n=1
, s.t. a(n) ∼ π∗(·|s(n)). (2.23)

Without loss of generality, we assume that the optimal policy is stochastic. For brevity,
we denote T -step long expert plans with a and denote expert demonstrations with:

D ≜
{(

s(i),a(i)
)}I

i=1
, s.t.

(
s(i),a(i)

)
≜
(
s
(n)
t , a

(n)
t:t+T

)
, for some I ∈ N. (3.1)

Figure 3.2: Expert
demonstrations coverage.

While, in general, for any MDP there is an optimal deter-
ministic policy (Puterman and Shin, 1978; Sutton and Barto,
2018), it is too restrictive to make this assumption here since
the gathering of the demonstrations is not under our control.
For example, in Figure 3.2, we visualise the aggregated coor-
dinates of expert driving demonstrations, used in §3.3. We
observe that the trajectories followed by the expert are multi-
modal, e.g., both right and left turns from (almost) the same
starting positions, especially at intersection points.

Imitative model. We can perform state-conditioned density estimation (see Eqn. (2.11))
of the distribution over expert’s future sequence of actions (i.e., plans), using a proba-
bilistic model q(A|s; θ), with learnable parameters θ ∈ Θ, trained on the expert demon-
strations D, e.g., via maximum likelihood estimation (MLE, Eqn. (2.15)):

θMLE ≜ arg max
θ

E(s(i),a(i))∼D

[
logq(A = a(i)|s(i); θ)

]
. (3.2)

We refer to this class of models as imitative models, since we are borrowing Rhinehart
et al.’s (2020) deep imitative model (DIM) neural network (NN) architecture. In par-
ticular, we represent q(A|s; θ) as an autoregressive neural density estimator (Larochelle
and Murray, 2011; Graves, 2013; Gregor et al., 2014), and the likelihood of a plan
a ≜ (a0, a1, a2, . . . , aT ) in state s to come from an expert under the model is given by:

q(A = a|s; θ) =

T∏
t=1

q(At = at|a<t, s; θ), (3.3)

where a<t ≜ (a1, a2, . . . , at−1) is the sub-plan up to (without including) time-step t.
For brevity, we refer to q(A = a|s; θ) as the imitative score of plan a under model θ.

We decompose the likelihood as a telescopic product,† and in the case of a continuous

†We consider here a causal factorisation of the joint distribution to have a fair comparison with the
baselines which make a similar decision. Our method does not depend on this and hence any other valid,
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Figure 3.3: Imitative model neural network (NN) architecture for continuous actions.
Following the terminology from §2.3.2, there are three sub-NNs: (i) the representation
network hθh

; (i) the dynamics network mθm
; and (iii) the prediction network fθf

.

action space, which is the focus in our experiments in §3.3, the conditional densities are
assumed to be normally distributed with predicted mean and covariance, i.e.,

q(At = at|a<t, s; θ) = N (at;µ(a<t, s; θ), Σ(a<t, s; θ)) (3.4)

where µ(·; θ) and Σ(·; θ) are the NN-based predictions for the mean and covariance.

The architecture of the NN for the imitative model is depicted in Figure 3.3. It com-
prises of three sub-networks, similar to the ones in §2.3.2 and Figure 2.9 for the (partial)
latent world models: (i) a representation network hθh

that embeds the (possibly) high-
dimensional state s into an embedding z; (ii) an action-conditioned dynamics network
mθm

that models the transitions in the embedding space; and (iii) a prediction network
fθf

that outputs the estimates for the mean and the covariance for the continuous action.
Unless stated otherwise, we use (i) a convolutional NN (MobileNetV2, Sandler et al.,
2018) as the representation network; (ii) a recurrent NN (gated recurrent unit (GRU),
Chung et al., 2014) as the dynamics network; and (iii) a multi-layer perceptron (MLP,
see §2.2.2) as the prediction network. For brevity, we refer to the NN parameters as
θ ≜ (θh, θm, θf) and write q(A = a|s; θ) =

∏
t q(At = at|a<t, s; θ), where q(At =

at|a<t, s; θ) = N(at;µt;Σt) and (µt, Σt) the prediction network outputs for unroll-step t.

Remark 3.1 (imitative model as multi-step action-value function): Functionally
and intuitively, the imitative score, q(A = a|s; θ), resembles the optimal action-value
of a multi-step lookahead policy, q∗(s,a), as defined in Eqn. (2.34), since both evalu-
ate the quality of a plan a executed from a given state s. In particular, q(A = a|s; θ)

potentially anti-causal, factorisation is also compatible with it. For instance, we could reverse the “arrow
of time”, i.e., q(a|s; θ) =

∏1
t=Tp(at|a>t, s; θ), and leave the rest of the method unchanged.
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Figure 3.4: Trajectory library from CARLA’s autopilot demonstrations, constructed with
K-means clustering on 4 seconds-long expert plans from the training dataset.

estimates the likelihood of the plan under the expert policy and q∗(s,a) is the ex-
pected return of first executing the plan a and then following the expert policy.
Although the likelihood and the reward are two quantities with different units, there
are theoretical frameworks (Kappen et al., 2012; Levine, 2018) that connect the two.
In this chapter, we do not explore further any theoretical connections between these
two quantities but we exploit this observation by applying the q∗(s,a)-based plan-
ning algorithms and formulations from §2.3.3 to the imitative score, q(A = a|s; θ).

Planning. The learned imitative model can be used for action selection. In particular, we
pick the mode of the state-conditioned distribution over plans, induced by the model, i.e.,

â ≜ arg max
a

q(A = a|s; θ) = arg max
a

logq(A = a|s; θ), (3.5)

where, in practice, we maximise the log-likelihood to avoid any numerical instabilities.† As
discussed in §2.3.3, for continuous action spaces, the optimisation problem in Eqn. (3.5),
can be solved online with gradient-based optimisation since the gradient ∂q/∂a can be
computed with automatic differentiation techniques (§2.2.2; Rall, 1981). Only the first
action â1 of the plan â is executed as in model predictive control (MPC, see §2.3.3) and
a new plan is recomputed upon observing the next environment state.

Trajectory library. In real-world applications, e.g., autonomous driving or more gen-
erally robotics, the on-device computational resources may not suffice for running online
planning (Jund et al., 2021), either because it is too slow for real-time reaction, or the
gradient calculation for Eqn. (3.5) does not fit the memory device memory. A scalable
alternative that we consider in this chapter is to efficiently search for plans by restricting
the search space to a trajectory library (Liu and Atkeson, 2009), TA, i.e., a finite set of
fixed (pre-computed) plans. In other words, we discretise the continuous (and infinite)
space of plans to a finite number of plans, turning an optimisation problem of continuous

†We refer to both q(A = a|s; θ) and logq(A = a|s; θ) as the imitative score, depending on the context.
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variables into a search problem over a discrete space which can be easily parallelised:

âTL ≜ arg max
a∈TA

logq(A = a|s; θ). (3.6)

The computational cost gains come at the cost of approximation error. In this work, to
construct the trajectory library TA, we perform K-means clustering of the expert’s plans
from the training distribution and keep 64 of the centroids, as illustrated in Figure 3.4.

3.2 Methods

The main challenge of planning with an imitative model is the potential to overoptimise a
learned objective, as discussed in §2.3.4, since the agent is explicitly maximising the like-
lihood of a plan under a learned state-conditioned imitative model, see Eqns. (3.5, 3.6).
When we only train the imitative model on an offline and static dataset of demonstra-
tions, overoptisation during planning is more likely (Ross et al., 2011; Levine et al., 2020)

3.2.1 Robust imitative planning (RIP)

In this section, we present an agent that learns offline from expert demonstrations,
as defined in §3.1, which can (i) effectively model stochastic expert demonstrations
(i.e., aleatoric uncertainty); (ii) quantify ignorance (i.e., epistemic uncertainty) to allow
detection of out-of-training distribution (OOD) situations; and (iii) avoid or recovers from
distributions shifts via ignorance-based optimisation of a knowledge equivalent (KE). We
call the proposed method robust imitative planning (RIP) and we illustrate it in Figure 3.5.

Formalisation. We treat the imitative model parameters θ as random variables (see
§2.2.1), i.e., we place a prior distribution p(Θ) over possible imitative model parameters
θ ∈ Θ, which induces a distribution over imitative scores q(A = a|s;Θ). Note the differ-
ence between the imitative score q(A = a|s; θ) ∈ R and q(A = a|s;Θ) ∈ ∆(R). The for-
mer is (deterministic) scalar quantity, i.e., the imitative score for a fixed (point estimate)
θ, and the latter is a random variable induced by the model parameters random variable
Θ. After observing the expert demonstrations D, the posterior distribution over model
parameters and imitative scores is p(Θ|D) and q(A = a|s;Θ,D), respectively, where:

q(A = a|s;Θ,D) = q(A = a|s;Θ)p(Θ|D). (3.7)

Remark 3.2 (posterior distribution over imitative scores captures only ignorance
and not risk): q(A = a|s; θ) is a deterministic function of the parameters θ, i.e., con-
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(a) Expert demonstrations

D = D1 ∪ · · ·Dk · · · ∪DK

θk,MLE = arg maxθ E(s,a)∼Dk
[logq(a|s; θ)]

s ∼ D1 θ1 q(a|s; θ1)

a ∼ D1

s ∼ DK θK q(a|s; θK)

a ∼ DK

(b) Ensemble training

s

θ1

a

θK

a

KE, e.g.,, mink, 1
K

∑
k

U = KE [logq(a|s;Θ,D)] , ∂U
∂a

plan aRIP = arg maxaU

(c) Planning under ignorance

Figure 3.5: The robust imitative planning (RIP) agent. (a) Expert demonstrations.
We assume access to states s and expert plans a pairs, i.e., D ≜ {(s(i),a(i))}i, collected
either in simulation (Dosovitskiy et al., 2017) or in real-world (Caesar et al., 2019; Sun
et al., 2019; Houston et al., 2020). (b) Learning algorithm (see §3.2.1). We capture
agent’s ignorance by learning an ensemble of density estimators {q(a|s; θk)}

K
k=1, following

the implementation of Remark 2.7. (c) Planning paradigm (see §3.2.1). The plan aRIP

that maximises an ignorance-averse knowledge equivalent (KE, see §2.1.2), e.g., the en-
semble min, is selected. For continuous action spaces, the plans are efficiently calculated
online with gradient-based optimisation (see §2.3.3) through the learned likelihood models.

ditioned on a value for Θ = θ, there is no risk (i.e., aleatoric uncertainty) about the
imitative score—likelihood under imitative model with parameters θ. As a conse-
quence, the posterior over imitative scores q(A = a|s;Θ,D) captures only ignorance.

Since the imitative score is a continuous variable (regardless of the action space), the vari-
ance of the posterior distribution can be a signal for quantifying ignorance (Gal, 2016), i.e.,

VarRIP(a, s, p(Θ|D)) ≜ VarΘ[logq(A = a|s;Θ)p(Θ|D)]. (3.8)

Assuming well-calibrated estimates, in-distribution state→plan pairs have low posterior
variance and OOD ones high, as shown in §3.3 and depicted in Figure 3.9.

To incorporate the ignorance estimates into the planning objective, we select a knowledge
equivalent (KE, see §2.1.2), which is a reduction of the posterior distribution over imita-
tive scores down to an “optimisable” scalar value, i.e., the RIP selected plan is given by:

aRIP(s, p(Θ|D); KE) ≜ arg max
a

KE[logq(A = a|s;Θ)p(Θ|D)]. (3.9)

The choice of the KE boils down to the designer’s preferences (i.e., a hyperparameter)
and directly affects the induced behaviour of the agent. There are ignorance-neutral KEs
that do not take into account the shape of the posterior distribution and capture only the
central tendency, such as the “model average” (MA Savage, 1954), given by Eqn. (2.5).
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There are also ignorance-sensitive KE for either seeking or avoiding ignorance. In this
chapter, we aim to build an agent that is robust to distribution shifts and hence we adhere
to the principle of “pessimism in the face of ignnorance” (Wald, 1939; Markowitz, 1952;
Savage, 1954) and hence use an ignorance-averse KE. In particular, we use the “worst-
case model” (WCM; Wald, 1939),† given by Eqn. (2.7a) and adapted for our setting, i.e.,

aRIP-WCM(s, p(Θ|D)) ≜ arg max
a

min
θ∈support(p(Θ|D))

[logq(A = a|s; θ)]. (3.10)

Intuition. An imitative model is trained such that it outputs high imitative scores for
state-conditioned plans that are likely to have been made by the expert demonstrator and
low scores otherwise. We expect (and provide empirical evidence §3.3) that optimising
against the learned imitative model, i.e., naively searching for the plan that maximise the
imitative score, is susceptible to the overoptimisation problem (see §2.3.4). In particular,
the model-generated imitative scores for OOD state→plan pairs can be arbitrarily wrongly
estimates and hence they should not be trusted. To guard an agent from this pitfall, the
agent should be equipped with mechanisms to: (i) detect OOD state→plan pairs; and
(ii) treat them differently during planning, compared to in-distribution ones.

Ignorance quantification addresses the former since the ignorance estimate from a well-
calibrated model is high (resp. low) in OOD (resp. in-distribution) model inputs, e.g., as
measured by the variance of the posterior distribution of imitative models (§2.2.1; MacKay,
1992; Gal, 2016). KE-based planning provides a framework for the latter since it “re-
assigns” new scores according to the posterior distribution over imitative scores and a
decision-theoretic rule (§2.1.2; Wald, 1939; Savage, 1954; Kochenderfer et al., 2022).

Any KE that assigns a low score to OOD plans fits our need for robustness to distribution
shifts. The chosen “worst-case model” (WCM) KE in Eqn. (3.10) is ignorance-averse
and hence satisfy the requirement. It assigns a pessimistic score to each action, equal to
the lowest imitative score across all the probable imitative models under the posterior
distribution. The in-distribution plans are reliably scored since only the imitative models
that fit them accurately are in the support‡ and all OOD plans get assigned low scores
since with high probability there is a model in the posterior that assigns them low scores.

Example 3.1 (didactic example for robust imitative planning (RIP) in out-of-
training distribution (OOD) driving scenario): Consider the OOD driving scenario
in Figure 3.6a. To simplify the presentation, the agent selects between the plans
aα,aβ,aγ, according to an ensemble of imitative models q1, q2, q3. We collect the
imitative scores in Figure 3.6b, where each column has the per-model scores. In this

†The WCM KE is incompatible with, by design, full-support posteriors over model parameters since it’s
over-pessimistic. Alternative, “softer” ignorance-averse KEs can be used instead, including the conditional
value at risk (CVaR, Embrechts et al., 2013; Rajeswaran et al., 2016) that employs quantiles.

‡Assuming that the probability under the posterior for a bad fit is exactly 0.
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visualisation, planning (see Eqns. (3.5, 3.9)) is equivalent to calculating the per-row
arg max. Under models q1 and q2 the selected plans are the catastrophic trajecto-
ries aα and aβ, respectively. In the last row in yellow, we compute the “worst-case
model” (WCM) imitative scores, i.e., per-column minimum, given by Eqn. (3.10).
Planning against the WCM knowledge equivalent (KE) proposes the safe plan aγ.

ensemble members ensemble average ensemble min ensemble max

(a) OOD scenario

m
o
d

el
s,

q
k

plans, ai

aα aβ aγ

q1 0.6 0.1 0.3

q2 0.3 0.4 0.3

q3 0.2 0.2 0.6

mink 0.2 0.1 0.3 aγ

maxi

aγ

aβ

aα

(b) Robust imitative planning (RIP)

Figure 3.6: Didactic example of robust imitative planning (RIP) agent in an out-
of-training distribution (OOD) driving setting. (a) The bird-eye view of the scene
and the candidate plans, i.e., aα,aβ,aγ. (b) The imitative scores for ensemble
of imitative models q1, q2, q3 and the actions each model would select and the RIP
selected action under the “worst-case model” (WCM) knowledge equivalent (KE).

Practical implementation. In practice, it is intractable to perform exact Bayesian
inference (see §2.2.1) for the parameters of the imitative model (Neal, 1995). Instead,
we adopt approximate ignorance quantification strategies, such as deep ensembles (see
§2.2.3; Lakshminarayanan et al., 2017). We consider an ensemble of K imitative models
{q(·|s; θk)}Kk=1, as given in §3.3, trained according to the guidelines in Remark 2.7 to im-
prove the ignorance estimation, namely: (i) maximum a posteriori (MAP) inference, with
a normally distributed prior over the parameters (i.e., L2 regularisation term); (ii) ran-
domised parameter initialisation per ensemble member (Lakshminarayanan et al., 2017;
Izmailov et al., 2021); and (iii) data bootstrapping (Osband et al., 2016). However, any
(approximate) inference method to approximate or sample from the posterior p(Θ|D)
would suffice. To demonstrate that our method is agnostic to deep ensembles, we use
Monte Carlo (MC) dropout (Gal and Ghahramani, 2016) for some experiments in §3.3.2.

Then, we re-write Eqns. (3.8, 3.10) using the parameters of the deep ensemble {θk}
K
k=1:

VarRIP(a, s, {θk}
K
k=1) ≜ Var[{logq(A = a|s; θk)}

K
k=1] (3.11a)

aRIP-WCM(s, {θk}
K
k=1) ≜ arg max

a
min
k

[logq(A = a|s; θk)], (3.11b)

where Eqn. (3.11a) refers to the empirical variance across the ensemble scores. As dis-
cussed in §3.1, to solve Eqn. (3.11b), we either use online gradient-ascent through the
learned ensemble of imitative models or search over a (pre-selected) trajectory library.
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3.2.2 Adaptive robust imitative planning (AdaRIP)

In this section, we present an adaptive variant of RIP, called adaptive robust imitative
planning (AdaRIP), which learns online from expert demonstrations that it selects to
gather. It leverages its ignorance estimates to decide when to query the expert for feed-
back, avoiding this way potentially unsafe decisions and learning from this feedback.
AdaRIP’s pseudocode and the main differences with RIP are given in Algorithm 1.

Formalisation. AdaRIP has two learning phases: (i) offline learning (i.e., pre-training)
from static expert demonstrations D; and (ii) online learning (i.e., fine-tuning) from ac-
tively collected demonstrations B. The former is identical to RIP’s learning algorithm in
§3.2.1 and the latter is specific to AdaRIP, during its interaction with the environment.

In particular, it is assumed that the agent has black-box access to an expert policy (i.e., or-
acle), π∗,† which it can choose to query at any state s ∈ S and receive an expert plan,
i.e., a∗ ∼ π∗(·|s). Similar to DAgger (Ross et al., 2011) and its variants (Zhang and Cho,
2016; Cronrath et al., 2018), the access to the oracle is limited and hence a mechanism to
ensure sample-efficient use of it is required. To that end, AdaRIP queries the oracle on (be-
lieved) OOD states, i.e., states with high estimated posterior variance of imitative scores.

Specifically, for each state s: (i) we compute the RIP plan âRIP according to Eqn. (3.10);
(ii) we estimate the posterior variance of the imitative score σ̂2

RIP for the (s, âRIP) pair;
and (iii) if σ̂2

RIP > τ, where τ ∈ R+ is a pre-specified, designer-selected (i.e., hyperparam-
eter) threshold, then (iv) we query the oracle at s, receive a∗ and append it to the online
demonstrations dataset B. Finally, after observing B, we update (in an online fashion)
the posterior over imitative model parameters, obtaining p(Θ|{D,B}), and then repeat.

Intuition. As Figure 3.1 and the empirical evidence in §3.3.2 suggest, planning with
an ignorance-averse KE against a static learned model is not always sufficient to recover
from distribution shifts, especially domain shifts as the one in Figure 3.1a. Even with
perfect ignorance estimates, the RIP agent knows that it does not know what to do but
this is not enough to extract a good course of actions, i.e., ignorance quantification does
not “magically” solve the problem of generalisation. If an online feedback mechanism is
in place, the information that the agent should not trust its plans due to ignorance, is ac-
tionable. For instance, in a human-in-the-loop setup (Ross et al., 2011; Christiano et al.,
2017), the agent can defer from making a decision under (extreme) ignorance and, instead,
ask the human to act on its behalf. Therefore, the agent both avoids taking a potentially
unsafe action that could not be tolerated in safety-critical settings, e.g., autonomous driv-
ing, and can learn from the demonstrated behaviour online (Duan et al., 2017), reducing
its ignorance and allowing it cope with similar situations encountered later. Of course,
there is no extra value added in querying the human in situations with low ignorance

†AdaRIP is also compatible with other feedback mechanisms, such as expert preferences (Christiano
et al., 2017) or explicit reward functions (de Haan et al., 2019).
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since that should† mean that the imitative model is already trained on similar situations.

Before taking an action, the AdaRIP agent: (i) plans according to the RIP strategy in
Eqn. (3.10); and (ii) decides if its confidence in the plan is above some threshold and if
so, it commits to it. Otherwise it invokes the online feedback mechanism. The acquired
feedback drives the online model adaptation/fine-tuning.

Practical implementation. We build on the RIP’s practical implementation. The
learning and acing loops of the AdaRIP agent are described in pseudocode in Algo-
rithm 1. We tune the threshold, τ, by performing an analysis similar to the one in Fig-
ure 3.9, see §3.3.1 for more details. For online fine-tuning with the B demonstrations,
for each stochastic gradient descent (SGD) update, we have a mini-batch of mixed ex-
pert demonstrations—50% from the online demonstrations B and 50% from the offline
demonstrations D. Note that similar most methods for learning online/continually, our
fine-tuning approach suffers from, e.g., catastrophic forgetting (French, 1999) and sample-
inefficiency (Finn et al., 2017). In this chapter, our goal is only to demonstrate AdaRIP’s
efficacy to adapt under distribution shifts and hence we do not address either of these lim-
itations. Future work lies in providing a practical, sample-efficient continual learning algo-
rithm to be used in conjunction with the AdaRIP agent. Methods for efficient (e.g., few-
shot or zero-shot) and safe adaptation (Finn et al., 2017; Zhou et al., 2019) are orthogonal
to AdaRIP and hence any improvement in these fields could be directly used for AdaRIP.

3.3 Experiments

We consider a series of prediction and control experiments—with and without online
expert feedback—to determine how effective is ignorance quantification and ignorance-
aware planning when learning from expert demonstrations and acting under distribution
shifts. We focus on autonomous driving since (i) there are open source real-world expert
demonstrations (Caesar et al., 2019; Sun et al., 2020); (ii) realistic simulators (e.g., CARLA,
Dosovitskiy et al., 2017); and (iii) current state-of-the-art imitation learning (IL) methods
are benchmarked in such domains (Chen et al., 2019; Rhinehart et al., 2020).

Autonomous driving specific assumptions. For a fair comparison to the baselines,
we make a few (benign) autonomous driving specific assumptions. In particular, the
agent plans over sequences of relative (egocentric) (x, y) coordinates rather than low
level actions, e.g., steering angle, throttle pressure, which allows it to be invariant to the
physical properties of the controlled vehicle and allows us to use Additionally, for the
online experiments it is assumed that high level goals are provided, e.g., “turn left at the
traffic light”, “at the roundabout take the second exit”, “at the end of the road make
a U turn” and the agent can factor them into its planning procedure. Formally:

†This does not necessarily hold true when we use in practice imperfect ignorance estimates.
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Algorithm 1: Adaptive robust imitative planning (AdaRIP)

Input :
D Expert demonstrations
K Number of ensemble members
B Online demonstrations buffer

qθ Imitative model architecture
p(Θ) Model parameters prior
τ Variance threshold

Output :
{θk}

K
k=1 Parameters of ensemble members

// Learning offline from expert demonstrations

1 for k = 1 . . . K do

2 Bootstrap sample dataset Dk
boot
∼ D

3 Sample model parameters from prior, θk ∼ p(Θ)
4 Learn model with maximum a posteriori (MAP) with regulariser Ω

θk ← arg max
θ

E(s,a)∼Dk
[logq(A = a|s; θ)] +Ω(θ) ▷ see Eqn. (2.16)

// Agent-environment online interaction

5 s← env.reset()

6 while not done do
7 Plan with learned ignorance-aware model from state s

âRIP ← arg max
a

min
k

[logq(A = a|s; θk)] ▷ see Eqn. (3.10)

// Online adaptation

8 Calculate the predictive variance of the plan

σ̂2
RIP ← Var[{logq(A = âRIP|s; θk)}

K
k=1] ▷ see Eqn. (3.8)

if σ̂2
RIP > τ then

9 a∗ ← Query expert at s

10 B← B ∪ (s,a∗)
11 Perform parameter update using online and offline demonstrations B, D

12 s, done← env.step(a∗)
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Assumption 3.1 (inverse dynamics): We assume that the physical properties of
the controlled vehicle ϕ, e.g., mass, dimensions and minimum/maximum accelera-
tion, are known and hence a low-level controller c that makes use of this information,
e.g., proportional–integral–derivative controller (PID, Zhou et al., 1996) can be used
for (deterministically) mapping “high-level” plans a in relative (x, y) coordinates
to low-level controls u, e.g., steering, accelerating and breaking:

u = c(a;ϕ). (3.12)

Assumption 3.2 (global planner): We assume access to a global navigation system
that we can use to specify goals g ∈ G is the form of (x, y) coordinates or navigation
command, such as “turn left/right” “at the roundabout take the second exit” etc.

These are benign assumptions for autonomous driving (Rhinehart et al., 2020). If required,
these quantities can also be learned from data, and are typically easier to learn than π∗.

(a) nuScenes (b) CARNOVEL

Figure 3.7: RIP’s robustness to OOD sce-
narios, compared to CIL (Codevilla et al.,
2018) and DIM (Rhinehart et al., 2020). Both
baselines get out of the road and hit the bar-
riers while RIP follows a safe trajectory.

Environments. For the offline predic-
tion experiments, we use the nuScenes

open source dataset (Caesar et al., 2019)
for autonomous driving, collected by hu-
man expert drivers. To assess agents
in this setting, we use the metrics from
the ICRA 2020 nuScenes prediction chal-
lenge. For the online control† experi-
ments, we use the CARLA autonomous
driving simulator (Dosovitskiy et al.,
2017). In particular, to make sure that
agents experience challenging OOD driv-
ing scenarios in this environment and are
evaluated on their robustness to distri-
bution shifts, we introduce a benchmark,
called CARNOVEL. Offline expert demon-
strations‡ from Town01 are provided for training. Then, the agents are evaluated on a
suite of OOD navigation tasks, including but not limited to roundabouts, challenging non-
right-angled turns and hills, none of which are experienced during training since these are
from other CARLA towns, i.e., Town03, Town04 and Town05. The complete CARNOVEL suite
of tasks are given in §A.1 and a handful of example are depicted in Figure 3.8

†We use the terms “prediction” and “control” as in (Sutton and Barto, 2018).
‡We use the CARLA rule-based autopilot (Dosovitskiy et al., 2017) as the expert demonstrator.
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(a) AbnormalTurns4-v0 (b) BusyTown2-v0 (c) Roundabouts1-v0

Figure 3.8: The spawn location and the route for completing example CARNOVEL task.

Table 3.1: Robust imitative planning (RIP) variants used for the ablation study.

Variants Description

DIM Ignorance-unaware, i.e., point estimate of imitative model (Rhinehart et al., 2020).

RIP-BCM Ignorance-seeking KE, i.e., maxk, optimism in the face of ignorance
RIP-MA Ignorance-neutral KE, i.e., Ek, ensemble average

RIP-WCM-TL Trajectory library-based (Liu and Atkeson, 2009) variant of RIP-WCM, see Eqn. (4.2)

Metrics. Since we are studying navigation tasks, agents should be able to reach safely
pre-specified destinations. As also done in previous work (Codevilla et al., 2018; Rhinehart
et al., 2020; Chen et al., 2019), the infractions per kilometre metric (i.e., violations of
rules of the road and accidents per kilometre traveled) measures how safe the agent
navigates. The success rate measures the percentage of successful navigations to the
destination, without any infraction. However, these standard metrics do not directly
reflect the methods’ performance under distribution shifts. As a result, we introduce
three new metrics to quantify performance in out-of-training distribution (OOD) tasks:

1. Detection score: The correlation of infractions and model’s uncertainty termed
detection score is used to measure a method’s ability to predict the OOD scenes
that lead to catastrophic events. As discussed by Michelmore et al. (2018), we look
at time windows of 4 seconds (Taoka, 1989; Coley et al., 2009). A method that can
detect potential infractions should have high detection score.

2. Recovery score: The percentage of successful manoeuvres in novel scene—where
the ignorance-unaware methods fail—is used to quantify a method’s ability to
recover from distribution shifts. A method that is oblivious to novelty should have
0 recovery score, but positive otherwise.

3. Adaptation score: The improvement in success rate as a function of number of on-
line expert demonstrations is used to measure a method’s ability to adapt efficiently
online. A method that can adapt online should have a positive adaptation score.

Baselines. For both prediction and control experiments, we consider two types of
baseline methods: (i) state-of-the-art methods in each setting; and (ii) variants of our RIP
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Figure 3.9: Uncertainty estimators as indicators of catastrophes on CARNOVEL. We col-
lect 50 scenes for each model that led to a crash, record the uncertainty 4 seconds (Taoka,
1989) before the accident and assert if the uncertainties can be used for detection. RIP’s
(ours) predictive variance (in blue, see Eqn. (3.8)) serves as a useful detector, while
DIM’s (Rhinehart et al., 2020) negative log-likelihood (in orange) cannot be used for detect-
ing catastrophes. We assume that the main reason for catastrophes is distribution shifts.

agent to ablate the importance of our design decisions, summarised in Table 3.1.†

For the prediction experiments, we compare against the state-of-the-art methods in
the nuScenes dataset, the: (i) Multiple-Trajectory Prediction (MTP, Cui et al., 2019);
(ii) MultiPath (Chai et al., 2019); and (iii) CoverNet (Phan-Minh et al., 2019), all of
which score a (fixed) set of trajectories, i.e., a trajectory library (Liu and Atkeson, 2009).

For the control experiments, we compare against the state-of-the-art methods in the
CARLA autonomous driving simulator, the: (i) conditional imitation learning (CIL, Codev-
illa et al., 2018), which is a discriminative behavioural cloning method that conditions its
predictions on contextual information (e.g., LIDAR) and high-level commands (e.g., “turn
left”, “go straight”); (ii) learning by cheating (LbC, Chen et al., 2019), which is a method
that builds on CIL and uses (cross-modal) distillation of privileged information (e.g., game
state, rich, annotated bird-eye-view observations) to a sensorimotor agent; and (iii) LbC
agent that uses privileged information directly (i.e., teacher), which we term LbC-GT and
is only for reference since it is not a fair comparison against the LIDAR-based methods.

3.3.1 Detecting distribution shifts

We have argued for the role of ignorance in detecting distribution shifts in §2.1.2, which
motivated the design of our RIP agent in this chapter. Therefore, we expect the follow-
ing hypotheses to hold, which we test empirically. H1: Risk (i.e., aleatoric uncertainty)
quantification cannot be used for detecting distribution shifts since it aims to capture the
inherent stochasticity of the expert demonstrators’ behaviour rather than novelty. H2: Ig-
norance (i.e., epistemic uncertainty) is an effective signal for detecting distribution shifts.

†We treat deep imitative model (DIM, Rhinehart et al., 2020) as a variant of RIP as discussed in §3.2.1.
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Control. We benchmark in CARNOVEL one ignorance-unaware baseline method, DIM
(Rhinehart et al., 2020) and our ignorance-aware RIP. We collect 100 scenes, recording
estimates for their risk and ignorance, respectively. In 50 of them, after 4 seconds the
agent crashed (Taoka, 1989) and in the other 50, the agents successfully completed the
tasks. We assert if the recorded uncertainty estimates can be used for detecting that
a catastrophe is about to occur—a proxy for whether the agent is experiencing a dis-
tribution shift. The results are illustrated in Figure 3.9. RIP’s (ours) predictive vari-
ance Eqn. (3.8)—implemented as the ensemble variance—serves as a useful distribution
shift detector, i.e., with high probability above the 80% percantile a crash occurs, while
DIM’s negative log-likelihood is not predictive of whether a crash is about to take place.
These results support hypotheses H2 and H1, respectively.

Having verified that ignorance is a useful signal for detecting distribution shifts, next, we
study ways to integrate ignorance estimates into planning and assess their robustness to
(i.e., ability to recover from) distribution shifts in both prediction and control settings.

3.3.2 Recovering from distribution shifts

The main motivation behind the ignorance-averse knowledge equivalent (KE) used in RIP
is to enable robustness and recovery from distribution shift, implementing the principle of
“pessimism in the face of ignorance”. To this end, we investigate the following hypotheses.
H3: Ignorance-aware agents perform qualitatively and quantitatively different in OOD
scenarios from ignorance-unaware ones. H4: RIP’s explicit mechanism for recovery from
distribution shifts leads to improved performance in OOD scenes. H5: The role and
choice of the knowledge equivalent (KE) is non-trivial—RIP is not “just an ensemble”.

Prediction. Table 3.2 gives the performance of the RIP agent, its variants and state-of-
the-art methods in the nuScenes challenge dataset. In more detail, we use the provided
train–val–test splits from (Phan-Minh et al., 2019), for towns Boston and Singapore. For
all methods we use N = 50 trajectories, and in case of both DIM and RIP, we only optimise
the “imitation prior” Eqn. (3.9)), since goals are not provided, running N planning proce-
dures with different random initialisations. We observe that the ignorance-aware agents,
i.e., RIP variants that take ignorance into account by optimising a KE, perform consis-
tently better than the ignorance-unaware baselines, backing up H3. Also, the ignorance-
averse agents, i.e., RIP-WCM with continuous and RIP-WCM-TL with discretised ac-
tions, outperform the ignorance- oblivious and seeking methods, confirming H4 and H5.

Control. Table 3.3 summarises the results in the CARNOVEL autonomous driving con-
trol benchmark. All methods are trained with offline expert demonstrations from
CARLA Town01. We perform 10 trials per CARNOVEL task with randomised initial simu-
lator state (same for all agents). The ignorance-aware agents, i.e., RIP-WCM and RIP-
MA, outperform the ignorance-unaware and ignorance-seeking methods, corroborating
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Table 3.2: We evaluate different autonomous driving prediction methods in terms of
their robustness to and recovery from distribution shifts from the nuScenes ICRA 2020
challenge (Phan-Minh et al., 2019). We use the provided train–val–test splits and report
performance on the test (i.e., out-of-sample) scenarios. A “♣” indicates methods that use
LIDAR observation, as in (Rhinehart et al., 2019), and a “♢” methods that use bird-view
privileged information, as in (Phan-Minh et al., 2019). A “⋆” indicates that we used
the results from the original paper, otherwise we used our implementation. Standard
errors are in grey (via bootstrap sampling). The outperforming method is in bold.

Boston Singapore

minADE1 ↓ minADE5 ↓ minFDE1 ↓ minADE1 ↓ minADE5 ↓ minFDE1 ↓
Methods (2073 scenes, 50 samples, open-loop plans) (1189 scenes, 50 samples, open-loop plans)

MTP♢⋆ (Cui et al., 2019) 4.13 3.24 9.23 4.13 3.24 9.23

MultiPath♢⋆ (Chai et al., 2019) 3.89 3.34 9.19 3.89 3.34 9.19

CoverNet♢⋆ (Phan-Minh et al., 2019) 3.87 2.41 9.26 3.87 2.41 9.26

DIM♣ (Rhinehart et al., 2020) 3.64±0.05 2.48±0.02 8.22±0.13 3.82±0.04 2.95±0.01 8.91±0.08
RIP-BCM♣ (ablation, Table 3.1) 3.53±0.04 2.37±0.01 7.92±0.09 3.57±0.02 2.70±0.01 8.39±0.03
RIP-MA♣ (ablation, Table 3.1) 3.39±0.03 2.33±0.01 7.62±0.07 3.48±0.01 2.69±0.02 8.19±0.02

RIP-WCM-TL♣ (ablation, Table 3.1) 3.31±0.03 2.32±0.00 7.49±0.05 3.44±0.01 2.69±0.01 8.10±0.04
RIP-WCM♣ (ours, §3.2.1) 3.29±0.03 2.28±0.00 7.45±0.05 3.43±0.01 2.66±0.01 8.09±0.04

H3 and H5, respectively. On top of the results in Table 3.3, the illustrated examples
in Figure 3.7 support H4.

Despite RIP’s improvement over current state-of-the-art methods with 97.5% success rate
and 0.26 infractions per driven kilometre, the safety-critical nature of the task mandates
higher performance. Towards this goal, next, we assess AdaRIP’s, the online adaptive
variant of RIP in a few-shot imitation learning setting, where the agent decides when
to query the expert.

3.3.3 Adapting to distribution shifts

In the previous sections, we have shown that ignorance is a useful signal for detecting
distribution shifts (H2) and predictive of catastrophic outcomes (see Figure 3.9). When
online expert demonstrations are available, AdaRIP uses its quantified ignorance to
efficiently query the expert to avoid potential catastrophes. As a result, we expect the
following hypothesis to be true, which we investigate experimentally. H6: With more
online expert demonstrations, AdaRIP’s performance improves.

Control. We evaluate AdaRIP on CARNOVEL tasks, where the CARLA autopilot (Doso-
vitskiy et al., 2017) is queried for demonstrations online when the predictive vari-
ance (see Eqn. (3.8)) exceeds a threshold, chosen according to RIP’s detection score,
(see Figure 3.9) in a hold-out dataset. AdaRIP’s performance on the most challenging
CARNOVEL tasks is summarised in Figure 3.10, where, the success rate improves as the
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Table 3.3: We evaluate different autonomous driving methods in terms of their robustness
to and recovery from distribution shifts, in our new benchmark, CARNOVEL. All methods
are trained on CARLA Town01 using imitation learning with expert demonstrations from
the CARLA autopilot (Dosovitskiy et al., 2017). A “∗” indicates methods that use first-
person camera view, as in (Chen et al., 2019), a “♣” methods that use LIDAR observation,
as in (Rhinehart et al., 2020) and a “♢” methods that use the ground truth game
engine state, as in (Chen et al., 2019). A “⋆” indicates that we used the reference
implementation from the original paper, otherwise we used our implementation. For all
the scenes we chose pairs of start-destination locations and ran 10 trials with randomised
initial simulator state for each pair (same for all methods). Standard errors are in grey
(via bootstrap sampling). The outperforming method is in bold.

AbnormalTurns BusyTown

Success ↑ Infra/km ↓ Distance ↑ Success ↑ Infra/km ↓ Distance ↑
Methods (7× 10 scenes, %) (×1e−3) (m) (11× 10 scenes, %) (×1e−3) (m)

CIL♣⋆ (Codevilla et al., 2018) 65.71±07.37 07.04±05.07 128±020 05.45±06.35 11.49±03.66 217±033
LbC∗⋆ (Chen et al., 2019) 00.00±00.00 05.81±00.58 208±004 20.00±13.48 03.96±00.15 374±016
LbC-GT♢⋆ (Chen et al., 2019) 02.86±06.39 03.68±00.34 217±033 65.45±07.60 02.59±00.02 400±006

DIM♣ (Rhinehart et al., 2020) 74.28±11.26 05.56±04.06 108±017 47.13±14.54 08.47±05.22 175±026
RIP-BCM♣ (ablation, Table 3.1) 68.57±09.03 07.93±03.73 096±017 50.90±20.64 03.74±05.52 175±031
RIP-MA♣ (ablation, Table 3.1) 84.28±14.20 07.86±05.70 102±015 64.54±23.25 05.86±03.99 170±033

RIP-WCM♣ (ours, §3.2.1) 87.14±14.20 04.91±03.60 102±021 62.72±05.16 03.17±02.04 167±021

Hills Roundabouts

Success ↑ Infra/km ↓ Distance ↑ Success ↑ Infra/km ↓ Distance ↑
Methods (4× 10 scenes, %) (×1e−3) (m) (5× 10 scenes, %) (×1e−3) (m)

CIL♣⋆ (Codevilla et al., 2018) 60.00±29.34 04.74±03.02 219±034 20.00±00.00 03.60±03.23 269±021
LbC∗⋆ (Chen et al., 2019) 50.00±00.00 01.61±00.15 541±101 08.00±10.95 03.70±00.72 323±043
LbC-GT♢⋆ (Chen et al., 2019) 05.00±11.18 03.36±00.26 312±020 00.00±00.00 06.47±00.99 123±018

DIM♣ (Rhinehart et al., 2020) 70.00±10.54 06.87±04.09 195±012 20.00±09.42 06.19±04.73 240±044
RIP-BCM♣ (ablation, Table 3.1) 75.00±00.00 05.49±04.03 191±013 06.00±09.66 06.78±07.05 251±027
RIP-MA♣ (ablation, Table 3.1) 97.50±07.90 00.26±00.54 196±013 38.00±06.32 05.48±05.56 271±047

RIP-WCM♣ (ours, §3.2.1) 87.50±13.17 01.83±01.73 191±006 42.00±06.32 04.32±01.91 217±030

number of online demonstrations increases, validating H6. We also illustrate in §A.2 pre-
and post- adaptation plans executed by AdaRIP.

3.4 Related work

The literature review for imitation learning (IL), knowledge equivalents (KEs), ignorance
quantification in deep learning (DL) and deep ensembles can be found in §2. In this
section, we review autonomous driving-specific related work to better contextualise our
contributions in this domain, since our experiments are solely in it.

Learning from expert autonomous driving demonstrations. A plethora of ex-
pert driving demonstrations has been used for IL (Caesar et al., 2019; Sun et al., 2019;
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Figure 3.10: Adaptation scores of AdaRIP (see §3.2.2) on CARNOVEL tasks that RIP-
WCM and RIP-MA (see §3.2.1) do worst. We observe that as the number of online expert
demonstrations increases, the success rate improves thanks to online model adaptation.

Kesten et al., 2019) since a model mimicking expert demonstrations can simply learn
to stay in “safe”, expert-like parts of the state space and no explicit reward function
need be specified. On the one hand, behaviour cloning (BC) approaches (Liang et al.,
2018; Sauer et al., 2018; Li et al., 2018; Codevilla et al., 2018, 2019; Chen et al., 2019) fit
command-conditioned discriminative sequential models to expert demonstrations, which
are used in deployment to produce expert-like trajectories. On the other hand, Rhine-
hart et al. (2020) proposed command-unconditioned expert trajectory density models
which are used for planning trajectories that both satisfy the goal constraints and are
likely under the expert model. However, both of these approaches fit point-estimates to
their parameters, thus do not quantify their ignorance (see Remark 2.6), as explained
next. This is especially problematic when estimating what an expert would or would
not do in unfamiliar, OOD scenes. In contrast, our methods, RIP and AdaRIP, does
quantify ignorance in order to both improve planning performance (see §3.3.2) and triage
situations in which an expert should intervene (see §3.3.3).

Current autonomous driving benchmarks. We are interested in the control problem,
where autonomous driving agents get deployed in reactive environments and make
sequential decisions. The CARLA Challenge (Ros et al., 2019; Dosovitskiy et al., 2017;
Codevilla et al., 2019) is an open-source benchmark for control in autonomous driving. It
is based on 10 traffic scenarios from the NHTSA pre-crash typology (National Highway
Traffic Safety Administration, 2007) to inject challenging driving situations into traffic
patterns encountered by autonomous driving agents. The methods are only assessed in
terms of their generalization to weather conditions, the initial state of the simulation
(e.g., the start and goal locations, and the random seed of other agents.) and the traffic
density (i.e., empty town, regular traffic and dense traffic).

Despite these challenging scenarios selected in the CARLA Challenge, the agents are allowed
to train on the same scenarios in which they evaluated, and so the robustness to distri-
butional shift is not assessed. Consequently, both Chen et al. (2019) and Rhinehart et al.
(2020) manage to solve the CARLA Challenge with almost 100% success rate, when trained
in Town01 and tested in Town02. However, both methods score almost 0% when evaluated
in Roundabouts due to the presence of OOD road morphologies, as discussed in §3.3.

https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/pre-crash_scenario_typology-final_pdf_version_5-2-07.pdf
https://www.nhtsa.gov/sites/nhtsa.dot.gov/files/pre-crash_scenario_typology-final_pdf_version_5-2-07.pdf
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3.5 Conclusion & discussion

Summary of contributions. In this chapter, we studied imitation learning (IL) agents
in out-of-training distribution (OOD) tasks (i.e., under distribution shifts). We intro-
duced an ignorance-aware agent, called robust imitative planning (RIP), which can de-
tect and recover from distribution shifts, as shown experimentally in a real-world predic-
tion task, nuScenes, and a driving simulator, CARLA. We presented an adaptive variant,
called adaptive robust imitative planning (AdaRIP), which uses RIP’s ignorance esti-
mates to efficiently query the expert for online feedback and adapt its model parameters
online. We also introduced and open-sourced an autonomous driving control benchmark,
termed CARNOVEL, to assess the robustness of driving agents to a suite of OOD tasks.

Insights & lessons learned. In our experiments in §3.3, we showed that ignorance
(i.e., epistemic uncertainty) is an effective signal for distribution shifts detection, while
risk (i.e., aleatoric uncertainty) is not, since it only captures the inherent stochasticity
of the expert data. Moreover, ignorance-aware agents exhibit distinctively different be-
haviour in familiar and novel situations, while ignorance-unaware agents act the same,
e.g., boldly and over-confidently, even when wrong. Also, optimising for a decision-
theoretic ignorance-sensitive knowledge equivalent (KE), and the careful selection of it,
enables ignorance-aware agents to avoid falling into their own pitfalls–overoptimisation.

Limitations & next steps. IL agents, although power, they miss out the opportunity
to learn from sub-optimal demonstrations. This would enable them to massively scale the
sources of data they can consume to improve (see §4). Moreover, the generic ignorance
quantification strategy that we used for (Ada)RIP, i.e., deep ensembles, do not leverage
the sequential nature of the problem setting. Future work lies in developing architectures
and ignorance quantification algorithms that target sequential-decision making (see §5).

Outlook. Expert (human) demonstrations are one of the dominant data sources for train-
ing modern machine learning (ML) models and agents (Deng et al., 2009; Krizhevsky et al.,
2012; Lin et al., 2014; Silver et al., 2016; Cordts et al., 2016; Vinyals et al., 2019; Radford
et al., 2019; Sun et al., 2020). In an ever-changing environment as the real-world, any agent
trained on this static data, despite its size, it is bound to experience novel, out-of-training
distribution (OOD) scenarios and forced to make decisions under ignorance. Inspired by
Figure 3.1, we argued that whether a learning agent experiences a distribution shift in de-
ployment is not a matter of if, but when. As a consequence, the agent’s designer should be
developing the agent with this perspective in mind, not necessarily trying to anticipate the
distribution shifts and accommodate these particular instances but instead acknowledge
that there will be settings that the agent cannot take any meaningful decision due to its
lack of knowledge (i.e., ignorance) and instead it should either act conservatively, i.e., avoid
taking a leap to the unknown (as RIP does), or be equipped with a mechanism to use effi-
ciently an “I don’t know” action, in which case, some expert takes over (as AdaRIP does).
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“Adaptability is not imitation. It means power of resistance and
assimilation.”

— Mahatma Gandhi (1869–1948)
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Generally capable data-driven agents should be able to learn from any kind of data, mak-
ing minimal assumptions about its generative process. The harder and more specialised
the tasks we expect agents to fulfil, the fewer the chances we can find high quality ex-
pert demonstrations for training imitation learning (IL, see §2.2.4 and §3) agents. Also,
reinforcement learning (RL, see §2.3) agents do not possess a mechanism for learning
without reward information, limiting their scope to tasks for which a reward function
can be specified (Russell, 2019), or off-policy rollouts (see §2.35) with reward samples.

Nonetheless, we often have access to no-reward demonstrations, i.e., data from the inter-
action of other agents with the environment of interest, without any reward information.

∗This chapter is based on the (Filos et al., 2021) publication.
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Our main modelling assumption in this chapter is that agents are typically goal-directed—
sometimes by definition (Franklin and Graesser, 1996). While their goals can be different,
they often depend on shared salient features of the environment, and may be able to
interact with and affect the environment in similar ways. Humans and other animals
make ready use of these similarities to other agents while learning (Henrich, 2017; La-
land, 2018). We can observe the goal-directed behaviours of other humans, and combine
these observations with our own experiences, to quickly learn how to achieve our own
goals. If RL agents could similarly interpret the behaviour of others, they could learn
more efficiently, relying less on solitary trial and error.

To this end, we formalise and address a problem setting in which an agent (the ‘ego-
agent’) is given access to observations and actions drawn from the experiences of other
goal-directed agents interacting with the same environment, but pursuing distinct goals.
These observed trajectories are unlabelled in the sense that they lack the goals or rewards
of the other agents, i.e., behavioural data of mixed and unknown quality. This type of
data is readily available in many real-world settings, either from (i) observing other agents
acting simultaneously with the ego-agent in the same environment (i.e., social learning);
or (ii) multi-task demonstrations collected independently from the ego-agent’s experiences.
Consider autonomous driving as a motivating example: the robot car can observe the
decisions of many nearby human drivers with various preferences and destinations, or may
have access to a large offline dataset of such demonstrations. Because the other agents
are pursuing their own varied goals, it can be difficult to directly use this information
with conventional (single-task) IL (see §2.2.4), i.e., behaviour cloning (BC, Widrow, 1964)
methods or inverse reinforcement learning (IRL, Ng et al., 2000; Ziebart et al., 2008).

To effectively use the no-reward demonstrations, we turn to the framework of successor
features. This allows us to disentangle shared features and dynamics of the environment
from agent-specific rewards and policies. We propose a multi-task inverse reinforcement
learning (IRL) algorithm, called inverse temporal difference (ITD) learning, that learns
shared state features, alongside per-agent successor features and preference vectors, purely
from demonstrations without reward labels. We further show how to seamlessly integrate
ITD with learning from online environment interactions, arriving at a novel algorithm
for RL with demonstrations, called ΨΦ-learning (ΨΦL, pronounced ‘Sci-Fi’).

We provide empirical evidence in a set of gridworld environments, a traffic-flow simu-
lator (Leurent, 2018), and a task from the Procgen suite (Cobbe et al., 2020) that our
proposed methods, i.e., ITD and ΨΦL: (i) can scale to high-dimensional pixel observa-
tions; (ii) lead to faster from scratch and few-shot learning than vanilla RL (Mnih et al.,
2015; Schulman et al., 2017), IL (Reddy et al., 2019; Ho and Ermon, 2016), and auxiliary-
task baselines (Hernandez-Leal et al., 2017); and (iii) learn useful feature representations
that are predictive of other agents’ behaviour. The key contributions are:
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List of contributions §4 (plan and adapt from sub-optimal demonstrations):

1. Offline multi-task IRL: We propose a multi-task inverse reinforcement learn-
ing (IRL) algorithm, called inverse temporal difference (ITD) learning. Using
only no-reward demonstrations, we learn shared state features, alongside per-
agent successor features and inferred preferences. The reward functions can
be straightforwardly computed from these learned quantities. We show empiri-
cally that ITD achieves superior or comparable performance to prior methods.

2. RL with no-reward demonstrations: By combining ITD with learning
from environment interactions, we arrive at a novel algorithm for RL with un-
labelled demonstrations, called ΨΦ-learning (ΨΦL, pronounced ‘Sci-Fi’). ΨΦ-
learning is compatible with sub-optimal demonstrations. It treats the demon-
strated trajectories as being soft-optimal under some task and employs ITD to
recover successor features for the demonstrators’ policies. ΨΦ-learning inher-
its the unbiased, asymptotic performance of RL methods while leveraging the
provided demonstrations with ITD. When the goals of any of the demonstra-
tors are even partially aligned with the ΨΦ-learner, this enables much faster
learning than solitary RL. Otherwise, when the demonstrations are not use-
ful or even misleading, it gracefully falls back to standard RL, unlike näıve
behaviour cloning or IRL.

3. Few-shot adaptation with task inference: Taking full-advantage of the
successor features framework, our ΨΦ-learner can even adapt zero-shot to new
goals it has never seen or experienced during training, but which are partially
aligned with the demonstrated goals. This is possible due to the disentangle-
ment of representations into task-specific features (i.e., preferences) and shared
state features. We can efficiently update the task-specific preferences and rely
on generalised policy improvement for safe policy updates. We derive worst-
case bounds for the performance of ΨΦL in zero-shot transfer to new tasks.

4.1 Background & problem setting

We consider a world that can be represented as a controlled Markov process (CMP),
i.e., C ≜ ⟨S,A, p, ρ0⟩, as formulated in §2.3.1. Then, as per Eqn. (2.27), a task is formu-
lated as a Markov decision process (MDP, Puterman, 2014), characterised by a reward
function, r : S× A→ ∆(R), i.e., M ≜ ⟨C, r⟩. As Remark 2.9 suggests, this formalisation
allows us to treat tasks with the same dynamics (state, action spaces, initial state distri-
bution and state-transition dynamics) but different reward functions in a unified notation.

We adapt the notation for the value functions (see Eqns. (2.29d, 2.31)), accordingly, i.e.,

vπ,r(s) ≜ E[
∑
t⩾0

γtRt+1|S0 = s,At ∼ π(·|St), (St+1, Rt+1) ∼ m∗(·, ·|St, At)] (4.1a)
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= E[
∑
t⩾0

γtRt+1|S0 = s;π,C] (4.1b)

= E[
∑
t⩾0

γtRt+1|S0 = s;π,C] (4.1c)

= Eπ,C[
∑
t⩾0

γtRt+1|S0 = s] (4.1d)

qπ,r(s, a) ≜ Eπ,C[
∑
t⩾0

γtRt+1|S0 = s,A0 = a], (4.1e)

where Eπ,C [·] denotes expected value when following policy π in an environment C.

Reinforcement learning with no-reward demonstrations. We are interested in
settings in which, in addition to an environment C, the agent also has access to demon-
strations without rewards. The demonstrations are generated by other agents, whose
goals and levels of expertise are unknown, and who have no incentive to educate the con-
trolled agent. We will refer to the controlled agent, i.e., reinforcement learner, as the
‘ego-agent’ and to the agents that generated the demonstrations as ‘other-agents’. We
denote the demonstrations with D = {ξ(1), ξ(2), . . . , ξ(N)}, where the n-th trajectory is:

ξ(n) ≜ (s
(n)
0 , a

(n)
0 , . . . , s

(n)
T , a

(n)
T ;k) (4.2)

is generated by the k-th agent. Note that each trajectory does include an identifier of
the agent that generated it. The ego-agent also gathers its own experience by interacting
with the environment, collecting rollouts B = {(s, a, s ′, r ′)}. Due to the lack of reward
annotations in D, and the fact that the data may be irrelevant to the ego-agent’s task, it
is not trivial to combine demonstrations from D with the ego-agent’s experience B.

s

hθh

qθq

q

z

πθπ

π

Figure 4.1: Q-learning with a be-
haviour cloning (BC) auxiliary loss.

Behaviour cloning as an auxiliary loss. The no-
reward demonstrations D can be used as an auxil-
iary loss for representation learning (Hernandez-Leal
et al., 2019). For instance, consider a Q-learning
agent (§2.3.2; Watkins, 1989) with a representation
network hθh

and action-value network qθq
as in Fig-

ure 4.1 (Mnih et al., 2013, 2015). These two neural
networks (NNs) are trained with the Q-learning loss
(see Eqn. (2.44)) on the rollouts B. On top of these,
a policy network πθπ

is trained with the behaviour
cloning (BC) loss on the no-reard demonstrations D.
The gradients from the BC loss flow also through the
representation network hθh

and hence we say that
they shape the representation of the Q-learner, i.e.,
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LBC-AUX(θh, θπ) ≜ E(s,a)∼D[− logπ(A = a|h(s; θh); θπ]. (4.3)

Next, we review the framework of successor features, cumulants and generalised policy
updates, which are the core building blocks for the methods we introduce in §4.2

Cumulants and preferences. The CMP-based formulation of tasks (see §4.1 and Re-
mark 2.9) allows us to capture the notation that a set of tasks may differ in their reward
function but they share the same environment. Consider L ∈ N tasks, with reward func-
tions {rl}Ll=1, then the L tasks (i.e., MDPs) can be written in vector form, i.e.,

M1

M2

...
ML

 (2.27)
=


⟨C, r1⟩
⟨C, r2⟩

...
⟨C, rL⟩

 = ⟨C,


r1

r2

...
rL

⟩ = ⟨C, ΦT


w1

w2

...
wL

⟩, (4.4)

where for the last equality we used the decomposition of the rewards in cumulants Φ

and preferences vectors {wl}Ll=1 as done by Dayan (1993); Barreto et al. (2017), i.e.,

rw(s, a) ≜ Φ(s, a)⊤w, (4.5)

where Φ(s, a),w ∈ Rd. As Eqn. (4.4) suggests, the cumulants Φ are task-agnostic
(i.e., shared among all L tasks) and the preferences are task-specific (i.e., one per task).

Remark 4.1 (cumulants and preference in layman’s terms): We can think of cu-
mulants as linear basis functions for the rewards, capturing shared salient features
between the different tasks. The preference vectors are then the coefficients for mix-
ing the different components of the (cumulants) basis to compose rewards functions.

Example 4.1 (didactic example for cumulants and preferences): For instance, con-
sider a set of different tasks in the gridworld environment in Figure 4.2.

Figure 4.2: CoinGrid

Let three 3 tasks, with rewards:

• r1: 1 when entering a green cell, −1 when entering
a red cell and 0 otherwise.

• r2: 2 when entering a red cell, −1 when entering a
yellow cell and 0 otherwise.

• r3: 1 when entering a yellow cell, −3 when entering
a green cell and 0 otherwise.

The reward functions can be decomposed into cumulants:
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Φ = [rgreen, rred, ryellow], (4.6)

and then the corresponding preference vectors are:

w1 = [1,−1, 0], w2 = [0, 2,−1], w3 = [−3, 0, 1]. (4.7)

The choice of decomposing the rewards into a dot product between a task-agnostic term
(cumulants) and a task-specific (preferences vector) term, rather than any other non-linear
decomposition, lies in the fact that we want exploit the linearity property of the value
function (w.r.t. the reward function)† (Puterman, 2014) to speed up policy evaluation.

Successor features. Given Eqn. (4.5), the action-value of a policy π is given by:

qπ,w(s, a) ≜ Eπ,C[
∑
t⩾0

γtrw(St, At)|S0 = s,A0 = a] (4.8a)

(4.5)
= Eπ,C[

∑
t⩾

γtΦ(St, At)
⊤w|S0 = s,A0 = a] (4.8b)

= Eπ,C[
∑
t⩾0

γtΦ(St, At)|S0 = s,A0 = a]⊤w. (4.8c)

We refer to the red term in Eqn. (4.8c) as successor features (SFs, Barreto et al., 2017), i.e.,

Ψπ(s, a) ≜ Eπ,C[
∑
t⩾0

γtΦ(St, At)|S0 = s,A0 = a] (4.9a)

qπ,w(s, a)
(4.8c)
= Ψπ(s, a)⊤w. (4.9b)

Remark 4.2 (successor features (SFs) in layman’s terms): SFs are to cumulants
what value functions are to rewards. In other words, successor features (of the policy
π) are the expected discounted sum of cumulants collected by unrolling policy π in
an environment C. In particular, the i-th component of Ψπ(s, a) gives the expected
discounted sum of Φ(s, a)’s i-th component, when starting from state s, taking ac-
tion a and then following policy π. Intuitively, cumulants Φ can be seen as a vector-
valued reward function (see Eqn. (4.4)) and SFs Ψπ the corresponding vector-valued
state-action value function for policy π.

Similar to Eqn. (2.40) for the value functions, the SFs can be recursively defined:

†The value in Eqn. (2.29d) is the expectation (linear map) of a weighted sum of rewards (linear maps).
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Ψπ(s, a)
(4.9a)

≜ Eπ,C[
∑
t⩾0

γtΦ(St, At)|S0 = s] (4.10a)

= Eπ,C[Φ1 + γ
∑
t⩾1

γtΦ(St, At)

Ψπ(S1,A1)

|S0 = s,A0 = a] (4.10b)

= Eπ,C[Φ1 + γΨπ(S1, A1)|S0 = s,A0 = a]. (4.10c)

As a result, temporal difference (TD, see 2.3.2) learning methods can be used for learn-
ing SFs. For instance, a function approximator with parameters θΨπ can be trained from
one-step transitions (s, a, s ′, a ′) ∼ B by minimising the (one-step) TD loss:

LTD-Ψ(θΨπ) ≜ E(s,a,s ′,a ′)∼B∥Ψ(s, a; θΨπ) −Φ(s, a) − γ SG[Ψ(s ′, a ′; θΨπ)]∥, (4.11)

where SG[·] is a stop-gradient operation for semi-gradient TD updates (see §2.3.2).

Generalised policy evaluation. Eqn. (4.9) suggests that SFs are task-agnostic. In par-
ticular, given Ψπ, the value of π for a new preference w ′ can be easily computed with gen-
eralised policy evaluation (GPE, Barreto et al., 2017), i.e., Ψπ(s, a)⊤w ′ = qπ,w ′

(s, a).

Example 4.2 (didactic example for generalised policy evaluation (GPE)): Consider
the tasks from Example 4.1 and a policy πGY, which navigates the gridworld to the
nearest green or yellow cell without stepping on the red cells.

To evaluate the policy on all 3 tasks (rewards) from Example 4.1, there are options:
(i) use policy evaluation methods from §2.3.2, i.e., compute from scratch the value of
the policy πGY for each reward function; and (ii) calculate only once the SFs of the
policy, ΨπGY , and then perform GPE with the corresponding preference vectors, i.e.,

qπGY,w1

(s, a) = ΨπGY(s, a)⊤w1 (4.12a)

qπGY,w2

(s, a) = ΨπGY(s, a)⊤w2 (4.12b)

qπGY,w3

(s, a) = ΨπGY(s, a)⊤w3. (4.12c)

Note that GPE scales a lot more gracefully than policy evaluation from scratch as
the number of tasks grows. However, GPE relies on the assumption that it is pos-
sible to efficiently and effectively compute or estimate the SFs of the policy.

Planning with successor features. Fast policy evaluation thanks to GPE, and by
extension SFs, can accelerate value-based planning. First, we note a theoretical result:
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Theorem 4.1 (generalised policy improvement (GPI, Barreto et al., 2017)): Let a

set of policies Π = {π1, . . . , πK} and let {qπ1,r, . . . , qπK,r} the corresponding action-
value functions for reward function r. Next, we can show that the GPI policy, i.e.,

πGPI(s) ≜ arg max
a∈A

max
k

qπk,r(s, a), (4.13)

is a strict (unless already optimal) improvement over the set Π, i.e.,

qπGPI,r(s, a) ⩾ max
k

qπk,r(s, a), (4.14)

for any s ∈ S and a ∈ A, where qπGPI,r is the action value of the GPI policy.

Proof. See (Barreto et al., 2017).

Intuitively, Theorem 4.1 states that, provided the action-value functions of a set of policies,
we can extract a policy that dominates all of them. Also, we saw that GPE is an efficient
mechanism for evaluating a policy in a number of tasks. Next, we combine these two.

Lemma 4.1 (generalised policy improvement (GPI) with successor features (SFs)):

Given the SFs of a set of policies, i.e., {Ψπ1
, . . . , ΨπK

}, we can apply GPI to derive a
new (improved) policy πGPI whose performance on a task with preference vector w
is no worse that the performance of any of π ∈ Π on the same task, given by:

πGPI(s) ≜ arg max
a∈A

max
k

Ψπk

(s, a)⊤w. (4.15)

Note that in Eqn. (4.15) the maxk can be thought as a policy selection/planning operation.
In other words, it selects the policy that for a given state-action (s, a) pair and task w has
the highest evaluation, and then performs an improvement step upon it (since the maxa).

Example 4.3 (didactic example for generalised policy improvement (GPI)): Con-
sider the 3 tasks from Example 4.1 and corresponding policies π1, π2 and π3, which
are optimal for tasks w1, w2 and w3, with SFs Ψπ1

, Ψπ2
and Ψπ3

, respectively.

Let a new task in which the agent receives −1 reward for stepping on any of the
coloured cells, i.e., wnew = [−1,−1,−1]. Following any of the policies π1, π2 and π3

leads to some negative reward since all three policies are seeking at least one colour.

Nonetheless, the GPI policy in Eqn. (4.15) for wnew is optimal since it avoids green
(resp. red, yellow) because for state-action pairs that lead to a green (resp. red,
yellow) cell the maxk is won by k = 3 (resp. k = 1, k = 2).
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4.2 Methods

In the context of learning from sub-optimal (no-reward) demonstrations, which is the fo-
cus of this chapter, if we could estimate the SFs of the demonstrators (a.k.a. other agents),
we could utilise them for improving the ego-agent’s policy with GPI. However, to do so
with conventional methods, we would require access to their rewards, cumulants and/or
preferences. In our setting, we can only observe their sequence of states and actions.

4.2.1 Inverse temporal difference (ITD) learning

In this section, we present an offline multi-task inverse reinforcement learning (IRL, §2.2.4)
method for learning (i) cumulants; (ii) per-agent successor features; and (iii) correspond-
ing agent preferences from no-reward demonstration, as defined in §4.1. We call the pro-
posed method inverse temporal difference (ITD) learning and summarise it in Algorithm 2.

Formalisation. Let function approximators for learanble cumulants, preferences vectors
and SFs with parameters θΦ, {wk}Kk=1 and {θΨk ≡ θΨk}Kk=1, respectively. We model the
(other) agents that generated the no-reward demonstrations D as soft-optimal for an un-
known task, i.e., the k-th agent’s policy πk is soft-optimal for the task wk and is given by:

πk(A = a|s) =
exp(qπk

(s, a))∑
b∈A exp(exp(qπk

(s, b))
, (4.16a)

= softmax[qπk

(s, ·)][a] (4.16b)

(4.9b)
= softmax[Ψπk

(s, ·)⊤wk][a], (4.16c)

where softmax[f(·)][i] is the i-th element of the softmax-normalised f(·) 1D-array. We

choose to represent the policy πk as a function of the SFs Ψπk
and preferences vector wk, to

learn this quantities from the no-reward demonstrations via BC, i.e., minimising the loss:

LBC(θΨk ,wk) ≜ E(s,a)∼Dk [− log softmax[Ψ(s, ·; θΨk)⊤wk][a]], (4.17)

where Dk are the demonstrations, generated by the k-th (other) agent, i.e., D ⊃ Dk ∼ πk.

Our key insight is that the cumulants should be TD-consistent with all agents’ successor
features, as of Eqns. (4.10, 4.11) and hence we can train the θΦ accordingly. This proce-
dure inverts† the standard TD learning framework for SFs where they are trained to be con-
sistent with a fixed (unlearned) cumulant function Φ. Instead, we first train the SFs and
preferences vectors to ‘explain’ the other agents’ behaviour with the BC loss Eqn. (4.17),
and then train θΦ, θΨk to be (self-)consistent by minimising the ITD loss, given by:

†Hence the name inverse TD learning.
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LITD(θΦ, θΨk) ≜ E(s,a,s ′,a ′)∼Dk∥Ψ(s, a; θΨk) −Φ(s, a; θΦ) − SG[γΨ(s, a; θΨk)]∥. (4.18)

After training, by the definitions of cumulants, preferences vectors and SFs from 4.1, we
recover: (i) action-value functions that can be used for imitating the demonstrator, i.e.,

qπk

(s, a; θ) = Ψ(s, a; θΨk)⊤wk (4.19)

and (ii) an explicit reward function for each agent, i.e.,

rk(s, a; θ) = Φ(s, a; θΦ)⊤wk, (4.20)

where θ ≜ (θΦ, {wk}Kk=1, {θΨk}Kk=1) are all the learnable parameters. Moreover, we can
formally show that the learned reward functions are ‘valid’ in the IRL sense.

Theorem 4.2 (validity of the inverse temporal difference (ITD) learning minimis-
ers): The minimisers of LBC and LITD are potentially-shaped cumulants that ex-
plain the reward-free demonstrations.

Proof. See §B.3.

Intuition. We treat the demonstrators as (soft-)expert agents for some unknown tasks,
whose reward functions can be decomposed into cumulants and preferences, as described
in §4.1. In other words, while these agents may pursuit distinct objectives there is some
‘behavioural basis’ that can be inferred from the no-reward demonstrations.

To discover this basis, we use the fact that: (i) we can parametrise the function approx-
imations to the demonstrators’ policies with action-value functions and hence preferences
vectors and SFs, which are trainable via BC; and (ii) the learned cumulants must be
TD-consistency with each and every demonstrators’ learned SFs.

Example 4.4 (single-task inverse reinforcement learning (IRL) with inverse temporal
difference (ITD)): To gain more intuition about the ITD algorithm, consider the
simpler case of performing IRL with demonstrations from a single demonstrator.

This obviates the need for a representation of preferences, so we can use w = 1. In
this case Ψ is the action-value function q and Φ is simply the reward function r.
Minimising Eqn. (4.17) reduces to finding a action-value function whose softmax

gives the observed policy, and minimising Eqn. (4.18) finds a scalar reward that
explains the action-value function. Our more general formulation, with cumulants
Φ in place of a scalar reward, allows us to perform ITD learning on demonstrations
from many policies, and to efficiently transfer to new tasks.
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Algorithm 2: Inverse temporal difference (ITD) learning

Input :
D = {(s1, a1, . . . , aT ;k)Kk=1} No-reward demonstrations
λw L1 loss coefficient

Output :
θΦ Parameters of cumulants network
{θΨk}Kk=1 Parameters of successor features approximators
{wk}Kk=1 Preferences vectors for the K agents

// Initialisations

1 Initialise parameters θΦ, {θΨk ,wk}Kk=1

2 while budget do

3 Sample trajectories {ξ(n) = (s
(n)
1 , a

(n)
1 , . . . , s

(n)
T , a

(n)
T ;k(n))}Nn=1 ∼ D

// Behaviour cloning (BC) loss minimisation

4 Calculate LBC(θΨk ,wk) on samples {ξ(n)}Nn=1 ▷ see Eqn. (4.17)

5 θΨk
α← ∇θ

Ψk
LBC(θΨk ,wk) ▷ update Ψs

6 wk α← ∇wk

(
LBC(θΨk ,wk) + λw∥wk∥1

)
▷ update ws

// Inverse temporal difference (ITD) loss minimisation

7 Calculate LITD(θΦ, θΨk) on samples {ξ(n)}Nn=1 ▷ see Eqn. (4.18)

8 θΦ
α← ∇θΦ

LITD(θΨk , θΦ) ▷ update Φ

9 θΨk
α← ∇θ

Ψk
LITD(θΨk , θΦ) ▷ update Ψs

Practical implementation. In practice, we found that a sparsity prior, i.e., L1 regular-
isation loss, on preferences wk is also key to promote disentangled cumulant dimensions
(see Figure 4.7). In particular, we found the L1 loss made the algorithm more robust to
the choice of dimension of Φ (see Figure B.7), but did not substantially affect the overall
performance otherwise. Moreover, target networks (Mnih et al., 2013, 2015) are used
for the ITD loss to further stabilise learning.

4.2.2 ΨΦ-learning with no-reward demonstrations

In this section, we present a RL agent that can leverage sub-optimal demonstrations to
accelerate its learning, combining the ITD multi-task IRL algorithm (see §4.2.1) with
a novel ignorance-averse GPI (see §2.1.2 and Lemma 4.1) planning mechanism. We call
the proposed method ΨΦ-learning (ΨΦL) and summarise it in Algorithm 3.

Formalisation. ΨΦ-learning is an off-policy algorithm based on Q-learning (Watkins and
Dayan, 1992) and leverages the no-reward demonstrations using ITD. The action-value
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Figure 4.3: The ΨΦ-learning (ΨΦL) agent’s neural network (NN) architecture. It
comprises of (i) a representation network hθh

that receives learning signal from all the
losses, shaping a shared representation. (ii) a cumulants network ΦθΦ

; (iii) successor
features (SFs) approximators for each of the demonstrators {Ψθ

Ψk
}Kk=1 and the ‘ego’

reinforcement learning (RL) agent Ψθ
Ψ0

; and corresponding (iv) preferences vectors

{wk}Kk=0. Ensembles of two SFs approximators (per-agent) are used for combatting the
overoptimisation of learned reward functions phenomenon (see §2.10).

function is represented with successor features, Ψ0, and preferences, w0, as in Eqn. (4.9b).†

The ego-agent interacts with the environment, storing its rollouts in a replay buffer, B.
On top of the ITD losses from §4.2.1, the ΨΦ-learner optimises: (i) a reward prediction
loss; and (ii) TD-learning losses for its action value and SFs, given by:

Lr(θΦ,w0) ≜ E(s,a,r′)∼B∥Φ(s, a; θΦ)⊤w0 − r ′∥ (4.21a)

Lq(θΨ0) ≜ E(s,a,s′,r′)∼B∥Ψ(s, a; θΨ0)⊤w0 − r ′ − SG[γmax
a′

Ψ(s ′, a ′; θ̃Ψ0)⊤w0]∥ (4.21b)

LTD-Ψ(θΨ0) ≜ E(s,a,s′,a′)∼B∥Ψ(s, a; θΨ0) −Φ(s, a; θΦ) − γ SG[Ψ(s ′, a ′; θΨ0)]∥. (4.21c)

Overall, the ΨΦ-learner minimises the LΨΦL loss on rollouts B and demonstrations D:

LΨΦL(θ) ≜
∑K

k=1(LBC(θΨk ,wk) + LITD(θΦ, θΨk)) + Lr(θΦ,w0) + Lq(θΨ0) + LTD-Ψ(θΨ0). (4.22)

†We reserve the index k = 0 for the ego-agent.
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Provided the SFs estimates {θΨk}Kk=0 and the inferred ego preferences w0, we can use
the GPI (see Lemma 4.1)) to obtain a policy πGPI, which strictly dominates all policies,
including the ego-agent’s and the other agents’, for the ego-agents task.

We observe in §4.3 (see H3) that naively applying GPI on all these learned SFs leads
to instabilities and overoptimisation of learned objectives (i.e., SFs-induced action value
functions). We address this problem by employing the lessons from the previous chapter,
§3. In particular, we quantify the ignorance (i.e., epistemic uncertainty) about SFs and
augment the GPI planning step with an ignorance-averse knowledge equivalent (KE). An
ensemble of M successor features approximators (per-agent) {{θΨk

m
}Mm=1}

K
k=1 are learned

(see Figure 4.3) and the ΨΦ-learner selects actions according to:

πego(s) ≜ arg max
a∈A

max
k∈[K]

min
m∈[M]

Ψ(s, a; θΨk
m
)⊤w0. (4.23)

Intuition. The ΨΦ-learner projects all the data, rollouts and no-reward demonstrations,
and its predictions in a unified space, the one of cumulants and preferences. This enables
flow of information from the different data sources. In other words, we share the same
cumulants between the ITD learning from other agents and the ego-learning, so that they
span the joint space of reward functions. This can be also seen as a representation learn-
ing method, where by enforcing all agents, including the ego-agent, to share the same Φ,
we transfer information about salient features of the environment from learning about one
agent to benefit learning about all agents. This is, by extension, true all for the preferences.

Then, the ΨΦ-learner exploits the generalised policy updates from §4.1, i.e., GPE and
GPI, to accelerate its online learning. Although Lemma 4.1 suggests that the GPI is a
strict improvement, it does not account for approximation errors. To avoid any potential
overoptimisation problems, we adopt the principle of “pessimism in the face of ignorance”.

Practical implementation. We use a NN function approximator and share represen-
tation between all the predictors. Its architecture is illustrated in Figure 4.3. To cap-
ture the ignorance in SFs to avoid overoptimisation of the learned action-values (see
Eqn. (4.23)), we use ensembles of two components, trained according to Remark 2.8.
Similar to §4.2.1, for any TD-like loss, we use target networks to stabilise learning.
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Algorithm 3: ΨΦ-learning (ΨΦL)

Input :
D = {(s1, a1, . . . , aT ;k)Kk=1} No-reward demonstrations
λw L1 loss coefficient
M Number of ensemble members

Output :
θΦ Parameters of cumulants network
{wk}Kk=0 Preferences vectors
{{θΨk

m
}Mm=1}

K
k=0 Parameters of successor features approximators

// Initialisations

1 Initialise parameters θΦ, {{θΨk
m
}Mm=1,w

k}Kk=0 and buffer B = {}

2 while budget do

// Agent-environment online interaction

3 s← env.reset(), t← 0

4 while not done do
5 Infer ego-agent’s task with online linear regression

w0 ← arg min
w

E(s,a,r′)∼B∥Φ(s, a; θΦ)⊤w− r ′∥ ▷ see Eqn. (4.21a)

Plan with ignorance-averse generalised policy improvement (GPI)

a∗ ← arg max
a∈A

max
k∈[K]

min
m∈[M]

Ψ(s, a; θΨk
m
)⊤w0 ▷ see Eqn. (4.23)

s ′, r ′, done← env.step(a∗)
// Book-keeping

6 B← B ∪ (s, a∗, r ′, s ′), s ′ ← s, t← t+ 1

7 Append online demonstrations in D ▷ optional

// Learning from sub-optimal (no-reward) demonstrations

8 θΦ, {θΨk
m
,wk}Kk=1 ← ITD

(
D, λw, θΦ, {θΨk ,wk}Kk=1

)
▷ see Algorithm 2

// Learning from ego-experience (RL)

9 Sample SARS transitions {bn = (s(n), a(n), r ′(n), s ′(n))}Nn=1 ∼ B

// Reward loss minimisation

10 Calculate Lr(θΦ,w0) on samples {bn}
N
n=1 ▷ see Eqn. (4.21a)

11 θΦ
α← ∇θΦ

Lr(θΦ,w0) ▷ update Φ

// Temporal difference (TD) losses minimisation

12 Calculate Lq(θΨ0) on samples {bn}
N
n=1 ▷ see Eqn. (4.21b)

13 Calculate LTD-Ψ(θΨ0) on samples {bn}
N
n=1 ▷ see Eqn. (4.21c)

14 θΨ0
α← ∇θ

Ψ0
(Lq(θΨ0) + 1

|Ψ|
LTD-Ψ(θΨ0)) ▷ update Ψ0



4.3. Experiments 77

(a) Highway (b) Roundabout (c) CoinGrid (d) FruitBot

Figure 4.4: Environments studied in this chapter. Environments (a-b) are multi-agent
environments in which the ego-agent must learn online from other agents, and learn to nav-
igate around other agents in the environment (see §4.3.1). Environments (c-d) are single-
agent. In environment (c) we test whether the ego-agent can learn offline from a set of
demonstrations previously collected by other agents (see §4.3.4). Environment (d) is used
to test whether our method can scale to more complex, high-dimensional tasks (see §4.3.1).

4.3 Experiments

We conduct a series of experiments to determine how well ΨΦ-learning (ΨΦL) functions
as an RL, IRL, imitation learning, and transfer learning algorithm.

Baselines. We benchmark against the following methods: (i) DQN (Mnih et al., 2013),
(ii) Behaviour cloning (BC) is a simple imitation learning method in which we learn
p(a|s) via supervised learning on the demonstration data, (iii) DQN+BC-AUX is the
DQN agent with an additional behaviour cloning (BC) auxiliary loss (Hernandez-Leal
et al., 2019), (iv) GAIL is the Generative Adversarial Imitation Learning (Ho and Er-
mon, 2016), which uses a GAN-like approach to approximate the expert policy, and (v)
SQILv2 is Soft Q Imitation Learning (Reddy et al., 2019), a recently proposed imitation
technique that combines imitation learning and RL, and works in the absence of rewards.
For high-dimensional environments, we replace DQN with PPO, Proximal Policy Op-
timization (Schulman et al., 2017). Both DQN and PPO are trained to optimise envi-
ronment reward through experience, and do not have access to other agents’ experiences.

Environments. Experiments are conducted using four environments, shown in Fig-
ure 4.4. We cover a broad range of problem setting, including both multi-agent and
single-agent environments, as well as learning online during RL training, or offline from
previously collected demonstrations.

Highway (Leurent, 2018) is a multi-agent autonomous driving environment in which
the ego-agent must safely navigate around other cars and reach its goal. The other
agents follow near-optimal scripted policies for various goals, depending on the sce-
nario. In the single-task scenario (SingleHighway), other agents have the same objec-
tive as the ego-agent, so their experience is directly relevant. In the adversarial task
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(AdversarialHighway), the other agents do not move, and the ego-agent has to acceler-
ate and go to a particular lane while avoiding other vehicles. Finally, in the multi-task
scenario (MultiHighway), the other agents and ego-agent have different preferences over
target speed, preferred lane, and following distance. We consider the multi-task sce-
nario to be the most realistic and representative of real highway driving with human
drivers. In addition to highway driving, we also study the more complex Roundabout task.
Roundabout is inherently multi-task, in that other agents randomly exit either the first
or second exit, while the ego-agent must learn to take the third exit.

CoinGrid is a single-agent grid-world, environment containing goals of different colours.
We collect offline trajectories of pre-trained agents with preferences for different goals.
red. During training, the ego-agent is only rewarded for collecting a subset of the possible
goals. We can then test how well the ego-agent is able to transfer to a goal that was
never experienced during training (§4.3.4). This environment also enables learning easily
interpretable preference vectors, allowing us to visualize how well our method works as
an IRL method for inferring rewards (§4.3.2).

FruitBot is a high-dimensional, procedurally generated, single-agent environment from
the OpenAI ProcGen (Cobbe et al., 2020) suite. We use FruitBot to test whether ΨΦ-
learning can scale up to more complex RL environments, requiring larger deep neural
network architectures that learn directly from pixels. The agent must navigate around
randomly generated obstacles while collecting fruit, and avoiding other objects and walls.
To create a multi-task version of FruitBot, we define additional tasks which vary agents’
preferences over collecting objects in the environment, and train PPO baselines on these
task variants. The ego-agent observes the states and actions of these trained agents
playing the game in parallel with its own interactions.

4.3.1 Accelerating RL with no-reward demonstrations

This section addresses three hypotheses: H1: When the unlabelled demonstrations are rel-
evant, ΨΦ-learning can accelerate or improve performance of the ego-agent when learning
with online RL; and H2: If the demonstrations are irrelevant, biased, or are generated by
sub-optimal demonstrators, ΨΦ-learning can perform at least as well as standard RL. H3:
Ignorance-averse planning is essential when learning from static no-reward demonstrations.

Figure 4.5 shows the results of ΨΦ-learning and the baselines in the Highway and
FruitBot environments. In SingleHighway (Figure 4.5a), when other agents’ experi-
ence is entirely relevant to the ego-agent’s task, imitation learning methods like BC and
SQILv2 learn fastest. DQN learns slowly because it does not use the other agents’ experi-
ence. However, ΨΦ-learning achieves competitive results, out-performing DQN+BC-Aux
(Hernandez-Leal et al., 2019; Ndousse et al., 2020).

In AdversarialHighway (Figure 4.5b), the other agents’ behaviors are irrelevant for
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Figure 4.5: Learning curves for ΨΦ-learning (ΨΦL) and baselines in three tasks in
the multi-agent Highway environment (a-c), and in single-agent FruitBot (d). Tasks
(a) and (b) represent extreme cases where either reinforcement learning (RL) or im-
itation learning (IL) is irrelevant. In SingleHighway (a), other agents have the same
task as the ego-agent, so IL excels. In AdversarialHighway (b), other agents exhibit
degenerative behaviour, so IL performs extremely poorly and traditional RL (DQN)
excels. In both of these extreme cases, ΨΦ-learning achieves good performance, showing
it can flexibly reap the benefits of either IL or RL as appropriate. MultiHighway (c)
is most realistic; here, other agents have varied preferences and goals that may or may
not relate to the ego-agent’s task. ΨΦ-learning clearly outperforms baseline techniques.
Similar results are shown in FruitBot (d), showing that ΨΦ-learning scales well to
high-dimensional environments, consistently outperforming baselines like PPO and SQIL.
We plot mean performance over 3 runs and individual runs are transparent.

the ego-agent’s task, so imitation learning (BC and SQILv2) performs poorly, while
traditional RL techniques (DQN and DQN+BC-Aux) perform best. The performance of
ΨΦ-learning does not suffer like other imitation learning methods; instead, it retains the
performance of standard RL (H2). ΨΦ-learning can flexibly reap the benefits of either
imitation learning or RL, depending on what is most beneficial for the task.

The MultiHighway (Figure 4.5c) is the most realistic autonomous driving task, in which
other agents navigate the highway with varying driving styles. Here, ΨΦ-learning clearly
out-performs all other methods, suggesting it can leverage information about other agents’
preferences in order to learn the underlying task structure of the environment, acclerating
performance on the ego-agent’s RL task (H1). FruitBot (Figure 4.5d) gives consistent
results, showing that ΨΦ-learning scales well to high-dimensional, single-agent tasks
while still outperforming BC, SQIL, PPO, and PPO+BC-Aux.

Figure 4.6 shows the results of ΨΦ-learning and ignorance-unaware variants, aiming to
assess the impact of ignorance quantification and pessimism (ignorance-averse KE in
Eqn. (4.23)). We observe that not using an ignorance-averse (pessimistic) KE (a.k.a. “-
pessimistic KE”) is as bad as not using an ensemble at all (a.k.a. “- ensemble”). In
particular, in SingleHighway (Figure 4.6a), they learn learn slower than ΨΦL, and in
AdversarialHighway (Figure 4.6b) and MultiHighway (Figure 4.6c), they fail to learn
completely. Therefore, we can conclude that ignorance quantification and an ignorance-
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Figure 4.6: Learning curves for ΨΦ-learning (ΨΦL) and ignorance-unaware variants
in three tasks in the multi-agent Highway environment (a-c). The “- pessimistic KE”
variant learns ensembles of cumulants and successor features (SFs) but uses only on
for action selection, i.e., m = 1 in Eqn. (4.23). The “- ensemble” variant does not learn
ensembles at all. The performance of the ignorance-unaware variants is relatively poor.

averse KE are vital for ΨΦL’s performance (H3).

4.3.2 Inferring reward functions

We now test hypothesis H4: ITD is an effective IRL method, and can accurately infer
other agents’ rewards. We present a quantitative and qualitative study of the rewards for
other agents that are inferred by ITD, as well as the learned cumulants and preferences.
Here, we focus solely on offline IRL and use only ITD to learn from offline reward-free
demonstrations, without any ego-agent experience.

To quantitatively evaluate how well ITD can infer rewards, we train an RL agent on the
inferred reward function, and compare the performance to other imitation learning and
IRL methods. Table 4.1 gives the performance in terms of normalised returns on all three
environments. Using ITD to infer rewards results in significantly higher performance than
BC and SQIL, in two environments, and competitive performance in FruitBot. We note
that unlike ΨΦ-learning, BC and SQIL directly learn a policy from demonstrations, and
do not actually infer an explicit reward function. In contrast, GAIL does infer an explicit
reward function, and ITD gives consistently higher performance than GAIL in all three
environments. These results demonstrate that ITD is an effective IRL technique (H4).

Qualitatively, we can evaluate how well the cumulants inferred by ITD in the CoinGrid en-
vironment span the space of possible goals. We compute the learned cumulants Φ̂(s) for
each square s in the grid. Figure 4.7a shows the original CoinGrid game, and Figures 4.7b-
4.7d shows the first three dimensions of the learned cumulant vector, Φ̂1-Φ̂3 (the rest are
given in Figure B.6). We find that Φ̂1 is most active for red coins, Φ̂2 for green, and Φ̂3

for yellow. Clearly, ITD has learned cumulant features that span the space of goals for this
game. See §B.4 for more details and visualisations of the learned rewards and preferences.
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Table 4.1: We evaluate how well inverse temporal difference (ITD) learning is able to
infer the correct reward function by training an RL agent on the inferred rewards, and
comparing this to alternative imitation learning methods in three environments. All
methods are trained on expert demonstrations. A “♢” indicates methods that infer
an explicit reward function and then use one of DQN or PPO to train an RL agent,
depending on the environment. A “♣” indicates methods that directly learn a policy
from demonstrations. A “†” indicates methods that use privileged task id information for
handling multi-task demonstrations. We report mean and standard error of normalised
returns over 3 runs, where higher-is-better and the performance is upper bounded by 1.0,
reached by the same RL agent, trained with the ground truth reward function.

Methods RoundaboutDQN CoinGridDQN FruitBotPPO

BC†♣ (Pomerleau, 1989) 0.81±0.02 0.69±0.06 0.37±0.02
SQIL†♣ (Reddy et al., 2019) 0.85±0.02 0.64±0.05 0.35±0.03

GAIL†♢ (Ho and Ermon, 2016) 0.77±0.07 0.73±0.02 0.31±0.02
ITD♢ (ours, §4.2.1) 0.92±0.01 0.77±0.03 0.35±0.04

(a) CoinGrid (b) Φ̂1 (c) Φ̂2 (d) Φ̂3

Figure 4.7: Qualitative evaluation of the learned cumulants in the CoinGrid task.
Cumulants Φ̂1, Φ̂2, and Φ̂3 seem to capture the red, green, and yellow blocks, respectively.
Therefore, linear combinations of the learned cumulants can represent arbitrary rewards
in the environment, which involve stepping on the coloured blocks.

4.3.3 Predicting other agents’ behaviour

Here, we investigate hypothesis H5: ΨΦ-learning works as an effective imitation learning
method, allowing for accurate prediction of other agents’ actions. To test this hypothesis,
we train other agents in the Roundabout environment, then split no-reward demonstra-
tions from these agents into a train dataset (80%) and a held-out test dataset. We use
the train dataset to run ITD, which means that we use the data to learn both Φ and the
Ψ and w for other agents. Because it is specifically designed to accurately predict other
agents’ actions, we use BC as the baseline. We compare this to using only ITD, and us-
ing the full ΨΦ-learning algorithm including ITD and learning from RL and experience
to update the shared cumulants Φ.
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Figure 4.8: Test accuracy in predicting
other agents’ actions. The shared cumulants
Φ for modelling others- and ego- reward
functions allow our ΨΦ-learning (ΨΦL) to
improve its ability to predict others’ actions
by experiencing new ego-tasks. Pure be-
haviour cloning (BC) and our ITD learning
IRL methods achieve high train accuracy but
they do not have a mechanism for utilising
RL experience to improve their generalisa-
tion to the test set as new tasks are provided.

Accuracy in predicting other agents’ ac-
tions on the held-out test set is used to mea-
sure imitation learning performance. Fig-
ure 4.8 shows accuracy over the course of
training. At each phase change marked in
the figure, the ego-agent is given a new task,
to test how the representation learning ben-
efits from diverse ego-experience. We see
that although BC obtains accurate train
performance, it generalises poorly to the
test set, reaching little over 80% accuracy.
Without RL, ΨΦ-learning achieves similar
performance. However, when using RL to
improve imitation, ΨΦ-learning performs
well on both the train and test set, achiev-
ing markedly higher accuracy (≈ 95%) in
predicting other agents’ behaviour. This
suggests that when ΨΦ-learning uses RL
and interaction with the world to improve the estimation of the shared cumulants Φ,
this in turn improves its ability to model the Q function of other agents and predict
their behaviour. Further, ΨΦ-learning adapts well when the agent’s goal changes, since it
uses SFs to disentangle the representation of an agent’s goal from environment dynamics.
Taken together, these results demonstrate that ΨΦ-learning also works as a competitive
imitation learning method (H5).

4.3.4 Transfer and few-shot generalisation

Since SFs have been shown to improve generalization and transfer in RL, here we test
hypothesis H6: ΨΦ-learning will be able to generalize effectively to new tasks in a few-shot
transfer setting. Using the CoinGrid environment, it is possible to precisely test whether
the ego-agent can generalise to a task it has never experienced during training. Specifically,
we would like to determine whether: (i) the ego-agent can generalise to tasks it was never
rewarded for during training (but which it may have seen other agents demonstrate), and
(ii) the ego-agent can generalise to tasks not experienced by any agents during training.

Table 4.2 shows the results of transfer experiments in which agents are given 0, 1, or 100
additional training episodes to adapt to a new task. Unlike SQIL, ΨΦ-learning is able to
adapt 0-shot to obtain some reward on the new tasks, and fully adapt after a single episode
to achieve the maximum reward on all transfer tasks. This is because ΨΦ-learning uses SFs
to disentangle preferences (goals) in the task representation, and learn about the space of
possible preferences from observing other agents. To adapt to a new task, it need only infer
the correct preference vector. Task inference is trivially implemented as a least squares
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Table 4.2: We evaluate how well ΨΦ-learning (ΨΦL) is able to transfer to new tasks in
a few-shot fashion. We construct a multi-task variant of the CoinGrid environment: The
ego-agent is provided demonstrations for either capturing only red coins R or only green
coins G. Then it is evaluated on 4 different tasks: collecting (i) both red and green coins
R+G, (ii) collecting red and avoiding green coins R-G, (iii) avoiding red and collecting green
coins -R+G and (iv) avoiding both red and green coins -R-G. A “♢” indicates methods
that use a single model for all tasks, while “♣” indicates methods that require one model
per task, i.e., they comprise of 4 models. Because it disentangles preferences from task
representation, ΨΦ-learning is able to adapt to reach optimal performance on the new
tasks after a single episode or improve intra-episode from the first episode after experienc-
ing the first rewards. In contrast, SQIL (Reddy et al., 2019) takes 100 episodes to adapt.

Methods R+G R-G -R+G -R-G

0-shot

SQILv2♣ (Reddy et al., 2019) 1.0±0.0 0.0±0.0 0.0±0.0 −1.0±0.0
ΨΦ-learning♢ (ours, §4.2.2) 1.0±0.0 0.2±0.1 0.2±0.1 −0.4±0.2

1-shot

SQILv2♣ (Reddy et al., 2019) 1.0±0.0 0.0±0.0 0.0±0.0 −1.0±0.0
ΨΦ-learning♢ (ours, §4.2.2) 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0

100-shot

SQILv2♣ (Reddy et al., 2019) 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0
ΨΦ-learning♢ (ours, §4.2.2) 1.0±0.0 1.0±0.0 1.0±0.0 1.0±0.0

regression problem, see Eqn. (4.21a): Having experienced Bnew in the new task, the ΨΦ-
learner identifies the preference vector for the new task by solving minw

∑
Bnew Lr(θΦ,w).

In contrast, SQIL requires 100 episodes to reach the same performance (H6).

4.4 Related work

The literature review for imitation learning (IL) from expert demonstrations and the
reinforcement learning (RL) problem setting and the Q-learning algorithm can be found
in §2. In this section, we review methods for learning from sub-optimal demonstrations,
using SFs and social learning, to better contexualise the contributions of this chapter.

Learning from sub-optimal demonstrations. Coates et al. (2008); Grollman and
Billard (2011); Zheng et al. (2014); Choi et al. (2019); Shiarlis et al. (2016); Brown et al.
(2019) have studied methods that enable, under certain assumptions, imitation learners to
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surpass their demonstrators’ performance. In contrast, our method integrates demonstra-
tions into an online RL pipeline and can use the demonstrations to improve learning on
a new task. Our inverse temporal difference (ITD) learning offline multi-task inverse RL
algorithm is similar to the Cascaded Supervised IRL (CSI) approach (Klein et al., 2013).
However, CSI assumes a single-task, deterministic expert while our ITD learning does not.

Reinforcement learning (RL) with demonstrations. Demonstration trajectories
have been used to accelerate the learning of RL agents (Taylor et al., 2011; Vecerik et al.,
2017; Rajeswaran et al., 2017; Hester et al., 2018; Gao et al., 2018; Nair et al., 2018;
Paine et al., 2018, 2019), as well as demonstrations where actions and/or rewards are
unknown (Borsa et al., 2017; Torabi et al., 2018; Sermanet et al., 2018; Liu et al., 2018;
Aytar et al., 2018; Brown et al., 2019). In contrast to the standard IL setup, these meth-
ods allow improving over the expert performance as the policy can be further fine-tuned
via RL. Offline RL with online fine-tuning (Kalashnikov et al., 2018; Levine et al., 2020)
can be framed under this settings too. Our method builds on the same principles, how-
ever, unlike these works, we do not assume that the demonstration data either come with
reward annotations, or that they relate to the same task the RL agent is learning.

Successor features. Successor features (SFs) are a generalisation of the successor rep-
resentation (Dayan, 1993) for continuous state and action spaces (Barreto et al., 2017).
Prior work has used SFs for (i) zero-shot transfer (Barreto et al., 2017; Borsa et al., 2018;
Barreto et al., 2020); (ii) exploration (Janz et al., 2019; Machado et al., 2020); (iii) skills
discovery (Machado et al., 2017; Hansen et al., 2019); (iv) hierarchical RL (Barreto et al.,
2019) and theory of mind (Rabinowitz et al., 2018). Nonetheless, in all the aforemen-
tioned settings, direct access to the rewards or cumulants was provided. Our method,
instead, uses demonstrations without reward labels for inferring the cumulants and learn-
ing the corresponding SFs. More closely to this work, Lee et al. (2019b) propose learning
cumulants and successor features for a single-task IRL setting. Their approach differs
from ours in two key respects: first, they use a learned dynamics model to learn the cu-
mulants. Second, the learned SFs are used for representing the action-value function,
not to inform the behaviour policy with GPI.

Model of others in multi-agent learning. Our method draws inspiration and builds
on the multi-agent learning setting, where multiple agents participate in the same environ-
ment and the states, actions of others are observed (Davidson, 1999; Lockett et al., 2007;
He et al., 2016a; Jaques et al., 2019). However, we do not explore strategic settings, where
recursive reasoning (Stahl, 1993; Yoshida et al., 2008) is necessary for optimal behaviour.



4.5. Conclusion & discussion 85

4.5 Conclusion & discussion

Summary of contributions. In this chapter, we studied reinforcement learning (RL)
with sub-optimal (no-reward) demonstrations. Firstly, we introduced a novel and flexible
offline multi-task inverse reinforcement learning (IRL) algorithm, called inverse temporal
difference (ITD) learning, which discovers salient task-agnostic environment features in
the form of cumulants, as well as learning successor features and preference vectors for
each agent which provides demonstrations. Secondly, we presented ΨΦ-learning (ΨΦL),
which combines ITD learning with ignorance-aware RL from online experience.

Insights & lessons learned. In our experiments §4.3, we showed that ΨΦ-learning is
robust to the quality and relevance of the demonstrations. Moreover, we concluded that
the role of ignorance quantification and ignorance-averse knowledge equivalents (KEs)
is essential for planning from static data of questionable relevance and quality. Lastly,
the decomposition of rewards and value functions into cumulants and SFs respectively,
enable RL agents that learn online to exhibit fast adapt and modelling of other agents.

Limitations & next steps. ΨΦ-learning is developed with sequential decision-making
in a multi-agent strategic environment in mind but it is not fully compatible with it. It
relies on the assumption that other agents’ goals are static and that their policies are
stationary, both of which are not in general true (Foerster, 2018). Moreover, while ΨΦ-
learning can learn from sub-optimal demonstrations and accelerate RL without requiring
access to high quality expert demonstrations, it still requires access to: (i) the demonstra-
tors actions; and (ii) identical action and state space between the learner and the demon-
strators. Relaxing these two assumptions will enable learning agents to expand the scope
of data sources they can learn from and simplify the data gathering and cleanup phases.

Outlook. One of the fundamental strengths of RL agents is that the do not only learn
from their successes but they also learn from their mistakes—capable of bootstrapping
from those and self-improving (Sutton and Barto, 2018). But we can do better than
solitary trial-and-error, at least in many interesting settings. Most of the real-world en-
vironments are multi-agent, and full of other learners. There are not only opportunities
to compete and collaborate in multi-agent environments but also to learn; from others’
successes, failures and curricula (i.e., learning trajectories and experiences). As more and
more learners (i.e., ‘ego-agents’ in the terminology of this chapter) are getting deployed,
e.g., in the internet or the roads, we expect the to exhibit rapidly adaptive behaviour
to the surrounding agents (i.e., ‘other-agents), who will adapt to changes in the environ-
ment, their beliefs and interact accordingly with the ego-agents. We believe that, solitary
RL or sanitised imitation learning (IL) will not be enough to reach this expectations.
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“Consistency is the last refuge of the unimaginative.”

— Oscar Wilde (1854–1900)
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Using a (learned) model of the environment and a value function, a reinforcement learning
(RL) agent can construct many estimates of a state’s value, by unrolling the model for dif-
ferent lengths and bootstrapping with its value function, as shown in Figure 5.1 by varying
k ∈ N. The model-based policy evaluations methods (§2.3.3; Sutton, 1995; Feinberg et al.,
2018; Hafner et al., 2019b; Byravan et al., 2020), exploit this observation for constructing
value target estimators with reduced variance, e.g., TD(λ) on model-generated rollouts.

Our key insight is that one can treat this set of value estimates as a kind of ensemble (see
§2.2.3), which we refer to as implicit value ensemble (IVE) and hence use it in the same
ways that deep ensembles (§2.2.3; Lakshminarayanan et al., 2017) are used in RL. In the
context of ignorance-aware RL (see §2.3.5) and sequential-decision making more broadly,
which are the focus of this chapter and thesis, we could use the “disagreement” between
the IVE estimates as a proxy for the agent’s ignorance (i.e., epistemic uncertainty). We
term this signal model-value inconsistency or self-inconsistency for short.

∗This chapter is based on the (Filos et al., 2022) publication.
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Figure 5.1: The computational graph of the one-sample Monte Carlo (MC) estimator
of the k-step model-predicted value (k-MPV), i.e., v̂kθ(s) =

∑k−1
i=0 (γ

iri+1) + γkvk.

Unlike prior work which quantifies ignorance by training a regular (i.e., explicit) ensemble
of many models and/or value functions, IVE requires only a single model and value func-
tion, which are already being learned in most model-based RL algorithms. As a result,
IVE is more computationally and memory efficient than explicit ensembles. Nonetheless,
the sharing of parameters between the ensemble members for IVE inevitably introduces
correlation and hence violates any independence assumption between them, which is es-
sential for the theoretical interpretation of the ensemble members as samples from the
Bayesian posterior distribution over model parameters (§2.2.3; Wilson and Izmailov, 2020).

Despite the lack of theoretical guarantees, in this chapter, we empirically study the ef-
fectiveness of self-inconsistency as a signal for ignorance. In particular, we carry out ex-
periments in both tabular and function approximation settings from pixels (Cobbe et al.,
2020; Tunyasuvunakool et al., 2020) and conclude from evidence that self-inconsistency is
useful (i) as a signal for exploration, (ii) for acting safely under distribution shifts, and (iii)
for robustifying value-based planning with a learned model. The key contributions are:

List of contributions §5 (planning with model-value inconsistency):

1. Ignorance quantification for any model-base RL agent: We present a
novel signal for quantifying an agent’s ignorance about it value function, com-
putable by any model-based RL agent with a single (point) estimate of a world
model and a value function. The learned model-induced Bellman operator is ap-
plied on the learned value function, generating multiple value estimates, which
we term implicit value ensemble (IVE). The agent’s ignorance is quantified by
the disagreement of the IVE components and we call self-inconsistency for short.

2. Match or outperform state-of-the-art ignorance-aware RL agents: We
provide empirical evidence that self-inconsistency provides a proxy of ignorance
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Figure 5.2: Scalable ignorance quantification for reinforcement learning (RL) agents’
value function. (a) Explicit ensemble of value functions (EVE, Osband et al., 2016) and
(b) world models (EMVE, Chua et al., 2018), approximate samples from p(vπ|B) and
p(m∗|B), respectively. The number of parameters grows linearly with the ensemble size.
(c) Implicit value ensemble (IVE) make ensemble value predictions using a single learned
value function and world model by exploiting the model-induced Bellman operator T π

m̂ .

(§5.3.1), and that this information can be used to guide exploration or act safely
(§5.3.2), and to robustify value-based planning with a learned model (§5.3.3).

5.1 Background & problem setting

We model the agent’s interaction with the environment as a Markov decision pro-
cess (MDP, Puterman, 2014), i.e., M ≜ ⟨S,A, p, ρ0, r⟩, as in §2.3.1 and Eqn. (2.27). We
denote the policy parameters with θπ. We use parametric function approximators, in par-
ticular deep neural networks (NNs), to approximate the model and value function: θm
are the model and θv are the value function parameters, i.e., mθm

(·, ·|s, a) ≈ m∗(·, ·|s, a)
and vθv

(s) ≈ vπθπ (s). The value function and world model are trained on rollouts B (see
Eqn. (2.35)) using standard methods (see §2.3.2), e.g., temporal difference (TD) learning,
as in Eqn. (2.43), and latent-state reconstruction world modelling, as in Eqn. (2.51).

Model-predicted value. The agent performs model-based policy evaluation using the
(model-induced) Bellman operators (§2.3.3; Bellman, 1957b; Bertsekas, 2012; Puterman,
2014). We denote with (T

πθπ
mθm

)k the k-step (mθm
, πθπ

)-induced Bellman evaluation† op-
erator, see Eqns. (2.63, 2.65), i.e., and its application to value estimator vθv

is given by:

vkθ(s) ≡ (T
πθπ
mθm

)kvθv
(s) ≜ Eπθπ ,mθm

[

k−1∑
i=0

(γiRi+1) + γkvθv
(Sk)|S0 = s], (5.1)

†In this section, we define everything in terms of the Bellman evaluation operator and an approximate
on-policy value function. The Bellman optimality operator and an approximate optimal value function
could be used instead. For completeness, see §C.3.
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where Eπθπ ,mθm
[·|S0 = s] denotes the expectation over the trajectories induced by un-

rolling policy πθπ
in the world model mθm

, from state s, as defined in Eqn. (2.29d). For
brevity, we write vkθ for the value estimator in Eqn. (5.1), where θ ≜ (θπ, θv, θm), and
we refer to this quantity as the k-step model-predicted value (MPV), or just k-MPV.†

In practice, sample-based methods are used to approximate the expectation in Eqn. (2.65),
e.g., the one-sample Monte Carlo (MC) k-MPV is illustrated in Figure 5.1 and given by:

v̂kθ(s) =

k−1∑
i=0

(γiri+1) + γkvθv
(sk), (5.2)

where s0 = s, (si+1, ri+1) ∼ mθm
(·, ·|si, ai) and ai ∼ πθπ

(·|si), as in Eqn. (2.66).

Remark 5.1 (interpolating between model-free and model-based value estimators):
The k-MPV is a value estimator that interpolates between (i) a model-free value
estimator, i.e., k = 0 and (ii) a purely model-based value estimator, i.e., k→∞.

Explicit ensemble RL methods. In this chapter, we refer to deep ensembles (§2.2.3;
Lakshminarayanan et al., 2017) as explicit ensembles to distinguish them from the pro-
posed implicit ensemble in §5.2. In particular, the explicit value ensemble (EVE, Lowrey
et al., 2018; Osband et al., 2016; Anschel et al., 2017), depicted in Figure 5.2a, comprises
of N value functions with parameters {θv,n}

N
n=1 and its ensemble members are given by:

v1:NEVE(s) ≜ {vθv,n
(s)}Nn=1. (5.3)

The explicit model value ensemble (EMVE, Chua et al., 2018), illustrated in Figure 5.2b,
comprises of N world models with parameters {θm,n}

N
n=1 and a single learned value func-

tion with parameters θv. Then, one forms ensemble value predictions given by:

v1:NEMVE(s) ≜ {v1θn
(s)}Nn=1, (5.4)

where v̂1θn
(s) is the 1-step MPV (see Eqns. (5.1, 5.2)) for parameters θn ≜ (θm,n, θv).

Both the EVE and the EMVE can be regularly trained, e.g., by following Remark 2.7.

5.2 Method

RL agents that quantify their ignorance can (i) explore more effectively; (ii) improve their
robustness to distribution shifts; and (iii) stabilise their learning and planning (see §2.3.5).
Explicit ensemble methods in §5.1 make use of generic ignorance quantification techniques.

†Similar quantities have been used in prior work, e.g., k-preturn (Silver et al., 2017) and MVE (Feinberg
et al., 2018). We discuss them and their differences in more detail in §5.4.
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5.2.1 Implicit value ensemble (IVE)

In this section, we present a proxy ignorance quantification mechanism for model-based
RL agents, which we call implicit value ensemble (IVE). IVE exploits the structure of
the sequential-decision making problem, as defined in §5.1 and §2.3.1, and, in particular,
the Bellman consistency equations (§2.3.3; Bellman, 1957b) to quantify ignorance from
point estimates of a world model and a value function, offering computational gains and
simpler design than its explicit ensemble counterparts, e.g., EVE and EMVE from §5.1.

Formalisation. We define the IVE as the set of n-MPV estimators (see Eqn. (5.1))
for different values of n, i.e., the number of application of the model-induced Bellman
operator (see §5.1) on a learned value function. For brevity, we denote the IVE with:

v0:NIVE ≜ {vnθ (s)}
N
n=0. (5.5)

When the exact computation of the expectation in Eqn. (2.58) is viable, e.g., in small and
finite MDPs, we can carry out the computation of the IVE members iteratively: First, we
compute the 1-MPV using the one-step model-induced Bellman evaluation operator ap-
plied on vθv

, then we compute the 2-MPV by applying the one-step model-induced Bell-
man evaluation operator on the output of the previous step, etc., until we obtain N-MPV.

Intuition. The model-induced Bellman operators (see Eqn. (5.1)) offer us a way to use
two seemingly different kinds of learned components—a world model and an approximate
value function—to make predictions about the same quantity. In particular, the world
model’s outputs are distribution’s over states and rewards and the output of the ap-
proximate value function is an estimate of (state-)value, i.e., the models operate on very
different output spaces. Nonetheless, thanks to the Bellman operators (§2.3.3; Bellman,
1957b), all these predictions can be combined to form an ensemble on the (state-)value
space. As a result, we say that the members of the IVE form a heterogeneous ensemble
(Wichard et al., 2003) since they differ in (i) functional form, and (ii) learning algorithm.

Remark 5.2 (your model-based agent is secretely an ensemble of value functions
and you should treat it like one): Any agent with a model and value function is, in
effect, also equipped with an ensemble of value functions.

Practical implementation. In practice, as discussed in §5.1 and §2.3.3, the computation
of the k-MPV is intractable and, as a result, we use sample-based approximations to obtain
the IVE members. Specifically, we use the one-sample MC estimator, i.e., the n-th mem-
ber of the IVE is given by Eqn. (5.2): We unroll once the policy πθπ

in the world model
mθm

for n steps, starting from state s and bootstrapping with value vθv
. To compute all

the IVE members, we can use the one-rollout MC estimator: We unroll the policy πθπ
in

the world model mθm
for N steps, producing the model-generated rollout (sn, an, rn)Nn=0.
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Figure 5.3: The computational graph of the one-rollout Monte Carlo (MC) estimator
of the implicit value ensemble (IVE), using point estimates of a world model and value.

Then, the n-th IVE member, i.e., v̂nθ (s), is calculated using Eqn. (5.2), i.e., we can get
a MC estimate of all the IVE members from a single rollout, as shown in Figure 5.3, i.e.,

v̂0:NIVE ≜ {v̂nθ (s)}
N
n=0. (5.6)

In theory, the IVE members should be highly correlated since: (i) they share the same NN
parameters; and (ii) the one-rollout MC estimator further correlates the ensemble mem-
bers. Although the former source of correlation is inherent to the IVE formulation, the
latter could be addressed, e.g., by independently† sampling N rollouts from state s: An
1-step long, a 2-step long, . . . , a N-step long for estimating v̂1θ, v̂

2
θ, . . . , v̂

M
θ , respectively.

In §5.3 and §C.4.1 we ablate this decision, arriving to the conclusion that the one-rollout
MC estimate’s computational efficiency outweighs the small losses due to this correlation.

†Use a different pseudo-random number generator seed for each rollout.
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5.2.2 Model-value inconsistency

In this section, we present a signal for quantifying ignorance from the IVE. In partic-
ular, we term the “disagreement” of the IVE members as model-value inconsistency or
just self-inconsistency, for short, since it quantifies the Bellman-inconsistency (Puterman,
2014; Farquhar et al., 2021) of the learned model and approximate value function. Then,
we derive self-inconsistency- (ignorance-) (i) seeking; (ii) averse; and (iii) neutral agents
by using appropriate knowledge equivalents (KEs, see §2.1.2).

Formalisation. Various statistics/aggregators can be used to quantify the “disagreement”
between the IVE components. Since the n-MPVs are scalars, we can use any measure
of disagreement of its components, e.g., the empirical standard deviation across the IVE
members (similar to Eqn. (3.11a)), denoted by σ-IVE[N] for N members and given by:

σ-IVE[N](s) ≜
√

Var[v0:NIVE(s)]
(5.5)
=
√

Var[{vnθ (s)}
N
n=0]. (5.7)

Moreover, drawing inspiration from the ignorance-sensitive KEs from §2.1.2 and §3.2.1,
we define µ-IVE(N) as the value prediction, given by the ensemble mean, and µ+ β · σ-
IVE(N) as the weighted sum of the IVE mean and standard deviation, where β ∈ R.
Therefore, we can use KE (see 2.1.2) and induce a self-inconsistency- (i) seeking; (ii)
averse or (iii) neutral agent. When β > 0, β < 0 and β = 0, respectively, i.e.,

µ-IVE[N](s) ≜
1

N+ 1

N∑
n=0

vnθ (s)}
N
n=0 (5.8a)

(µ+ β · σ)-IVE[N](s) ≜ µ-IVE[N](s) + βσ-IVE[N](s). (5.8b)

Example 5.1 (didactic example for implicit value ensemble (IVE) for a Markov
reward process (MRP)): We focus on the prediction problem (Sutton and Barto,
2018), modelled as a MRP with an one-dimensional state space, i.e., s ∈ S = [−3,+3]
and a discount factor γ = 0.9. We are provided with state-value target pairs,
i.e., {(si, v̄i)}

N
i=1 with N = 10 and learn (i) a representation function h(s; θh),

(ii) a value function v(z; θv) and (iii) a model m(·, ·|z; θm) ≜ (r(z; θm), p(z; θm)),
represented as neural networks with parameters, θh, θv and θm, respectively, similar
to Figure 5.1. In particular:

hθh
(s) = h(s; θh) = tanh(MLPθh

(s)) ≜ z ∈ [−1,+1]32 (5.9a)

vθv
(z) = v(z; θv) = MLPθv

(z) ≜ v ∈ R (5.9b)

pθm
(z) = p(z; θm) = LSTMθm

(z, 0) ≜ z1 ∈ [−1,+1]32 (5.9c)

rθm
(z) = r(z; θm) = MLPθm

(z) ≜ r1 ∈ R, (5.9d)
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where all the multi-layer percepetrons (MLPs) have one hidden layer of 32 units
with an ELU (Clevert et al., 2015) non-linearity and zk is the (latent) state after
taking k steps with the model m, starting from state z0 ≜ z (Silver et al., 2017).

We make value prediction by repeatedly applying the m model-induced Bellman
operator Tm on the value function vθv

, i.e., constructing different k-step model
predicted values (k-MPVs, Eqn. (5.1)). In particular, the predictions are given by:

v̂0θ(s) = (Tmθm
)0vθv

(hθh
(s)) = vθv

(hθh
(s)) = vθv

◦ hθh
(s) (5.10a)

v̂1θ(s) = (Tmθm
)1vθv

(hθh
(s)) = (rθm

+ γvθv
) ◦ pθm

◦ hθh
(s) (5.10b)

v̂2θ(s) = (Tmθm
)2vθv

(hθh
(s)) =

(rθm
+ γ(rθm

+ γvθv
) ◦ pθm

) ◦ pθm
◦ hθh

(s) (5.10c)

...

v̂kθ(s) = (Tmθm
)kvθv

(hθh
(s))

=

k−1∑
j=0

(γjrθm
◦ (pθm

◦ · · · ◦ pθm
)

(j+1)-times

)+

γkvθv
◦ (pθm

◦ · · · ◦ pθm
)

k-times

)
◦ hθh

(s) (5.10d)

where ◦ denotes function composition. Obviously, the k-MPVs with different k

have different functional forms, as the predictions at initialisation suggest at Fig-
ures 5.4a & 5.4a, too. Note that there is no Monte Carlo (MC) sampling—the
learned model is deterministic and the policy is implicit.

We learn the neural network parameters θ ≜ (θh, θv, θm) using the ADAM (Kingma
and Ba, 2014) optimiser with decoupled weight decay (Loshchilov and Hutter, 2017)
to minimise the empirical squared value prediction error for all k ∈ {0, . . . , 10}, i.e.,

min
θ

N∑
i=1

K∑
k=0

∥v̂kθ(si) − vi∥22. (5.11)

The only source of variability between the k-MPVs (implicit value ensemble (IVE)
members) is their functional form, induced by different compositions of the learned
parametric networks vθv

, pθm
and rθm

as Eqn. (5.10) shows.



5.2.2 Model-value inconsistency 95
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Figure 5.4: A value prediction problem of an implicit policy, modelled as a Markov
reward process (MRP, Sutton and Barto, 2018) with an one-dimensional state space,
i.e., s ∈ S = [−3, 3]. We learn a model m̂ and a value function v̂ and construct a k-
step model predicted value (k-MPV, Eqn. (5.1)) by applying the model induced Bell-
man operator Tm̂ repeatedly k times on the learned value function vθv

, i.e., v̂kθ(s) ≜
(Tm̂)kvθv

(s). We visualise the k-MPVs, a.k.a components of the implicit value en-
semble (IVE, Eqn. (5.5)) for k ∈ {0, . . . , 10} (in blue) along with the ensemble mean
and standard deviation (in orange), constructed from a single (point) estimate of the
value function and model. (a) The predictions at initialisation, i.e., before training.
(b) The data, i.e., state and value target pairs. (c) The predictions after training every
IVE member towards the value targets in (b), i.e., minm,v

∑
i

∑
k ∥v̂

k
θ(si)−vi∥22. We

observe in (c) that the ensemble components fit the value targets and their standard
deviation is zero at and around the observed (in-distribution) data but it is non-zero
otherwise (out-of-distribution points). Therefore the IVE members’ disagreement
can be used as a signal for epistemic uncertainty. In this example, the variability be-
tween the IVE members’ predictions is only due to their different functional forms.

Intuition. As our learned model and value function better approximate their “true”
counterparts, the self-inconsistency reduces since the “true” model and value function
are Bellman consistent. Therefore, we could treat self-inconsistency as a proxy signal
for modelling error but with a caveat. When the learned model and approximate value
function are self-consistent, they are not necessarily correct, too, since trivial approxima-
tions, such as the zero-everywhere value and reward functions, are always self-consistent.
Nonetheless, a self-inconsistent pair is by definition inaccurate. Therefore we arrive to
the following rule of thumb for interpreting self-inconsistency.

Remark 5.3 (self-inconsistency on in- and out-of-training distribution (OOD)
states): In regions of state space where the learned model and value function are
accurate, they are also self-consistent. With high self-inconsistency the learned
model or/and value should be inaccurate.
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5.3 Experiments

We conduct a series of tabular and deep RL experiments† to determine how effective
model-value inconsistency is as a signal for ignorance. Our goal is not to show that the
IVE is better than explicit ensembles. Instead, since IVE is present in any model-based
RL agent, we want to empirically study its properties and validate its usefulness.

Baselines. In the tabular experiments, we learn value functions with expected SARSA
(Van Seijen et al., 2009) and use maximum likelihood estimation (MLE) for model learn-
ing (see §2.3.2). The explicit ensemble components are trained according to Remark 2.7.

In the deep RL experiments, we built on the following model-based agents: (i) Muesli (Hes-
sel et al., 2021) is a policy optimisation method with a learned multi-step expectation
model (see Eqn. (2.54)). Muesli also learns a state-value function, using Retrace (Munos
et al., 2016) to correct for the off-policiness of the replayed experience. The learned model
is used for representation learning and for constructing action-value estimates, by one-
step model unroll, used for policy improvement. The model parameters are trained to
predict reward and value k-step into the future (corresponding to the individual terms in
the k-MPV); (ii) Dreamer (Hafner et al., 2019a) is a policy optimisation method with an
MLE (i.e., reconstruction-based) world model (see Eqn. (2.51)). The model is an action-
conditioned hidden Markov model, trained to maximise (a lower bound on) the likelihood
of the reward and observation sequences. Dreamer learns a value function using only roll-
outs from the learned model and its parameters are learned such that the learned value
function becomes (self-)consistent with the model; (iii) VPN (Oh et al., 2017) is a value-
based planning method with a multi-step expectation model. The action-value function
and model are trained simultaneously with n-step Q-learning (Watkins and Dayan, 1992).
In this case, the k-MPV is the value estimate after applying k times the model-induced Bell-
man optimality operator on the learned value function (see §C.3 for a formal exposition).

Environments. In the tabular experiments, we use an empty 5× 5 GridWorld, and col-
lect data by rolling out a uniformly random policy, initialised at the bottom right cell. We
exclude from the dataset any transitions to the top left cell, as illustrated in Figure 5.5a,
controlling for visited (in-distribution) and unvisited (out-of-training distribution) states.

In the deep RL experiments, we use a selection of 5 tasks from the Procgen suite (Fig-
ure 5.5c; Cobbe et al., 2020) to (i) control the number of distinct levels used for training
the agent (i.e., #levels) and (ii) hold out a set of test levels that are not seen during
training. We also use a modification of the walker walk task from the DeepMind Control
suite (Figure 5.5b; Tunyasuvunakool et al., 2020). The original walker task has a per-
step reward rt bounded in [0, 1] which is computed based on the agent’s torso height and

†Further experiments, details on the experimental protocol and implementations can be found
in §C.4, §C.1 and §C.2, respectively.
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visited unvisited

(a) GridWorld (b) walker (c) Procgen (d) MinAtar

Figure 5.5: Environments studied in this chapter. (a) Small and finite MDP for tab-
ular experiments. (b) Continuous control from pixels. (c) Procedurally generated suite
of pixel-based tasks. (d) Small-scale ALE-inspired (Bellemare et al., 2013) tasks.

forward velocity. To parameterise exploration difficulty, we modify the reward function to
set any reward less than η to zero: r̃t = H(rt − η)rt, where H is the Heaviside step func-
tion. For large η ∈ R+, agents that rely on naive exploration methods will struggle to find
rewards and solve the task. Lastly, we use the original MinAtar (Figure 5.5d; Young and
Tian, 2019) suite for fast experimentation with value-based agents (Mnih et al., 2013).

5.3.1 Detecting out-of-distribution regimes with self-inconsistency

Based on the proposed role of self-inconsistency as a signal for ignorance, and how igno-
rance changes between in- and out-of-training distribution (OOD) regimes, we expect the
following hypotheses to hold. H1: Self-inconsistency is low in in-distribution regions of the
state-action space. H2: Self-inconsistency is high in OOD regions. H3: Self-inconsistency
in an OOD test distribution is reduced by bringing the training distribution closer to it.

Tabular. Figures 5.6a-5.6e show the self-inconsistency, measured as σ-IVE[N] for differ-
ent values of N, in the tabular GridWorld. As N grows from 1 to 20, the standard devia-
tion across the IVE is qualitatively similar to the EVE’s in Figure 5.6j. We observe that
the self-inconsistency is lower for visited states (H1) than unvisited (OOD) ones (H2).

Deep RL. Figure 5.7a shows the Muesli agent’s performance and Figure 5.7b its self-
inconsistency—calculated after training as the σ-IVE[5]—for the different Procgen tasks
and for varying training #levels, after 100M environment steps. The self-inconsistency
for the training (in-distribution) levels is always low, regardless of the #levels used for
training the agent (H1). We also observe that the self-inconsistency in the test (OOD)
levels is higher than the train ones (H2). Importantly, as the number of training levels
increases the self-inconsistency on the test levels decreases, which confirms H3. Also as
expected, this reduced self-inconsistency correlates with improved test performance.
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0.0 0.5 1.0

(a) σ-IVE[1] (b) σ-IVE[2] (c) σ-IVE[3] (d) σ-IVE[10] (e) σ-IVE[20]

(f) σ-EVE[2] (g) σ-EVE[3] (h) σ-EVE[4] (i) σ-EVE[10] (j) σ-EVE[20]

(k) σ-EMVE[2] (l) σ-EMVE[3] (m) σ-EMVE[4] (n) σ-EMVE[10] (o) σ-EMVE[20]

Figure 5.6: Standard deviation across value ensembles for different numbers of ensem-
ble components N, trained on offline data from GridWorld environment in Figure 5.5a,
excluding the top left state from the training data. (a-e) Implicit value ensemble (IVE)
(ours, see Figure 5.2c), where we vary the length of the rollout used to estimate the
members, as defined in Eqn. (5.6). (f-j) Explicit value ensemble (EVE) (ours, see Fig-
ure 5.2a), where we vary the number of value networks. (k-o) Explicit model value
ensemble (EMVE) (ours, see Figure 5.2b), where we vary the number of world model
networks. The standard deviation σ is normalised in range [0, 1] per figure.

5.3.2 Optimism and pessimism in the face of self-inconsistency

In §2.1.2 and §2.3.5, we showed that decision-makers under uncertainty: (i) seek ignorance
to drive exploration (Sekar et al., 2020) and (ii) avoid it for acting safely (§3; Filos et al.,
2020). This section addresses two hypotheses. H4: Self-inconsistency is an effective signal
for exploration. H5: Avoiding self-inconsistency leads to robustness to distribution shifts.
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Figure 5.7: Self-inconsistency as a signal for distribution shifts. (a) Normalised training
and test performance for a Muesli agent evaluated on both training and unseen test levels
of 5 Procgen games after 100M environment frames, for different numbers of unique
levels seen during training. Values are normalised by the min and max scores for each
game. (b) σ-IVE(5) computed using the model of the Muesli agent while evaluating on
both training and unseen test levels, for different numbers of unique levels seen during
training. Bars, error-bars show mean and standard error across 3 seeds, respectively.

σ-IVE(5) (ours)
σ-EVE(5)

σ-EMVE(5)
Greedy Q

Uniform Random

0 50 100 150
Number of steps

0.0

0.2

0.4

0.6

0.8

1.0

Pr
ob

ab
ilit

y 
of

 re
ac

hi
ng

an
 O

OD
 st

at
e

(a) Optimism

0 50 100 150
Number of steps

0.00

0.02

0.04

0.06

0.08

0.10

Pr
ob

ab
ilit

y 
of

 re
ac

hi
ng

an
 O

OD
 st

at
e

(b) Pessimism

Figure 5.8: Probability of reaching the out-of-
distribution state in a tabular GridWorld, starting
from the bottom right cell (Figure 5.5a) by (a)
seeking or (b) avoiding self-inconsistency (σ-IVE,
see §5.2.2) or explicit value or model ensemble
(EVE, EMVE) standard deviation. Error bars show
standard error over 100 seeds.

Tabular. Figure 5.8a shows the
probability of reaching the novel
state in GridWorld when a self-
inconsistency-seeking policy is fol-
lowed (+σ-IVE). Seeking self-
inconsistency improves upon a uni-
formly random or greedy policy and
is on par with an explicit ensem-
ble of values (EVE) method (H4).
For the experiment in Figure 5.8b,
a distribution shift is performed by
raising the environment stochastic-
ity from δ = 0.1 to δ = 0.5, and the
probability of a self-inconsistency-
avoiding policy (-σ-IVE) is illus-
trated. We observe that the self-
inconsistency-avoiding policy is ro-
bust to the drift of the environment
dynamics (H5).

Deep RL. Table 5.1 gives the performance of the Dreamer agent and variants that use
the model for online planning (Ma et al., 2020) as we increase reward sparsity for the
walker task, e.g., η = 0 is the original task and η = 0.5 sets rewards below 0.5 to zero.
We used the mean of IVE components in place of the learned policy for acting (µ-IVE[5]),
and combined the mean with the self-inconsistency signal for acting optimistically in
the face of uncertainty (µ+ σ-IVE[5]). The self-inconsistency-seeking Dreamer-variant,
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Table 5.1: Pixel-based continuous control experiments. Results for the Dreamer (Hafner
et al., 2019a) agent and IVE variants on a modified version of the Walker Walk task with
varying degrees of reward sparsity controlled by η, where higher η corresponds to harder
exploration. A “♢” indicates methods that use online-planning for acting. We report
mean and standard error of episodic returns (rounded to the nearest tenth) over 3 runs
after 1M steps. Higher-is-better and the performance is upper bounded by 1000. The
best performing method, per-task, is in bold.

Methods η = 0.0 η = 0.2 η = 0.3 η = 0.5

Dreamer 1000±00 720±10 570±60 80±50
µ-IVE[5]♢ 1000±00 860±40 690±70 210±60

µ+ σ-EVE[5]♢ 1000±00 1000±00 980±10 280±50
µ+ σ-EMVE[5]♢ 1000±00 910±20 730±40 210±60
µ+ σ-IVE[5]♢ 1000±00 1000±00 1000±00 330±70

i.e., µ+ σ-IVE[5], is performing well for η = 0.3 and η = 0.5 while the base agent fails,
corroborating H4. Similar to the tabular experiment results, the IVE is on par with the
the explicit value ensemble (EVE, Figure 5.2a) and outperforms the explicit model value
ensemble (EMVE, Figure 5.2b).

5.3.3 Planning with averaged model-predicted values

Bayesian model averaging (BMA), i.e., integrating over ignorance for making predictions—
linear knowledge equivalent (KE), has been used to boost performance (Wilson and
Izmailov, 2020). The interpretation of the IVE as an ensemble allows to justify prior
methods in the literature that have argued for averaging MPVs (Oh et al., 2017; Byravan
et al., 2020) in order to robustify value-based planning, casting them as approximate BMA
methods. This section addresses one hypothesis: H6: Ensemble averaging of the IVE
members is in general more robust for value prediction than any component individually.

Deep RL. Table 5.2 shows the final performance of a VPN(5) agent that uses µ-IVE[5]
value targets and its v̂1θ and v̂5θ variants’ on the MinAtar tasks. The ensembled µ-IVE[5]
value predictor is consistently better than the single value predictors, supporting H6.

5.4 Related work

The literature review for model-free and model-based reinforcement learning (RL), knowl-
edge equivalents (KEs), ignorance quantification in deep learning (DL) and deep en-
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Table 5.2: Value-based planning experiments on MinAtar tasks, testing the impact
of planning with the IVE ensembled mean. The original VPN(5) (Oh et al., 2017) is the
same with our µ-IVE(5). Non-ensembled value targets (v̂1θ, v̂5θ) lead to significant deterio-
ration in final performance. We report mean and standard error of episodic returns over 3
runs after 2M steps, higher-is-better. The best performing method, per-task, is in bold.

Methods Asterix Breakout Freeway Seaquest Space Invaders

DQN 14.7±0.4 12.1±1.2 49.6±0.3 2.3±0.6 47.2±1.3

VPN+v̂1θ 15.1±0.6 13.8±0.8 49.1±0.7 4.7±0.9 53.9±1.8
VPN+v̂5θ 7.1±2.3 4.2±2.3 24.3±4.2 1.2±1.4 28.6±8.3

µ-IVE(5) 18.3±0.2 22.0±0.7 49.4±0.5 8.6±0.3 97.3±9.6

sembles can be found in §2. In the section, we review the use of model-predicted value
(MPV) estimators, self-consistency signals and implicit ensembles in the context of deep
learning (DL), to better contextualise the contribution of this chapter.

Model-predicted value. The single-sample Monte Carlo (MC) estimator of k-MPV in
Eqn. (5.2) and Figure 5.1, a.k.a. model value expansion (Feinberg et al., 2018) has been
used for constructing value targets (see §2.3.2). In particular, Feinberg et al. (2018); Buck-
man et al. (2018); Byravan et al. (2020) follow a two-step process: (i) they learn a (latent-
state) world model by reconstruction (see Eqn. (2.51)) and then (ii) learn the value func-
tion by regressing it to MPV predictions/targets. Oh et al. (2017); Silver et al. (2017);
Farquhar et al. (2017); Gregor et al. (2019); Schrittwieser et al. (2020); Nikishin et al.
(2021) train the model and value function jointly, with a direct regression loss on the MPV.
Both the IVE and self-inconsistency signal are compatible with these learning approaches.

Adapting k. With varying k, MPV interpolates between the learned model and value
function. In particular, for (i) k = 0 the value predictions are based only on the learned
value function and for (ii) k → ∞ only the learned model contributes to the value
predictions. The λ-predictron (Silver et al., 2017) uses a learned and adaptive mechanism
for mixing the predictions for different ks. STEVE (Buckman et al., 2018) is an ignorance-
informed mechanism for weighting the different MPVs. It learns an explicit ensemble of
models and value functions and weights the MPV using an inverse variance weighting of
the means, calculated across the explicit ensemble. This should not be confused with our
σ-IVE(n) signal, which is the variance across the MPVs and cannot be used for selecting
the “best” k-th element but quantifies the model-value disagreement.

Novelty signals. Non-explicit ensemble methods have been proposed for estimating the
model prediction error and use this as a proxy signal for novelty. Most of these methods
make novelty predictions for a state st, after observing a transition st

at−→ st+1 (Stadie
et al., 2015; Pathak et al., 2017; Raileanu and Rocktäschel, 2020) and therefore are termed
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retrospective novelty predictors in the literature (Sekar et al., 2020). Lopes et al. (2012)
assume that the agent’s learning progress is a predictable process and fit a model to it.
While (st, at, st+1) triplets are necessary for training the novelty predictor, after training,
the signal can be calculated before observing st+1 and hence can be used for planning
purposes, which we term a plannable novelty predictor. The σ-IVE signal can be inter-
preted as a prediction error estimate that quantifies how the learned value function and
model disagree in their predictions and hence we can use it as a plannable novelty signal.

Self-consistency regularisation. Silver et al. (2017) and Farquhar et al. (2021) regu-
larised their learned value and model pairs to be self-consistent for prediction and control
tasks, respectively. Self-consistency regularisation has been used for learned world mod-
els by matching the predictions of a forward dynamics model with a backward dynamics
model (Yu et al., 2021). Similar regularisation ideas have been used in other areas of
machine learning, including offline multi-task inverse RL (§4; Filos et al., 2021), natu-
ral language processing (Bojar and Tamchyna, 2011; Edunov et al., 2018) and genera-
tive modelling (Zhu et al., 2017). All prior work directly “forces” (i.e., trains for) self-
consistency on modelled quantities as a form of regularisation, e.g., applied on imagined
data (Farquhar et al., 2021). Instead, we treat self-inconsistency as a proxy for ignorance
(i.e., epistemic uncertainty) and, e.g., indirectly promote self-consistency by actively guid-
ing data collection/exploration with a self-inconsistency-seeking policy (see §5.3.2). Con-
sequently, this avoids degenerate but self-consistent solutions since the learned model
and value functions are trained on real data (i.e., external consistency).

Implicit ensembles. Ensembles from a single neural network (NN) have been proposed
and successfully used in supervised learning but they require modifications to the learning
algorithm (Huang et al., 2017; Maddox et al., 2019; Antorán et al., 2020) or architecture
(Huang et al., 2016; Dusenberry et al., 2020). In contrast, IVE relies on the structure of
the RL problem and leverages the Bellman consistency (Puterman, 2014) that the “true”
model and value function satisfy and hence their learned counterparts should also do.

5.5 Conclusion & discussion

Summary of contributions. In this chapter, we studied ignorance quantification in re-
inforcement learning (RL). We introduced a proxy signal for capturing ignorance, called
model-value inconsistency or just self-inconsistency, which we found emperically useful
for: (i) guiding exploration; (ii) increasing an agent’s ability to handle distribution shifts;
and (iii) robustify value-based planning methods. Our key insight is that a single (point)
estimate of a world model and value function can be used to generate multiple estimates
of the state value, termed model-predicted values (MPVs), which can be combined to
form an implicit value ensemble (IVE). The “disagreement” amongst the IVE members,
e.g., quantified by the ensemble standard deviation, is the self-inconsistency signal.
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Insights & lessons learned. In our experiments §5.3, we showed that self-inconsistency
is low in in-distribution and high in out-of-training distribution (OOD) regions of the
state-action space, making it a valid proxy signal for ignorance. Moreover, we can steer the
agent’s behaviour by optimising for ignorance-sensitive, i.e., self-inconsistency-seeking or -
averse, knowledge equivalents (KEs), i.e., making it exploratory or conservative to novelty.
Also, in agreement with prior work (Anschel et al., 2017), treating the IVE as an ensem-
ble and planning with the ensemble mean leads to more stable and performant RL agents.

Limitations & next steps. The computationally efficient one-rollout Monte Carlo
(MC) estimator for the IVE members is susceptible to risk (e.g., aleatoric uncertainty).
Therefore, for highly stochastic environments, it is not possible to disentangle risk from
ignorance from the estimated self-inconsistency signal. Hence alternative approximations
need to be developed, preserving the computational benefits of IVE over explicit ensemble
methods but without compromising performance. Moreover, new self-inconsistency-guided
planning algorithms can be developed. For example, Monte Carlo tree search (MCTS,
Coulom, 2006; Silver et al., 2016) at its “expansion” step it calculates a MPV and at its
“backpropagation” step it aggregates the expanded values to the parent leaves of the tree.
The latter step is an incremental way of computing the IVE ensemble mean. Similarly, an
incremental calculating of the IVE ensemble standard deviation could be possible, giving
rise to an ignorance-aware MCTS variant, efficiently implemented with self-inconsistency.
Lastly, generalising self-inconsistency to non-RL settings could be promising.

Outlook. In §4 and §4.5, we highlighted the importance of learning from unstructured
data sources, leveraging as much knowledge as possible from the environment and the
agents in it. We can think of it as a form of external consistency, i.e., how the learn-
ing agents beliefs change to match the experiences and observations from the external
world/environment, which (possibly) includes the other agents too. Although this is pow-
erful and provides grounding to external sources of information, we expect that generally
capable agents should be internally consistent, too. In this chapter, we demonstrated that
internal/self-consistency can be connected to an agent’s ignorance and leveraged accord-
ingly, leading to empirically more performant agents. We believe that internal consistency
can be a guiding mechanism for self-improvement, which learning agents can leverage to
learn without any external percepts. We will not go as far as Plato (Scott, 2006) and state
that “all learning is recollection” but we are comfortable to claim that some learning is
recollection. Also, the AI research community starts to explore the deeper connections be-
tween (self-)consistency and rationality that philosophers have studied (Schick, 1963).
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“We can only see a short distance ahead, but we can see plenty
there that needs to be done.”

— Alan Turing (1912–1954)

6
Afterword

In this thesis, we motivated, proposed and investigated a number of ignorance-aware
planning agents that focus on different aspects of sequential decision-making and learning.
These include: (i) learning from expert demonstrations and acting robustly in novel
out-of-training distribution situations (imitation learning, §3); (ii) learning from sub-
optimal demonstrations to accelerate solitary trial-and-error reinforcement learning (social
learning, §4); and (iii) learning efficiently and steadily from trial-and-error (§5). We
verified our intuitions in small scale settings, e.g., tabular environments, and showed that
our methods scale gracefully to larger scale settings, e.g., simulated urban autonomous
driving from high-dimensional LIDAR observations and continuous control from pixels.

In particular, in §3, we demonstrate ignorance-unaware imitation learning methods’ brit-
tleness in out-of-training distribution autonomous driving settings and provide the first
instance of a robust ignorance-aware imitation learner. In §4, we introduce the first
offline inverse reinforcement learning-based social learner, which seamlessly integrates
trial-and-error learning and sub-optimal demonstrations (without reward information)
to rapidly adapt to challenging autonomous driving and pixel-based video games. In §5,
we presented the first performant (explicit) ensemble-free ignorance-aware reinforcement
learner, capable of solving challenging sparse-reward continuous control tasks from pixels.

While we provide supporting evidence for the importance of ignorance-awareness in plan-
ning agents and some instances of such agents that either challenge or outperform the
state-of-the-art, some open challenges remain, and we outline and discuss them next.

Ignorance as a first-class citizen. We have adopted a mechanistic view of ignorance
in this thesis. We associate it with the posterior distribution over models upon observing
some data. While this is an actionable view, which allow us to make progress, it is not
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fully integrated in the problem definition of the sequential-decision making problem. The
learning agent is not trained with the notion of being able to take an action “I do not
know”, instead there is a post-hoc/meta-mechanism that operates at the posterior dis-
tribution and makes such decisions, often based on heuristics. We argue that designing
agents (and environments) in which ignorance is treated as a “first-class citizen” can have
profound impact on the way we think about and deal with unknowns (Li et al., 2008).

Temporally abstract planning and reasoning about ignorance. As we have seen
repeatedly in this thesis, planning with a learned model offers us the opportunity to
lookahead for making a decision now, informed by potential realisations of future events.
Nonetheless, both the methods we presented here and the state-of-the-art planning agents
(Schrittwieser et al., 2020; Hafner et al., 2020) plan at the “atomic” (i.e., low-level) ac-
tion space (e.g., ‘turn left’, ‘turn right’, ‘lift this joint by 1cm’), limiting the scope of
possibilities. By extensions, these agents can neither quantify nor make use of longer-
term ignorance. We believe that generally capable agents should be able to reason about
their ignorance in different time scales and incorporate these into their decision-making.

Continual learning & target shifts. Generally capable agents should be able to be
robust and adaptable to novel settings. We distinguish novelty with respect to (i) “input”
variables, e.g., states and plans, and (ii) “output” variables, e.g., evaluations (Lipton
et al., 2018). In this thesis, we have focused on how planning agents can combat the
former, i.e., distribution shifts. However, the latter, i.e., target shifts, are very challenging
and especially relevant for planning agents, as well. For example, the arguably simplest
planning method, value iteration (Bellman, 1957b), even under no distribution shifts,
undergoes target shifts since the value estimates (targets) for the same states and action
pairs change throughout learning, i.e., they are non-stationary (Ring et al., 1994). The
problem is exacerbated when neural network function approximators are used due to their
susceptibility to continually changing (non-stationary) targets (McCloskey and Cohen,
1989; Sahoo et al., 2017). We believe that one of the great challenges for building the
next generation of agents would be to quantify and incorporate ignorance into planning
under target shifts. Although some of the insights and methods proposed in this thesis
may be useful to address target shifts, further innovations in deep learning methods and
reinforcement learning algorithms may be necessary to advance this research direction.

We believe that making progress on the above challenges, as well as the ones mentioned
in the discussion sections of §3.5, 4.5 and 5.5, has the potential to transform the next
generation of artificial agents and contribute to further our pursuit for full autonomy.
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Plan and adapt

from expert demonstrations

A.1 CARNOVEL: Suite of tasks under distribution shift

(a) AbnormalTurns0-v0 (b) AbnormalTurns1-v0 (c) AbnormalTurns2-v0

(d) AbnormalTurns3-v0 (e) AbnormalTurns4-v0 (f) AbnormalTurns5-v0

(g) AbnormalTurns6-v0 (h) BusyTown0-v0 (i) BusyTown1-v0
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(j) BusyTown2-v0 (k) BusyTown3-v0 (l) BusyTown4-v0

(m) BusyTown5-v0 (n) BusyTown6-v0 (o) BusyTown7-v0

(p) BusyTown8-v0 (q) BusyTown9-v0 (r) BusyTown10-v0

(s) Hills0-v0 (t) Hills1-v0 (u) Hills2-v0

(v) Hills3-v0 (w) Roundabouts0-v0 (x) Roundabouts1-v0

(y) Roundabouts2-v0 (z) Roundabouts3-v0 (aa) Roundabouts4-v0

Figure A.1: The spawn location and the route for completing each CARNOVEL task.
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A.2 AdaRIP examples

(Normalized) Uncertainty

(a) RIP (b) AdaRIP

Figure A.2: Examples where the non-adaptive method (a) fails to recover from a
distribution shift, despite it being able to detect it. The adaptive method (b) queries
the human driver when uncertain (dark red), then uses the online demonstrations for
updating its model, resulting into confident (light red, white) and safe trajectories.
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Plan and adapt

from sub-optimal demonstrations

B.1 Experimental details

In this section we describe the environments used in our experiments (see §4.3) and the
experiment design.

B.1.1 Highway

Figure B.1: Highway

We build on the highway-v0 task from the highway-env traffic
simulator (Leurent, 2018). The task is specified by:

1. State space, S: The kinematic information of the ego
vehicle and the five closest vehicles (ordered from closest
to the furthest) is used as the Markov state, i.e., st =
{[xt, yt, ẋt, ẏt]}ego, other1, ..., other5 ∈ R6×4. The ego-car
is illustrated in green and the other cars in blue.

2. Action space, A: We use a discrete action space, con-
structed by K-means clustering of the continuous ac-
tions of the intelligent driving model (Kesting et al.,
2010). We found out that keeping 9 actions was suffi-
cient, i.e., at ∈ {0, . . . , 8}.

3. Demonstrations, D: At each time-step, the ego-car ob-
serves online the state-action pairs for the 5 closest cars.
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B.1.2 Roundabout

Figure B.2:
Roundabout

We build on the roundabot-v0 task from the highway-env

traffic simulator (Leurent, 2018). The task is specified by:

1. State space, S: The kinematic information of the ego
vehicle and the five closest vehicles (ordered from closest
to the furthest) is used as the Markov state, i.e., st =
{[xt, yt, ẋt, ẏt]}ego, other1, ..., other3 ∈ R4×4. The ego-car
is illustrated in green and the other cars in blue.

2. Action space, A: We use a discrete action space, con-
structed by K-means clustering of the continuous ac-
tions of the intelligent driving model (Kesting et al.,
2010). We found out that keeping 6 actions was suffi-
cient, i.e., at ∈ {0, . . . , 5}.

3. Demonstrations, D: At each time-step, the ego-car
observes online the state-action pairs for the 3 closest cars.

B.1.3 CoinGrid

Figure B.3: CoinGrid

We build a simple multi-task gridworld. The task is specified
by:

1. State space, S: We use a symbolic, multi-channel
representation of the 7× 7 gridworld (Chevalier-Boisvert
et al., 2019): the first three channels specify the presence
or absence of the three different coloured boxes, the
forth channel was the walls mask and the fifth and last
channel was the position and orientation of the agent.
We represent the orientation of the agent by ‘painting’
the cell in front of the agent. Therefore st ∈ {0, 1}7×7×5.

2. Action space, A: We use the {LEFT, RIGHT,

FORWARD} actions from Minigrid (Chevalier-Boisvert
et al., 2018) to navigate the maze, i.e., at ∈ {0, 1, 2}.

3. Demonstrations, D: At the beginning of training, the
agent is given state-action pairs of other agents collecting
either red or green coins.
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B.1.4 Fruitbot

Figure B.4: FruitBot

We build on the Fruitbot environment from OpenAI’s Proc-
Gen benchmark (Cobbe et al., 2020). The task is specified by:

1. State space, S: We use the original high-dimensional
64× 64 RGB observations, i.e., st ∈ [0, 1]64×64×3.

2. Action space, A: We use the original 15 discrete actions,
i.e., at ∈ {0, . . . , 14}.

3. Demonstrations, D: At each time-step, the agent
observes online the states and actions of 3 trained agents
playing the game in parallel: One agent collects both
fruits and other objects, one collects other objects and
avoids fruits and the last one randomly selects actions.

B.2 Implementation details

For our experiments we used Python (Van Rossum and Drake Jr, 1995). We used
JAX (Bradbury et al., 2018; Babuschkin et al., 2020) as the core computational library,
Haiku (Babuschkin et al., 2020) and Acme (Hoffman et al., 2020) for implementing ΨΦ-
learning (ΨΦL) and the baselines, see §4.3. We also used Matplotlib (Hunter, 2007) for
the visualisations and Weights & Biases (Biewald, 2020) for managing the experiments.

Compute resources. All the experiments were run on Microsoft Azure Standard NC6s v3

machines, i.e., with a 6-core vCPU, 112GB RAM and a single NVIDIA Tesla V100 GPU.
The iteration cycle for (i) Highway experiments was 3 hours; (ii) CoinGrid experiments
was 5.5 hours and (iii) FruitBot experiments was 19 hours.
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Figure B.5: Computational graph of the ΨΦ-learning algorithm. Demonstrations
D contain data from other agents for unknown tasks. We employ inverse temporal
difference learning (ITD, see §4.2.1) to recover other agents’ successor features (SFs) and
preferences. The ego-agent combines the estimated SFs of others along with its own
preferences and successor features with generalised policy improvement (GPI, see §4.1),
generating experience. Both the demonstrations and the ego-experience are used to learn
the shared cumulants. Losses L∗ are represented with double arrows and gradients flow
according to the pointed direction(s).

Table B.1: ΨΦ-learner’s hyperparameters per environment. The tuning was performed
on a DQN (Mnih et al., 2013) baseline with population based training (Jaderberg
et al., 2017) using Weights & Biases (Biewald, 2020) integration with Ray Tune (Liaw
et al., 2018). We selected the best hyperparameters configuration out of 32 trials per
environment and used this for our ΨΦ-learner.

Highway CoinGrid FruitBot

Torso network, E MLP([512, 256]) IMPALA, shallow (no LSTM) IMPALA, deep (no LSTM)
Cumulants approximator, Φ MLP([128, 128]) MLP([256, 128]) MLP([256, 128])
Successor features approximator, Ψ MLP([256, 128]) MLP([512, 256]) MLP([512, 256])
Ensemble size, Ψ 2 2 2
L1 coefficient 0.05 0.05 0.05

Number of dimensions in Φ 8 4 64

Minibatch size 512 64 32
n-step 4 8 128
Discount factor, γ 1.0 0.9 0.999
Target network update period 100 1000 2500
Optimiser ADAM, lr=1e-3 ADAM, lr=1e-4 ADAM, lr=5e-5
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B.3 Proofs

First, we formalise the statement of Theorem 4.2.

Theorem 2.1 (Validity of the ITD learning minimiser): The minimisers of LBC

and LITD are potentially-shaped cumulants that explain the observed reward-free
demonstrations.

Proof. First, we prove the validity of the minimiser of the inverse temporal difference
learning for the single-task setting. Next, we show that the result holds true in the vector
(i.e., cumulants) case.

Single task. We assume that our demonstrations are generated by an expert, who
samples actions from a Boltzmann policy, according to the optimal (for its task) action-
value function qπexpert and temperature ν > 0, i.e., D = {(s, a)} ∼ πexpert s.t.

πexpert(a|s) ≜ p(A = a|s) =
exp( 1νq

πexpert(s, a))∑
a exp( 1νq

πexpert(s, a))
, ∀s ∈ S, a ∈ A . (B.1)

The minimiser of the behavioural cloning loss LBC(θq), i.e., Eqn. (4.17), for a single
expert is such that

θ∗q ∈ arg min
θq

−E(s,a)∼D log
exp(q(s, a; θq))∑
a exp(q(s, a; θq))

(B.2a)

⇒ q(s, a; θ∗q) =
1

ν
qπexpert(s, a) + F(s), ∀s ∈ S, a ∈ A , (B.2b)

where F : S → R is a state-dependent (bounded potential) function. We arrive at
Eqn. (B.2b) by (i) testing 1

νq
πexpert(s, a) as a solution and noting that the “softmax“

function is convex in the exponent (Boyd et al., 2004) and (ii) using the translation
invariance property of the assumed Boltzmann policy parametrisation, i.e., for any
f : S× A→ R and g : S→ R

exp(f(s, a) + g(s))∑
a exp(f(s, a) + g(s))

=
exp(g(s)) exp(f(s, a))

exp(g(s))
∑

a exp(f(s, a))
=

exp(f(s, a))∑
a exp(f(s, a))

. (B.3)

The minimiser of the inverse temporal difference learning loss LITD(θq, θr), Eqn. (4.18),
for a single expert is such that

θ∗q, θ
∗
r ∈ arg min

θq,θr

E(s,a,s ′,a ′)∼D∥q(s, a; θq) − r(s, a; θr) − γq(s ′, a ′; θq)∥ (B.4)

where θ∗q is minimising LBC(θq) simultaneously, as in Eqn. (B.2b). Therefore, it holds
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that LITD(θ
∗
q, θ

∗
r) = 0

r(s, a; θ∗r) = q(s, a; θ∗q) − γq(s ′, a ′; θ∗q) (B.5a)

(B.2b)
=

1

ν
qπexpert(s, a) + F(s) − γ

1

ν
qπexpert(s ′, a ′) − γF(s ′) (B.5b)

=
1

ν

qπexpert(s, a) − γqπexpert(s ′, a ′)
rexpert(s,a)

+ F(s) − γF(s ′) (B.5c)

=
1

ν
rexpert(s, a) + F(s) − γF(s ′)

potential-based reward
shaping function

, (B.5d)

where rexpert is the (unobserved) expert’s reward function. We have shown that the
minimiser of LBC and LITD leads to a reward function r(s, a; θ∗r) which is a potential-
based shaped and scaled reward function of the expert reward function and hence the
optimal policy for r(s, a; θ∗r) is also optimal for rexpert(s, a) for all s, a (Ng et al., 1999).

Multiple tasks. The minimiser of the behavioural cloning loss LBC(θΨk ,wk), i.e.,
Eqn. (4.17), for the k-th expert is s.t.

θ∗Ψk ,w
k∗ ∈ arg min

θ
Ψk ,wk

−E(s,a)∼Dk log
exp(Ψ(s, a; θΨk)⊤wk)∑
a exp(Ψ(s, a; θΨk)⊤wk)

(B.6a)

⇒ Ψ(s, a; θΨk)⊤wk =
1

ν
qπk-expert(s, a) + Fk(s), ∀s ∈ S, a ∈ A , (B.6b)

where qπk-expert is the k-agent’s action-value function and Hk : S→ R a state-dependent
(bounded potential) function. Next, the minimiser of the inverse temporal difference
learning loss LITD(θΨk , θΦ), Eqn. (4.18), for the k-th expert is s.t.

θ∗Ψk , θ
∗
Φ ∈ arg min

θ
Ψk ,θΦ

E(s,a,s ′,a ′)∼Dk∥Ψ(s, a; θΨk) −Φ(s, a; θΦ) − γΨ(s ′, a ′; θΨk)∥ (B.7)

where θ∗
Ψk is minimising LBC(θΨk ,wk) simultaneously, as in Eqn. (B.6b). Therefore, it

holds that for LITD(θ
∗
Ψk , θ

∗
Φ) = 0

Φ(s, a; θ∗Φ) = Ψ(s, a; θ∗Ψk) − γΨ(s ′, a ′; θ∗Ψk) (B.8a)

Φ(s, a; θ∗Φ)⊤wk∗ = Ψ(s, a; θ∗Ψk)
⊤wk∗ − γΨ(s ′, a ′; θ∗Ψk)

⊤wk∗ (B.8b)

(B.6b)
=

1

ν
qπk-expert(s, a) + Fk(s) − γ

1

ν
qπk-expert(s ′, a ′) − γFk(s ′) (B.8c)

=
1

ν

qπk-expert(s, a) − γqπk-expert(s ′, a ′)
rk-expert(s,a)

+ Fk(s) − γFk(s ′) (B.8d)
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=
1

ν
rk-expert(s, a) + Fk(s) − γFk(s ′)

potential-based reward
shaping function

, (B.8e)

We have shown that the minimiser of LBC and LITD leads to agent-agnostic cumulants
Φ(s, a; θ∗Φ) and agent-specific preference vector wk∗, which when dot-producted, form a
potential-based shaped and scaled reward function of the k-th expert reward function
and hence the optimal policy for Φ(s, a; θ∗Φ)⊤wk∗ is also optimal for rk-expert(s, a) for
all s, a (Ng et al., 1999). The result holds for all k ∈ {1 . . . K} since no assumptions were
made for the proof about k.

Next, we prove the generalisation bound of the ΨΦ-learning (ΨΦL). When not specified
the norm ∥ · ∥ refers to the 2-norm. Given a function F : X→ Rd for some finite set X, we
will write F(x) to denote the value of the function on input x and F to denote the matrix
representation of this function in R|X|×d.

Theorem 2.2 (Generalisation bound of ΨΦ-learning (ΨΦL)): Let C = (S,A, P, γ)
be a CMP with a finite state space. Let Φ : S→ Rd, and let Φ = Φ(S) ∈ R|S|×d. Let

(ri)
k
i=1 denote a set of reward functions on C, Ψ̃

i
be a collection of successor features

approximations for policies (πi)ki=1 (πi optimal for ri) with true successor feature
values Ψi, and wi the best least-squares linear approximator of ri given Φ, with errors

∥Φwi − ri∥∞ < δr and ∥Ψ̃i
− Ψi∥ < δΨ ∀i.

Let w ′ be a new preference vector for a reward function r ′, with maximal error δr

as well. Let q̃i = Ψ̃
i
w ′. Let π∗ be the optimal policy for the ego task w ′ and let π

be the GPI policy obtained from {q̃πi}, with δr, δΨ the reward and successor feature
approximation errors. Then for all s, a

q∗(s, a) − qπ(s, a) ⩽
2

1− γ

[
(Φmax∥wj −w ′∥+ 2δr) + ∥w ′∥δΨ +

1

(1− γ)
δr

]
(B.9)

Barreto et al. (2017) construct their bound on the sub-optimality of the GPI policy as
a function of the error of the value approximations q̃i. Because we bound the reward
approximation error, rather than the value approximation error, we require an additional
step to obtain a bound on the errors of the value funciton approximations. To prove
Theorem 1, we must therefore first use the following lemma to bound the effect of
the reward approximation error on the value approximation error. While this result is
straightforward, we include a short proof for completeness.

Lemma 2.1: Fix some policy π. Let r be reward vector and let w be the least-
squares solution to min ∥Φw− r∥. Let Ψπ be the true successor features for Φ under
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policy π, and let qπ be the value. Let δr = r(S)−Φw, δmax = ∥δr∥∞. Then letting
q̃ = Ψw, we have

∥qπ − q̃∥∞ ⩽
1

1− γ
δr (B.10)

Proof.

∥qπ − q̃∥∞ ⩽
∑

γt∥Pπt(Φw− r)∥∞ (B.11a)

⩽
∑

γt∥Pπtδr∥∞ =
∑
t

γt max
s ′

|
∑
s∈S

(Pπ)t(s ′, s)δr(s)| (B.11b)

Since Pπ is a stochastic matrix, so are all of its powers, and so the rows of (Pπ)t sum to 1.

⩽
∑
t

γt max
s ′

|
∑

Pπt(s, s ′)δmax| =
∑
t

γtδmax =
1

1− γ
δmax (B.11c)

Proof. We follow the proof of Barreto et al. (2017, Theorem 2), with additional error
terms to account for the reward and successor feature approximation errors.

q∗(s, a) − qπ(s, a)

⩽ q∗(s, a) − qπj(s, a) +
2

1− γ
ϵ (Barreto et al., 2017, Theorem 1)

⩽
2

1− γ
∥rj − r ′∥∞ +

2

1− γ
ϵ (Barreto et al., 2017, Lemma 1)

⩽
2

1− γ
∥Φwj + δj −Φw ′ − δ ′∥∞ +

2

1− γ
ϵ

⩽
2

1− γ
(Φmax∥wj −w ′∥+ δr + δr) +

2

1− γ
ϵ

⩽
2

1− γ
(Φmax∥wj −w ′∥+ 2δr) +

2

1− γ
∥Ψ̃j

w ′ − Ψjw
′ + Ψjw

′ − qj∥

⩽
2

1− γ
(Φmax∥wj −w ′∥+ 2δr) +

2

1− γ
∥Ψ̃j

w ′ − Ψjw
′∥+ ∥Ψjw

′ − qj∥

⩽
2

1− γ
(Φmax∥wj −w ′∥+ 2δr) +

2

1− γ
∥w ′∥δΨ +

2

1− γ
∥Ψjw

′ − qj∥

⩽
2

1− γ
(Φmax∥wj −w ′∥+ 2δr) +

2

1− γ
∥w ′∥δΨ +

2

1− γ
(

1

1− γ
δr) (Lemma 2.1)

=
2

1− γ

[
(Φmax∥wj −w ′∥+ 2δr) + ∥w ′∥δΨ +

1

(1− γ)
δr

]
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B.4 Visualisations

(a) CoinGrid (b) Φ̂1 (c) Φ̂2 (d) Φ̂3 (e) Φ̂4

Figure B.6: Qualitative evaluation of the learned cumulants in the CoinGrid task.
Cumulants Φ̂1, Φ̂2, and Φ̂3 seem to capture the red, green, and yellow blocks, respectively.
The yellow blocks are captured by both and Φ̂4. Therefore, linear combinations of the
learned cumulants can represent arbitrary rewards in the environment, which involve
stepping on the coloured blocks.
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(a) ITD for Roundabout
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(b) ITD for CoinGrid
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(c) ΨΦL for MultiHighway

Figure B.7: Sensitivity of our ITD (see §4.2.1) and ΨΦ-learning (see §4.2.2) algorithms
to the dimensionality of the learned cumulants. We consistently observe across all three
experiments (a)-(c) that for a small number of Φ dimensions the cumulants are not
expressive enough to capture the axis of variation of the different agents’ reward functions
(including the ego-agent in (c)). We also note that the performance of both ITD and ΨΦ-
learning is relative robust for a medium and large number of Φ dimensions. We attribute
this to the used sparsity prior, i.e., L1 loss, to the preferences w. In our experiments we
selected the smallest number of Φ dimensions that demonstrated good performance to
keep the number of model parameters as small as possible (in bold in the figures and
reported in Table B.1).
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C
Plan with model-value inconsistency

C.1 Experimental details

In this section, we describe the environments used in our experiments (see §5.3) and the
experiment design.

C.1.1 Environments

In this section, we provide details on the specification of each task used in our experiments.

Tabular environment

visited unvisited

Figure C.1: GridWorld

We use an empty 5× 5 gridworld (GridWorld) environment
for our tabular experiments. The task is specified by:

1. State space, S: A finite discrete state space, i.e., s ∈
{0, 1, . . . , 24}.

2. Action space, A: A finite discrete action space for
moving the agent in the four cardinal directions (N, W,
S, E), i.e., s ∈ {0, 1, 2, 3}.

3. Reward function, r(s, a): The zero function,
i.e., r(s, a) = 0, ∀(s, a) ∈ S× A.

4. Transition dynamics, p(s ′|s, a): We consider the
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episodic setting, i.e., episode length = 20, and the dynamics are (optionally)
stochastic. In particular, we use a single parameter that controls the stochasticity,
called wind prob ∈ [0, 1] and implement stochastic dynamics as actuator noise,
i.e., there is a wind prob probability that the agent action is ignores and an other
action is applied to the environment by sampling randomly from the action space.

Procgen (Cobbe et al., 2020)

We used 5 tasks from the Procgen (Procgen, Cobbe et al., 2020) suite, shown at Figure C.2.
We used the default settings for the environments and we only varied the number of
training levels used for learning, which we term #levels. The tasks are generally partially
observed Markov decision processes (POMDPs) specified by:

1. Observation space, O: The original 64× 64 RGB pixel-observations, i.e., ot ∈
[0, 1]64×64×3.

2. Action space, A: The original 15 discrete actions, i.e., at ∈ {0, . . . , 14}.

(a) chaser (b) climber (c) coinrun (d) fruitbot (e) jumper

Figure C.2: Procgen tasks.

MinAtar (Young and Tian, 2019)

We used all 5 tasks from the MinAtar (MinAtar, Young and Tian, 2019) suite, shown
in Figure C.3, with the default settings. The tasks are fully-observed and specified by:

1. State space, S: The original 10×10×n channels symbolic observations, i.e., st ∈
[0, 1]10×10×n channels, where n channels varies between tasks, from 4 to 10.

2. Action space, A: The original 6 discrete (non-minimal) actions, i.e., at ∈ {0, . . . , 5}.
3. Transition dynamics, p(s ′|s, a): The default 0.1 probability for sticky actions is

used.

DeepMind continuous control (Tunyasuvunakool et al., 2020)

We use the walker walk task from the DeepMind Continuous Control (Tunyasuvu-
nakool et al., 2020) suite and modified its reward function. Pixel-observations are
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(a) asterix (b) breakout (c) freeway (d) seaquest (e) space invaders

Figure C.3: MinAtar tasks.

used, and the problem is generally partially-observed. The task is specified by:

Figure C.4: walker

1. Observation space, O: A 64 × 64 RGB pixel-
observation, where the robot body is in the centre of
the frame, i.e., ot ∈ [0, 1]64×64×3.

2. Action space, A: A six-dimensional continuous action,
i.e., at ∈ [−1,+1]6.

3. Reward function, r(s, a): Originally, the reward is
bounded in [0, 1], i.e., rt ∈ [0, 1], which is computed
based on the robot’s torso height and forward velocity.
We modify the original per-step reward, by setting
to zero any reward below a parameter η, i.e., r̃t =
H(rt − η)rt, where H is the Heaviside step function.
For η = 0, we recover the original reward, and for η > 0

we obtain an increasingly more difficult, in terms of
exploration, walker task.
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C.1.2 Experiments

In this section, we provide details on the experimental protocol of each experiment.

Figure 5.6

Data. We collect experience/data B by running a uniformly random policy πuniform for
500 steps (i.e., 25 episodes). We exclude transitions from and to the top left cell, which
we call the out-of-training distribution (OOD) or unvisited state.

Value learning. We learn a tabular action-value function q̂ ≈ qπuniform using expected
SARSA (Van Seijen et al., 2009) and then we induce a (state-)value function, i.e.,

v̂(s) ≜ Ea∼πuniform
[q̂(s, a)], ∀(s, a) ∈ S× A. (C.1)

Model learning. Reconstruction-based model learning (see §2.3.2), with data B is used
for learning the tabular model of the environment, such that m̂ ≈ m∗.

Visualisations. The mean and standard deviations are normalised in [0, 1], i.e., for
given quantity xs for state s and xmin (xmax the minimum (maximum) quantity across
all states, we plot x̄s = (xs − xmin)/(xmax − xmin). We report the results for a single
repetition of the experiment since it is a qualitative observation.

IVE[N]. We calculate the MPVs exactly, according to Eqn. (5.1). We vary the parameter
N, i.e., maximum number of applications of the model-induced Bellman operator Tm on
the learned value function v̂.

EVE[N] and EMVE[N]. The explicit value ensemble (EVE, Figure 5.2a) and explicit
model value ensemble (EMVE, Figure 5.2b) are also trained on the same data using the
same value and model learning algorithms, according to the Remark 2.7 strategy.

Table 5.1

We use the walker task and train Dreamer (Hafner et al., 2019a) for 1M steps. An action
repeat of 2 is used thus 0.5M agent-environment interaction steps are made per run. We
repeat each experiment 3 times, varying the random seed in each one. We report the
episodic returns (rounded to the nearest tenth) at the end of training by setting the
agents in “evaluation” mode and average their performance across 10 episodes.
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Figure 5.7

We train Muesli (without any modification to its acting strategy or learning algorithm)
for 100M environment frames. Figure 5.7a reports the final performance of the agent
evaluated on an additional 10M frames on the train and test levels. Mean episode returns
are normalised as: R̃ = (R − Rmin)/(Rmax − Rmin), using min and max scores for each
game (Cobbe et al., 2020).

The model-value self-inconsistency, reported in Figure 5.7b, is computed by unrolling
the model for 5 steps using actions sampled from the policy and taking the standard
deviation over the IVE:

k-MVP(s) = v̂kθ(s)
(5.2)
=

k−1∑
i=1

γi−1ri+1 + γkv̂(sk) (C.2a)

σ-IVE[5](s) =
√

Vark[{k-MVP(s)}5k=1], (C.2b)

using the notation from §5.1.

Figure 5.8

For training the values and model and calculating IVE and EVE, we follow the same
protocol as in Figure 5.6. In this experiment, we use the learned action-value functions
instead of the state-values, see Section C.3.2 for a formal discussion. We denote with
σ-IVE[5] and σ-EVE[5] the standard deviation across the 5 ensemble members of the
implicit and explicit ensembles of the action-values, respectively. Also, σ-IVE[5] ∈ RS×A

and σ-IVE[5](s, a) is the standard deviation of the implicit value ensemble at the state
s for action a. We use the standard deviation across the ensemble of action-values for
inducing policies that are novelty- seeking or avoiding:

• In Figure 5.8a, the action that maximises the standard deviation across the value
ensemble is selected, per-state, i.e., πseeking(s) = arg maxa∈A σ-XVE[5](s, a), where
XVE ∈ {IVE, EVE}. These are the novelty-seeking policies that their probability
of reaching the novel state is higher than a uniformly random policy.

• In Figure 5.8b, the action that minimises the standard deviation across the value
ensemble is selected, per-state, i.e., πavoiding(s) = arg mina∈A σ-XVE[5](s, a), where
XVE ∈ {IVE, EVE}. These are the novelty-avoiding policies that their probability
of reaching the novel state is lower than a uniformly random policy.

We calculate the probabilities by constructing a Markov chain, induced by the coupling
of the policy under consideration π and the “true” environment model, m∗. The Markov
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chain’s transition kernel is given by pπ
m∗(s ′|s) ≜

∑
a∈A pm∗(s ′|s, a)π(a|s). We can write

the transition kernel as a matrix Pπ
m∗ ∈ RS×S, such that Pπ

m∗ [i, j] = pπ
m∗(j|i). The (i, j)

entry of the transition matrix, i.e., Pπ
m∗ [i, j] is the probability of reaching the state j after

one-step when starting from state i and following policy π in the environment with model
m∗. The (i, j) entry of the l-th power of the transition matrix, i.e., (Pπ

m∗)l[i, j] is the
probability of reaching the state j after l-step when starting from state i and following
policy π in the environment with model m∗.

In Figure 5.8, we start from the bottom right cell, i.e., i = bottom right and plot the
probability of reaching the top left cell, i.e., j = top right after l-step, and we vary l

from 1 to 150. We repeat each experiment 100 times, varying the random seed in each one.

Table 5.2

We use the MinAtar tasks and train VPN (Oh et al., 2017) and some variants of it for
2M steps. The only modification to the original VPN(5) is the way value estimates are
constructed:

• v̂1θ is VPN variant that uses the 1-MPV for value estimation.
• v̂5θ is VPN variant that uses the 5-MPV for value estimation.
• µ-IVE[5] is the original VPN(5) agent that uses the mean over the implicit value

ensemble with N = 5 for value estimation.

The estimated values are used for value-based planning, as discussed in (§C.1, Oh et al.,
2017).
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C.2 Implementation details

For our experiments we used Python (Van Rossum and Drake Jr, 1995). We used
JAX (Bradbury et al., 2018; Babuschkin et al., 2020) as the core computational library
for implementing Muesli (Hessel et al., 2021) and VPN (Oh et al., 2017). We used the
official TensorFlow (Abadi et al., 2015) implementation of Dreamer (Hafner et al., 2019a).
We also used Matplotlib (Hunter, 2007) for the visualisations.

C.2.1 Tabular methods

We initialise the rewards, transition logits and action-values by sampling from a normal
distribution with mean 0 and standard deviation 1. The ADAM (Kingma and Ba, 2014)
optimiser with learning rate 5e-5 is used, and all losses converge after 10, 000 epochs of
stochastic gradient descent with batch size 128.

C.2.2 Dreamer (Hafner et al., 2019a)

We use the Dreamer agent’s default hyperparameters, as introduced by (Hafner et al.,
2019a). For the self-inconsistency-seeking variant, i.e., µ + σ-IVE[5], we used a scalar
weighting factor β∗

IVE = 0.1 to balance the mean and standard deviation across the
ensemble members, tuned with grid search in {0.05, 0.1, 0.2, 1.0, 10.0}. The same tuning
procedure is used for the baselines. The reported scores are for β∗

EVE = 0.2 and
β∗
EMVE = 0.1.

C.2.3 Muesli (Hessel et al., 2021)

We use the Muesli agent’s hyperparameters. In particular we use the ones from the large-
scale Atari experiments by Hessel et al. (2021). Nonetheless, we set the fraction of replay
data in each batch to 0.8 (instead of the original 0.95) to shorten training time. To en-
courage diversity in value and reward predictions for unvisited states we have augmented
the value and reward prediction heads of the model with untrainable randomized prior
networks (Osband et al., 2018), using a prior scale of 5.0. Note that unlike in Osband
et al. (2018), we did not introduce additional heads per prediction or modify the training
procedure.
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C.2.4 VPN (Oh et al., 2017)

We use the MinAtar DQN-torso (Young and Tian, 2019) and an LSTM (Hochreiter and
Schmidhuber, 1997) with 128 hidden units and otherwise follow the original VPN(5)
hyperparameters, as introduced by Oh et al. (2017).

C.3 Extensions

C.3.1 IVE with the Bellman optimality operator

In §5.2, we defined the k-step model-predicted value (k-MPV) in terms of the model-
induced Bellman evaluation operator and an approximate value function vθv

≈ v∗, to
construct the implicit value ensemble (IVE) accordingly. Similarly, we can define the
k-MPV and hence IVE in terms of the model-induced Bellman optimality operator, as
defined in Eqn. (2.64), and an approximation to the optimal value function vθv

≈ v∗, i.e.,

vkθ(s) ≡ (T ∗
mθm

)kvθv
(s) ≜ arg max

a0:k−1

Emθm
[

k−1∑
i=0

(γiRi+1) + γkvθv
(Sk)|S0 = s]. (C.3)

The IVE with the Bellman optimality operator can be used for values learned with,
e.g., Q-learning (§2.3.2; Watkins and Dayan, 1992), or with other value-based agents,
such as the VPN (Oh et al., 2017). We use this formulation in §C.4.

C.3.2 MPV with action-value functions

In order to be able to modulate action selection using the self-inconsistency signal, we
have computed the k-MPV conditioned on both the starting state and action, i.e.,

qk
θ(s, a) ≜ Eπθπ ,mθm

[

k−1∑
i=0

(γiRi+1) + γkvθv
(Sk)|S0 = s,A0 = a] (C.4a)

q̂k
θ(s, a) ≜

k−1∑
i=0

(γiri+1) + γkvθv
(sk) (C.4b)

where now reward and value predictions are computed after unrolling the model using ac-
tion a for one step, and actions sampled from the policy for the remaining k− 1 steps.
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C.4 Additional experiments

C.4.1 Measuring self-inconsistency in OOD states

To complement our results in Figure 5.7, we have also evaluated self-inconsistency by
computing the IVE as an average over 100 action sequences sampled from the policy,
see Figure C.5. We observed only minor quantitative differences compared to the results
presented in Figure 5.7 (where we were using a single action sequence to estimate the IVE).

chaser climber coinrun fruitbot jumper
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Figure C.5: σ-IVE[5] computed using the model of the Muesli agent while evaluating
on both training and unseen test levels, for different numbers of unique levels seen during
training. To estimate the IVE, we used 100 action sequences from the policy. Bars, error-
bars show mean and standard error across 3 seeds, respectively.

C.4.2 Measuring explicit value ensemble variance in OOD states

To complement our results in Figure 5.7 for IVE, we provide the EVE results in Figure C.6.
We observe that EVE behaves similar to IVE in terms of ensemble variance as a function
of #levels for both training and testing levels.
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(a) Episodic returns
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(b) Self-inconsistency

Figure C.6: σ-EVE[5] computed using the Muesli agent augmented with an ensemble
of 5 value heads (different random initialisation) while evaluating on both training
and unseen test levels, for different numbers of unique levels seen during training. (a)
Performance for training (green) and test (pink) for varying number of levels. (b) Explicit
value ensemble inconsistency measured by standard deviation of the 5 different heads.
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C.4.3 How to use the IVE[5] signal?

In the following experiments we consider the self-inconsistency signal as an optimistic
bonus to encourage better exploration during training, hence generalising better during
evaluation. We test variants of the +σ-IVE[5] signal by mixing the policy with the self-
inconsistency in probability space +σ-IVE[5]≜ (1− β)π+ β · σ-IVE[5], and by mixing
the signal with the policy logits: z+ σ-IVE[5]≜ softmax(zπ + β · σ-IVE[5]). We vary the
number of MPV in the ensemble for n = 5, 10. Use further test using a different metric
for measuring the disagreement across the nMPVs that considers different weighting
averages over k:

dJS = JSDw(IVE(n)) = H

(∑
k

wkv̂
k
m̂

)
−
∑
k

wkH
(
v̂kθ
)

(C.5)

with three weighting schemes: a decreasing weight decJS : wk = rk/(
∑

j r
j) such that

the weight decreases to 1/3 over n, an increasing weight incJS with the inverse trend,
and a uniform weight uniJS that corresponds to the uniform mixing over n wk = 1/n.

Vanilla Muesli Muesli, prior=5 +dJS-IVE(5) +dJS-EVE(5)
decJS incJS uniJS
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Figure C.7: Model-value inconsistency (see §5.2.2) as the Jensen-Shannon divergence
of the implicit value ensemble (see §5.2.1) for different numbers of ensemble components
n, trained across 100 Procgen levels error bars show SE over 3 seeds. (a) Mean episode
return during training with 100 Procgen levels, for Muesli baselines and for an agent
trained with optimistic divergence over an explicit ensemble dJS-EVE[5] and over IVE[5],
both with an increasing Jensen-Shannon disagreement. (b) Mean episode return for
evaluation without the optimistic disagreement for the same methods. (c) Ablation study
over dJS-IVE of varying length n = 5, 10 and by mixing in logit space z + d-IVE vs.
mixing in probability space +d-IVE.

In Figure C.7b we observe that learning with an optimistic bonus helps with generalisa-
tion at evaluation time. Figure C.7c we observe that mixing over probability space is less
sensitive to re-scaling β, but yields higher variance. We notice a trade-off between the
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weighting scheme used vs. the size of the IVE, for higher ns the best performing metric
has less weight on the larger k-MPVs. For the decreasing metric the results remain more
robust, suggesting that the inconsistencies are higher for larger ks. We used β = 0.1 for
mixing in probability and β = 1 for the logit case.

C.4.4 Ablation on pessimism for evaluation

We evaluate in Figure C.8 how sensitive the self-inconsistency signal is to different re-
scaling parameters β when acting pessimistically at test time z− β d-σ-IVE[5] with an
increasing weight. We trained a vanilla Muesli agent using 10/100 levels over 150M frames
and evaluated with a pessimistic bonus for the consecutive 20M frames over 3 seeds
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Figure C.8: Mean episode return evaluated with pessimism bonus −dJS-IVE with
increasing weights for each procgen environment on a trained vanilla Muesli using (a) 10
levels and (b) 100 levels. Error bars show 95% CI.
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C.4.5 Dreamer variants

In §5.3.2, we modified the Dreamer (Hafner et al., 2019a) agent to improve its explo-
ration without having to learn an explicit ensemble of value functions. We modify the
behavioural policy used for collecting data, using the mean and standard deviation of
the implicit value ensemble, i.e., µ-IVE[5] and σ-IVE[5], respectively. We use the original
Dreamer setup otherwise.

In particular, for each time-step t, we sample action at
π from the learned policy π and

then calculate the IVE(5), similar to Eqn. (5.2). Then, we can form the mean-variance
knowledge equivalent (KE, Markowitz, 1952), given by:

U(s) = µ-IVE[5](s) + β · σ-IVE[5](s). (C.6)

We use online gradient-based or sample-based planning, a.k.a. model predictive con-
trol (MPC, Garcia et al., 1989) for selecting an action (see §2.3.3).

We used β = 0.1, 10 gradient steps or 10 samples from the learned policy for guiding the
search in all of our experiments, shown in Table C.1.

Table C.1: Results for the Dreamer (Hafner et al., 2019a) agent and IVE variants on
a modified version of the walker task with varying degrees of reward sparsity controlled
by η, where higher η corresponds to harder exploration. A “♢” indicates methods that
use gradient-based trajectory optimisation, while “♣” indicates methods that use sample-
based trajectory optimisation. We report mean and standard error of episodic returns
(rounded to the nearest tenth) over 3 runs after 1M steps. Higher-is-better and the per-
formance is upper bounded by 1000. The best performing method, per-task, is in bold.

Methods η = 0.0 η = 0.2 η = 0.3 η = 0.5

Dreamer 1000±00 720±10 570±60 80±50

Dreamer♢ 1000±00 540±30 240±50 40±30
µ-IVE[5]♢ 1000±00 860±40 690±70 210±60

µ+ σ-EVE[5]♢ 1000±00 1000±00 980±10 280±50
µ+ σ-EMVE[5]♢ 1000±00 910±20 730±40 210±60
µ+ σ-IVE[5]♢ 1000±00 1000±00 1000±00 330±70
µ+ σ-IVE[5]♣ 1000±00 1000±00 1000±00 280±40
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Angelos Filos, Eszter Vértes, Zita Marinho, Gregory Farquhar, Diana Borsa, Abram
Friesen, Feryal Behbahani, Tom Schaul, Andre Barreto, and Simon Osindero. Model-
Value Inconsistency as a Signal for Epistemic Uncertainty. In Proceedings of the 39th
International Conference on Machine Learning, volume 162 of Proceedings of Machine
Learning Research, pages 6474–6498. PMLR, 2022.

Chelsea Finn, Sergey Levine, and Pieter Abbeel. Guided cost learning: Deep inverse
optimal control via policy optimization. In International conference on machine
learning, pages 49–58, 2016.

Chelsea Finn, Pieter Abbeel, and Sergey Levine. Model-agnostic meta-learning for
fast adaptation of deep networks. In International Conference on Machine Learning
(ICML), pages 1126–1135, 2017.

Sebastian Flennerhag, Jane X Wang, Pablo Sprechmann, Francesco Visin, Alexandre
Galashov, Steven Kapturowski, Diana L Borsa, Nicolas Heess, Andre Barreto, and
Razvan Pascanu. Temporal Difference Uncertainties as a Signal for Exploration. arXiv
preprint arXiv:2010.02255, 2020.

J Foerster. Deep multi-agent reinforcement learning. PhD thesis, University of Oxford,
2018.

Jakob Foerster, Gregory Farquhar, Maruan Al-Shedivat, Tim Rocktäschel, Eric Xing,
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