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When superconductivity is suppressed by high magnetic fields in La,_,Sr,CuQOy, striped antiferromagnetic
(AFM) order becomes the magnetic ground state of the entire pseudogap regime, up to its end at the doping
p* [Frachet, Vinograd et al., Nat. Phys. 16, 1064 (2020)]. Glass-like freezing of this state is detected in '*La
NMR measurements of the spin-lattice relaxation rate 7,”'. Here, we present a quantitative analysis of 7,
data in the hole-doping range p = x = 0.12 — 0.171, based on the Bloembergen-Purcell-Pound (BPP) theory,
modified to include statistical distribution of parameters arising from strong spatial inhomogeneity. We observe
spin fluctuations to slow down at temperatures 7" near the onset of static charge order and, overall, the effect
of the field B may be seen as equivalent to strengthening stripe order by approaching p = 0.12 doping. In
details, however, our analysis reveals significant departure from usual field-induced magnetic transitions. The
continuous growth of the amplitude of the fluctuating moment with increasing B suggests a nearly-critical state in
the B — 0 limit, with very weak quasistatic moments possibly confined in small areas like vortex cores. Further,
the nucleation of spin order in the vortex cores is shown to account quantitatively for both the value and the p
dependence of a field scale characterizing bulk spin freezing. The correlation time of the fluctuating moment
appears to depend exponentially on B/T (over the investigated range). This explains the timescale dependence
of various experimental manifestations, including why, for transport measurements, the AFM moments may be
considered static over a considerable range of B and T'. These results make the high-field magnetic ground state

up to p* an integral part of the discussion on putative quantum criticality.

DOI: 10.1103/PhysRevB.106.054522

I. INTRODUCTION

There are various reasons for which high 7, superconduc-
tivity in the cuprates is a hard problem. It is now clear that
one of these reasons is that the superconducting state impedes
the ordering of spin or charge degrees of freedom. Because of
these competing effects, ordered phases may thus remain par-
tially or entirely “hidden”, which hampers full understanding
of the cuprate electronic properties. Nevertheless, tremendous
progress has been accomplished in the last two decades as
experiments using magnetic fields to quench superconductiv-
ity have played a pivotal role in exposing the spin and/or
charge orders that compete with superconductivity [1-4]. A
recent study combining nuclear magnetic resonance (NMR)
and sound velocity measurements in La;_,Sr,CuO,4 (LSCO)
[5] has provided the latest illustration of how high fields can
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uncover a hidden piece of the cuprate puzzle. This paper
revealed a connection between magnetism and the pseudogap
phase that had been hitherto hidden by superconductivity:
When superconductivity is removed by high fields, the striped
antiferromagnetic (AFM) glass (sometimes referred to as
spin-glass or spin-stripe phase) persists well above its end-
doping in zero field ps; >~ 0.135 [Fig. 1(a)], actually up to the
endpoint of the pseudogap phase, p* ~ 0.19 [Fig. 1(b)]. Note
that in La;_,SryCuOy the hole doping p is considered to be
equal to the Sr concentration x.

At the qualitative level, that the same frozen state of
AFM moments [6] extends from the doped Mott insulat-
ing state at p >~ 0.02 up to p* underlines the relevance of
Mott physics throughout the pseudogap state, even suggest-
ing a possible connection between local-moment magnetism
of the doped Mott insulator and the pseudogap state. This
paper, however, raises a number of important questions.
How is the magnetic quantum phase transition connected
with the sharp changes in the electronic properties observed
across p* in high-field measurements [7-9]? How do we
describe the zero-field ground state? Is it sharply distinct
from the high-field (AFM glass) ground state? Could the

©2022 American Physical Society
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FIG. 1. Schematic phase diagram of LSCO showing that the
pseudogap and antiferromagnetic (AFM) glass phases have separate
doping endpoints in zero field (B = 0, left) but coinciding endpoints
in high fields (right), according to the NMR and ultrasound results in
Ref. [5].

slow spin fluctuations have any impact on the transport
properties?

The purpose of this paper is to perform a quantitative
analysis of the NMR results of Ref. [5] in order to gain insight
into these questions. A central issue in the analysis will be the
presence of strong spatial inhomogeneity of various origins,
as discussed below.

The paper is organized as follows: Section II describes the
fitting model, Sec. III discusses the results and their interpre-
tation. The readers who are not interested in the details may go
directly to Sec. IV, an extended summary of the main points
discussed in the previous section. Perspectives are mentioned
in Sec. V.

II. NMR BACKGROUND AND MODEL

A. Why T| measurements?

The most direct information on magnetic order is the
magnitude of the ordered moment, which is in principle ex-
tracted from the broadening or splitting of the NMR lines.
In La-based cuprates (La214 in short), internal fields (k) of
~10 — 40 mT produced by ordered moments up to 0.3 up
within the CuO, planes have been successfully detected from
measurements in zero external field [10,11] or with the field
applied parallel to the planes [12].

In the specific case of field-induced order, however, mea-
surements of NMR spectra cannot provide information on the
ordered moment. Indeed, because the ordered moments lie
within the planes, such measurement require in-plane fields
(B || ab) while the existence of the field-induced order itself
requires out-of-plane fields (B || ¢) [5,13]. As a matter of fact,
the '*’La linewidth broadens only slightly upon cooling for
B || ¢ and saturates when spins freeze (see Fig. 12 for an
example). Therefore, magnetic ordering will be detected here
through the low-energy spin fluctuations, which are probed by
measurements of the spin-lattice relaxation rate Tl_1 of ¥La
nuclei.

B. The standard BPP model

Our NMR experiments probe properties of the hyperfine
field h oc AS produced at the '*°La nuclear positions by
the electronic spins S in CuO, planes (A is the hyperfine

coupling tensor). In their original model [14], Bloembergen,
Purcell, and Pound assume an autocorrelation function of the
fluctuating hyperfine field h(¢) that decays exponentially with
time (¢),

(h(HR(0)) = (h*)e "™, (1

where 7, is called the correlation time.

Fourier transformation of this expression and evaluation of
the resulting spectral density of fluctuations at the NMR fre-
quency wy, leads to the following expression of the relaxation
rate 7,

5 21,
yn 27
I+ (wLTc)

with the nuclear gyromagnetic ratio y, and the angular Larmor
frequency w;, = 27 f, f being the actual resonance frequency.

Here, (h}) = (hi,) + (h;,) is the time-averaged, squared
hyperfine field (also called “fluctuating field”) transverse to
the direction (z) of the applied field (B). For a diagonal hyper-
fine tensor A, Tfl is thus related to the correlation function
(84(1)S-(0)).

Equation (2) has a maximum when 7, = a)L_l , that is, when
electronic fluctuations are as slow as the NMR frequency.
Therefore, if electronic fluctuations slow down so much upon
cooling that they eventually become slower than the NMR
frequency, there must be a temperature T at which w;, = Il

leépp = <hi>

@

Then, 7;"' reaches a maximum value

(n)y;?
wy, ’

(1) r = @)
Since w; o« B in NMR and since B does not affect the physical
properties in general, (Tl_l)maX usually varies as B~'. As we
shall see, this is no longer true in superconducting cuprates as
(k%) strongly increases with B.

C. Basic assumptions

We follow previous studies of spin freezing in cuprates
[13,15-18] that have shown that the peak in Tl_l could be
reproduced using the BPP formula [Eq. (2)] in which all
of the temperature (T') dependence arises from a diverging
correlation time 7, upon cooling,

7.(T) = 1o e50/%8T 4)

The activation energy Ey for spin fluctuations is assumed to
be T (but not B) independent over the full fitting range [and
SO is (hi) in Eq. (2)]. Its physical interpretation in terms of
spin stiffness will be discussed in Sec. IV. The exponential 7,
has no onset temperature: Equation (4) describes fluctuations
that continuously slow down upon cooling, eventually becom-
ing frozen (i.e., static) at 7 = 0 without any phase transition
intervening at finite 7. In Sec. III B, we also briefly discuss
fitting to a Vogel-Fulcher-Tammann dependence,

7(T) = Too eEo/ks(T=Tvr) 3)

Experimentally, however, the spin system appears to be
frozen as soon as fluctuations become slower than the time
scale of the technique. The larger the time scale, the higher
the temperature of the apparent freezing. The BPP peak tem-
perature Tpeq, namely the freezing temperature at the NMR

054522-2



COMPETITION BETWEEN SPIN ORDERING ...

PHYSICAL REVIEW B 106, 054522 (2022)

timescale, is readily obtained by inserting Eq. (4) into the
condition wy, = T Vand w;, = ¥, B to first approximation (ne-
glecting the Knight shift and the quadrupole shift that are
small corrections to wy),

T = ——20_ ~ _—Eo ©
peak In(w; 7o) - In(y, 7o B).

Notice that we shall evaluate Ey in Kelvin and @ = 7' in
meV, thus implicitly setting kg = 1 and i = 1.

D. The spatial-inhomogeneity problem

Quantitative analysis of the results is a daunting task as
multiple levels of spatial inhomogeneity make the problem
very intricate and they strongly affect the results for a local
probe such as NMR. Moreover, we are not aware of a model
that takes into account the full complexity of this problem.
In the superconducting mixed state, electronic properties are
intrinsically inhomogeneous at relatively short length scales
as the competing magnetic order is thought to be enhanced
in and around the vortex cores [19-27]. In addition to this,
there is evidence that spatial heterogeneity characterizes the
spin-freezing process, regardless of the presence or absence
of superconductivity [13,15-18,28-35]. A third source of in-
homogeneity lies in the possible phase separation between
magnetic and non-magnetic regions, as suggested by neutron
scattering studies [36]. In principle, there is also significant
spatial inhomogeneity of the hole doping in LSCO [37].
Nevertheless, this appears to have little influence on measure-
ments of the spin-lattice relaxation rate Tfl of ¥La [18,34].

Direct information on inhomogeneity is encoded in the
probability density of relaxation rates Tl_'. This quantity can
in principle be determined without any assumption on the
distribution by performing an inverse Laplace transform of
the NMR relaxation curve (the time evolution of the nuclear
magnetization returning back to its equilibrium value). This
technique has been put forward recently in the cuprate context
[34,35]. However, it requires levels of signal-to-noise ratio
that are difficult to achieve in time-constrained experiments
at high-field facilities and its application is also not straight-
forward in general [38]. Furthermore, while inverse Laplace
transform gives the full probability density of relaxation rates,
its result still needs to be subsequently interpreted within a
model in order to relate 7} to physical parameters and to
characterize the evolution of these parameters with B, p or T'.
This has not been attempted yet.

Here we use a simpler approach first developed by Curro
et al. [15,16,39]: The relaxation curves are fitted by stretched
exponentials (a standard way to determine a “typical” relax-
ation rate [18,40]) and the temperature dependence of the
thus-determined Tl_l values is then fitted by a modified BPP
model in which the characteristic energy Ej is distributed,
e.g., by a Gaussian. We generalize this approach by intro-
ducing ad hoc distributions of all relevant fitting parameters
to account for the inhomogeneous relaxation mechanism in
LSCO.

E. Statistical distribution of parameters

NMR studies of spin-freezing in superconducting cuprates
[5,12,13,15,16,18,28-33,41,42] generally find that the relax-
ation curves are stretched, which indicates that there is a
distribution of relaxation rates (in the absence of any signifi-
cant quadrupolar relaxation mechanism, which is true at low
T). In this situation, a standard procedure is to fit the relax-
ation curves with a stretched exponential form, which yields
a “typical” relaxation rate Tl’l, equivalent to the median of
the distribution, and a stretching exponent 8 that quantifies
the breadth of the distribution [18,33,34]. Indeed, as shown
by Johnston [40], for 0.5 < 8 < 1, 1 — B is proportional to
the logarithmic full width at half maximum (FWHM) of the
distribution (8 = 0.5 corresponding to a distribution over an
order of magnitude and 8 = 1 to a Dirac function) and the
value of Tfl is within about 10% of the median of the dis-
tribution (i.e., the value that splits the cumulative probability
into equal halves, see Fig. 15 for an example). For g ~ 0.3,
Tl_1 is distributed over two orders of magnitude and the value
of T,”! becomes about twice the median.

In order to fit the T dependence of T7;, we convolute
the BPP formula [Egs. (2) and (4)], with positive-
definite Gaussian distributions of E; and 1, (for
convenience we define a =Int, and distribute a) as
follows:

Ty ppais (T) = Nf / T spp(Eo. a, T)

_ By )*

o dadE,
/' / 2 2 2t.(Ey, a)
N "1+ (0L7(Eo, a))
(EO EOL = ”()
e 2aa2 dadEy
L [® %20 207
=V /0 /: (W)Y, m
) wpe?TT)
(Eg—Ep,0)* 2
e M e_%dadEo. 7

Here N is the normalisation

(EO EO‘) (a—ac)?
N = f / = o5 dadEy,

Notice that, in the following, on Ey . and a. we drop the
index c¢ (that indicates the center of the distribution) in order
to simplify the notations, so the fit parameters Ey and a will
actually refer to the center of the distribution of Ey and a,
respectively.

Introducing the distribution of 7, improves the fit quality
significantly at 7 above the peak (see Appendix, Fig. 14).
What Aa essentially does, and which AE, does not, is to
create a constant 7,~' where E; is small. The value @ = —31.5
(with 7o measured in seconds), corresponding to T, =
0.02 ps, was found to fit data well for different La-compounds
[15,16]. We thus keep this value fixed. Integrating a over
the full numerical range is computationally demanding, but
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FIG. 2. Relaxation data and fits for LSCO p = 0.148. (a) Raw Tl_] from stretched fits vs T at different fields. For B = 10 T, TI‘I(T)
could not be measured at intermediate temperature (T ~ 7 K), because the signal becomes very weak due to strong superconductivity, which
impedes the penetration of radio frequency pulses. However, some signal can be recovered at lower 7' since the nuclear magnetization is
proportional to 1/7'. Lines are calculated background relaxation rates based on linear-in-7 T1_] (constant (T;7)~") above T, and exponentially
gapped relaxation below T;(B) (see Appendix and Ref. [5]). (b) T,T;ubtr. after background subtraction fitted by T[éPP gise. (T) (continuous lines).
The subtraction affects only the high-7" range. For details about the fits, see text and Fig. 3.

limiting the integration range to a —3Aa < a < a+3Aa
leads to equivalent results when Aa > 1. When Aa < 1, we
keep a fixed Aa-independent integration range of £3.

We point out that distributing (h% ) would have no effect on
Tfépp gise (T) because the integral over (h%) can be factorized
out and simply gives (h%) = himean, as long as this distribu-
tion is uncorrelated with those of Ey and 7. Nevertheless,
this does not imply that the distribution of Tl_1 would be
unaffected if (hi) were to be distributed. In fact, the width
of the Tl_l distribution, of which the stretching exponent 8 is
a measure, would very well increase (see Appendix).

F. Analysis in the absence of a peak in 7,

At low fields (B < 10 T), it is impossible to determine
the BPP parameters from regular fits as no Tfl peak is dis-
cernible in the data. As explained in Appendix [Fig. 14(b)],
a single Tl_l value at low T is sufficient to determine (hi)
because Tfl becomes effectively 7' independent as Aa values
become large. In doing so, we of course implicitly assume that
freezing described by the BPP model still applies in this field
range, which is justified by the fact that the TI’1 values are still
considerably larger than the estimated background [Fig. 2(a)].

G. Assumptions, limitations, and caveats

(1) Following Curro and coworkers [15,16,39], the present
analysis posits that the width of the peak in Tl_'(T) arises
from a distribution of E, values, or equivalently from a
distribution of Teax values [Eq. (6)], and that 7. varies ex-
ponentially with T'.

(2) Our approach assumes unimodal distributions of the
parameters. This could be an oversimplification if the distri-
bution is bimodal or multimodal, for example if the sample
separates into regions that either undergo spin freezing
or do not show it at all. Accurate analysis of T]_1 data
in La1,8355r0_115CuO4 and La1_875Ba0.125CuO4 has actually

uncovered a bimodal distribution of the relaxation rate. How-
ever, both modes show qualitatively similar behavior, namely
slowing down of spin fluctuations [34,35], so unimodal dis-
tribution is still a reasonable approximation in that case. In
fact, while our approach determines properties of the distri-
bution indirectly and is in principle less powerful than the
direct use of the inverse Laplace transform (ILT), its value
lies in the capability to obtain a consistent parametrization of
1391 a datasets in LSCO [5,18,43] and to characterize how the
parameters evolve as a function of field and doping. Further-
more, we show in Appendix an example of a Tl’1 distribution
that is not unimodal even though the distributions of BPP
parameters are unimodal.

(3) We are fitting Tl_l data from stretched fits, that corre-
spond to the median of the Tfl distribution, by an expression
TféPP dise (T) [Eq. (7)] that gives the mean 7,”'. While this
may in principle be incorrect because the mean and the me-
dian may be very different, we explain in Appendix that our
model is justified by the fact that 7,7} .~ T} . for a
realistic distribution of relaxation rates that cannot have a tail
extending to infinity.

(4) We fix 1o, = 0.02 ps for all dopings but add a dis-
tribution of t.,. Good BPP fits would be possible without
this distribution, provided t is a free, i.e., field and material
dependent parameter [44]. However, T is the correlation time
at T >> Tpeak, SO it is unphysical to assume that it is strongly
field dependent. 7, is strongly cross correlated with other
fitting parameters such as (hi) and Ey, so fixing 7, helps to
identify the intrinsic B dependence of these parameters across
the investigated hole doping range. In principle, a field depen-
dence of the distribution Aa (a = In 7)) is also unphysical
but we consider that this betrays an actual, but nonessential,
shortcoming of the model (see discussion in Sec. IV).

(5) No correlation between the distributions of Ey, 7o, and
h, is introduced.

(6) Part of the nuclear relaxation is due to processes other
than the spin-freezing: there are other contributions to the
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FIG. 3. Field and temperature dependence of fitting parameters for LSCO p = 0.148. (a) Root mean squared fluctuating hyperfine field
(k)12 (b) activation energy Eo, (c) relative width of the distribution of Ey, and (d) width of the distribution of a = In 7., all as a function
of magnetic field. For B > 13.5 T, all fits parameters are free and unconstrained (solid symbols). For B < 12 T, Tl_1 (T) is flat (Fig. 2), so the
peak temperature is ill defined and the constraint AE,/E, = 0.42 has been used (open symbols), as determined from a fit of higher-field data
to a constant [dashed line in panel (c)]. The crosses in (a) where determined from a single value of 77 at base temperature (see text). The solid
line in (b) is a linear fit through the data while the dashes represent another possible dependence, also consistent with the data. The distribution
of 7, increases by an order of magnitude as Aa increases by a factor of 2.3 ~ In 10. At 10 T, 7, is spread over five orders of magnitude. At

the quantitative level, E, appears to depend approximately linearly on B while (k2 )

spin fluctuation spectrum as well as electric-field gradient
fluctuations [5]. Since we are only interested in fluctuations
from the local moments, these contributions should thus be
subtracted out before fitting with the BPP model. We take
a semiphenomenological approach that assumes uncorrelated
relaxation mechanisms, namely a background Tl_1 on top
of which the enhanced relaxation due to glassy magnetic
ordering develops. As explained in Ref. [5] (Supplemen-
tary Information), this background is taken to be 7T and B
independent above T (in agreement with available data below
~100 K) and with the B and T dependence expected for a
superconductor below 7. We thus fit the T1_1 from stretched
fits after subtracting the background. It is important to remark
that the field dependence of the assumed background makes
a negligible difference for fields where a clear peak in the
relaxation rate is visible, but in the following we subtract the
background at all fields for consistency.

(7) We reiterate that our analysis is an ad hoc parametriza-
tion of the data that aims at effectively accounting for spatial
inhomogeneity in a tractable model but that does not pretend
to be a realistic representation of the actual physical parame-
ters. Our goal with this “first-order approach” (a zeroth-order
approach would assume no distribution at all) is to give an
idea of the physical quantities that determine 77, to gain phys-
ical insight into the glassy freezing and its competition with
superconductivity as well as to motivate more sophisticated
approaches.

III. RESULTS AND INTERPRETATIONS

A. Organization of the discussion

Having defined the distributed BPP model we can now
show that it captures the full 7 and B dependence of T1_]
(see Appendix for details about samples and experimental
methods). We shall first provide a brief survey of the fitting
results and then proceed with a more detailed discussion. The
discussion will revolve around three main physical parameters
that characterize glassy antiferromagnetism: the fluctuating
field (hi) and the activation energy Ej (both of which are B,

1/2 varies more strongly (ocB3/?).

but not 7', dependent in our model) as well the correlation
time 7, that depends exponentially on E; (thus on B) and on
T [Eq. 4)].

Since we are presenting data as a function of temperature
(T), field (B), and hole doping (p), we have organized the
discussion in the following way: We first discuss aspects that
are more related to the T dependence and then we discuss
aspects that are more related to the B dependence. Since
our most comprehensive set of data is for the crystal with
p = 0.148 doping, we systematically describe results for this
sample first, and then for other doping levels when relevant.

B. Brief survey of the fit results

Figure 2 shows Tl_1 before and after the background
subtraction, together with the fits described above for
Lay §55Sr(.14§Cu0y. Figure 3 shows the field dependence of
the fitting parameters. The results of the fits rationalize three
characteristic behaviors of the data:

(1) The decreasing amplitude of the peak in Tl’l(T) upon
decreasing field is rooted in the strong decrease of the fluctu-
ating field (hi) [Fig. 3(a)].

(ii) The shift of the peak towards low temperatures upon
decreasing field arises from both the term —1/ In(B) in Eq. (6)
(a property of the BPP model, irrespective of the exact physics
at play) but also from the field dependence of Ey [Fig. 3(b)]
that is specific of LSCO.

(iii) The broadening of the peak upon decreasing field is
accounted for by a rapid increase in the width of the distribu-
tion of 1 [Fig. 3(d)] whereas the distribution of Ej relative
to Ey is constant versus field [Fig. 3(c)]. Recall that a = In 7,
is a logarithmic quantity, so an order of magnitude change in
A7, increases or decreases Aa by In 10! = +2.3. At 10 T,
T 18 thus distributed over five orders of magnitude.

We point out that Vogel-Fulcher-Tammann fits [Eq. (5)] did
not bring significant improvement: For fixed a = In 7, the
introduction of a distribution of Typ values was completely
unable to achieve the fitting goodness that Aa does and Tyg
values were negligibly small.
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FIG. 4. Doping evolution of magnetism in high fields. (a) T dependence of the relaxation rate 7,"' divided by 7T, at different hole doping
levels. The data for p = 0.21 has been lowered by 0.002 s~! K~! corresponding to the approximated contribution from electric field gradient
fluctuations [5]. Field values for each doping are: 28 T (p = 0.12), 34 T (p = 0.148), 28 T (p = 0.155),44.7 T (p = 0.171), and 40 and 45 T
(p = 0.21). Complete datasets and fits of doping levels other than p = 0.148 are presented in Appendix, Fig. 13. (b) Root mean squared
fluctuating hyperfine field (h,)"/? determined either from from fits to TIT];PP gise. (T) for fields at which a peak is visible in TI_I(T) (i.e.,
B> 12T for p=0.148, B > 19 T for p = 0.155 and all fields for p = 0.12) or from a single T,’l(B) value at low T otherwise (see text). In
this latter case, temperatures are in the range 1.5 — 2 K, depending on sample. For p = 0.12, the value of (h2)!/? at B = 0 (open symbol) is
taken from a fit of Tl_1 peak measured at 20 T with the field oriented in the CuO, plane, i.e., a situation for which the field weakly affects
superconductivity. The horizontal-dashed line marks the 1.5 mT value used as a criterion to define the onset of quasistatic spin fluctuations

(see text).

In order to visualize the weakening of slow spin fluc-
tuations upon increasing hole doping, Fig. 4(a) shows the
(T,T)~" data versus T at the highest-measured field for dif-
ferent doping levels (dividing Tl_1 by T helps to visualize the
difference with the nearly-constant behavior of the p = 0.21
sample). The steep peak in T1_1 versus T for p = 0.12 shifts
to lower T, decreases in amplitude, and broadens upon in-
creasing p and then entirely disappears for p = 0.21 > p*.
The weakening of quasistatic magnetism upon decreasing B
or increasing p is also reflected in the B and p dependence of
(hzl)l/2 shown in Fig. 4(b).

C. Probe-frequency dependence

The activated behavior of 7. for p = 0.148, as deduced
from Eq. (4) and the fitted Ey values [Fig. 3(b)], is shown in
Fig. 5(a) at two different fields. 7. is seen to cross the typical
time scale of various experimental techniques at different
temperatures. This means that the freezing temperatures 7,
depends on the time scale of the measurement.

In neutron scattering (NS), the timescale is defined by the
energy resolution, which is rather coarse in standard exper-
iments (~meV). This results in a quasielastic, rather than
purely elastic, signal over a substantial range of 7 above
T,"MR [45]. In the data at 34 T for example, TgNS ~ 13 K
whereas TgNMR =4K.

For p =0.12, TgNMR = 10 K while a similar analysis (not
shown) gives T, >~ 23 K at the neutron timescale. This is
in reasonable agreement with the experimental value TNS ~
30 K [1,46,47] that (fortuitously) coincides with the zero-
field 7. The slight difference between our model’s prediction
and the neutron onset temperature may result from t.(7") not
exactly diverging exponentially and/or from a distribution
of Theax values [Eq. (6)]: indeed, the distribution does not

contribute to the value predicted from the median 7,~' but it
tends to increase the temperature onset of the signal detected
in neutron scattering (or muon spin rotation) experiments.

The probe-frequency dependence of the freezing temper-
ature arises from the divergence of 7, being slower than the
critical slowing down at a second-order phase transition. Such
a gradual slowing down is typical of glassy systems and
glassiness may indeed be expected from quenched disorder
induced by the dopant atoms and by lattice inhomogeneity
[48-50]. Disorder is likely to induce frustration in the spin
system, especially as long as AFM order is intertwined with
charge-stripe order, the latter being more sensitive to disor-
der than the former, as witnessed by its shorter correlation
length. Furthermore, characteristic properties of spin glasses
(irreversibility, scaling behavior and remanent magnetization)
are observed in nonsuperconducting LSCO at low doping
p == 0.04 —0.05[51,52].

D. Physical interpretation of E,

An alternative explanation for the relatively slow diver-
gence of t. is that it is an intrinsic consequence of the
quasi-two-dimensional, nearly isotropic (Heisenberg) nature
of the spin system that orders only at 7 = 0 [45]. While this
latter view appears to be at odds with three sets of experi-
mental observations (traditional glass-like properties at low
doping [51,52], evidence that disorder plays a role [53,54]
and the three dimensionality of spin correlations for p >~ 0.12
[55,56]), it is interesting to note the similarity with the renor-
malized classical regime of the 2D Heisenberg AFM already
pointed out in several NMR papers [16,28-31,41,42]: in the
limit 7 > Tpeax, w7 < 1 and thus Eq. (2) reduces to Tl’1 x
T, = Too €XP k%“, which resembles the expression derived by
Chakravarty and Orbach [57] for the renormalized classical
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FIG. 5. (a) Correlation time 7. vs temperature in the 7 range
where the BPP fits are actually performed (continuous traces) and ex-
trapolated over the whole T range (dashes). The typical time scales of
a Ty experiment in NMR (for a ~100 MHz resonance frequency) and
of elastic neutron scattering (for an an energy resolution of ~1 meV)
are indicated. The quasiparticle (QP) lifetime of 0.1 ps is taken from
Ref. [9]. (b) t. vs magnetic field at T = 2 K. Lines are linear fits to
the data. Dashes represent linear and nonlinear extrapolation of the
data at the low- and high-field ends. The horizontal-dotted line marks
the value 7o, = 0.02 ps [Eq. (4)] used in our analysis. In both (a) and
(b), . values are deduced from the E, values in Fig. 3(b) and Eq. (4).

regime,

1 T 27 ps g
ok ) ocexp (). @®)
where the spin stiffness p; is proportional to the nearest-
neighbor AFM coupling J. Equation (8) is found to describe
the undoped parent compound LCO very accurately [58].
Even if the correlation length in optimally doped LSCO is
probably limited at low temperature by quenched disorder and
by competing effects from superconductivity, it is plausible
that the dynamics of freezing moments retain characteristics
of the renormalized classical regime, consistent with the idea
that spin fluctuations are “nearly singular” above T, [59]. The

activation energy E characterizing the low-frequency dynam-
ics [Eq. (4)] may thus be interpreted as a measure of the spin
stiffness.

E. Slow spin fluctuations versus CDW

Equation (4) defines an exponential slowing down that has
no onset temperature. Slow fluctuations may thus, in principle,
be present up to arbitrarily high temperatures. However, in
La; g75Bag.125Cu0Oy4 that has the longest-range CDW order of
all cuprates, the upturn of (the median) Tfl of "¥La turns
out to be very sharp and exactly coinciding with the CDW
transition temperature Tcpw =~ 54 K [32,35]. The stretching
exponent j (that relates to spatial inhomogeneity as explained
in Sec. ITE) also appears to deviate from 1 at Tepw [32] (in a
recent report on the same material, 8 deviates from 1 below a
slightly higher temperature of ~80 K [35], which might arise
from slightly different doping or homogeneity of the sample).
Clearly, it is principally the CDW transition that abruptly trig-
gers the slow spin fluctuations in La; g75sBag 125CuQO4 (notice
that the concomitance of the structural transition might also
play a role in the abruptness). If present above Tcpw, slow
spin fluctuations must have an amplitude lower than the NMR
detection threshold (determined by the “background” Tl_l due
to other components of the spin fluctuation spectrum and to
electric-field-gradient fluctuations). This includes the possi-
bility that slow fluctuations are present in a volume fraction of
the sample that is too small to be detected.

Consistent with earlier papers [16,30,31], the link between
slow spin fluctuations and charge order is visible in our data
for LSCO p = 0.12. Nonetheless, due to shorter-range charge
order in LSCO, things are expectedly a bit less clear-cut than
in Laj g75Bag 125CuQy: B still deviates from 1 at the CDW
onset Tepw =~ 75 K (i.e., spins already start to slow down in
parts of the sample at that temperature) but the median T1_]
increases less steeply than for La,_,Ba,CuOy4 and only below
~55 K [18]. That the median Tfl does not increase imme-
diately at Tepw indicates that the transition is more gradual
because of stronger spatial inhomogeneity in LSCO. This is
consistent with conclusions reached in Ref. [35].

For 0.14 < p < 0.17, the upturn in 7,"'(T') occurs entirely
below the zero-field T.. Its onset is thus field dependent due
to the competing effect of superconductivity. However, B de-
viates from 1 already above T, actually ~50 — 70 K (Fig. 6),
consistent with the onset temperature of static CDW order [see
Fig. 7(b)]. Therefore, the quasistatic spin fluctuations are still
intertwined with CDW correlations in this doping range but
the weakening of both orders and the greater strength of su-
perconductivity now tip the balance in favor of superconduc-
tivity: Spin freezing is hampered by superconductivity, which
results in a nonmagnetic ground state in zero field [Fig. 1(a)].

The correlation between CDW order and quasistatic spin
fluctuations is also manifested in the doping dependence of
the spin stiffness Ey from our highest field data: Like the NMR
freezing temperature Ty, Ej is strongly enhanced around p =
0.12 [Fig. 7(a)], that is, where charge-density wave (CDW)
order is the strongest.

It is important to point out that the 7 = 0 phase boundaries
for static CDW order are not settled yet. On the high doping
side in particular, a recent report [61] of CDW order in zero
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FIG. 6. T dependence of the stretching exponent § above the
zero-field T.. The departure from = 1 signals spatial heterogeneity
of T} values (due to slowing down of spin dynamics developing
inhomogeneously across the sample) and appears to be mostly cor-
related with the presence of static CDW correlations detected in
x-ray scattering. Tcpw data are from Refs. [60,61]. For p = 0.171,
B decreases again above 80 K (and thus does not reach 1) because of
quadrupole fluctuations related to the structural transition at 141 K

[5].

field at p = 0.21 seemingly points to a disconnection from
quasistatic spin fluctuations that are absent at this doping, at
any field [5]. However, the CDW signal might be dynamic
rather than static [61,63]. Therefore, where truly static CDW
order exactly ends in the phase diagram is at present unclear
in zero field, let alone in high fields where no experiments
have been performed yet. Quite evidently, it is of paramount
interest to investigate the field dependence of the static CDW
in the vicinity of p* and to determine the doping endpoint of
static CDW order, both in zero and high field. Is there any con-
nection with p* and with our results concerning spin order?

Disconnection between spin freezing and CDW may be
more evident on the low doping side: For p < 0.10, CDW
order, if any, is weak but the onset of slow fluctuations tends
to occur at increasingly higher 7 as p decreases and the
slowing down now takes place over a much larger 7" range
(see Refs. [28,33,65] and Fig. 7). Glassy spin freezing is
visibly less and less CDW driven as p is decreased towards
the nonsuperconducting boundary at p >~ 0.055.

The AFM spin-glass arises at low doping from strong two-
dimensional AFM correlations in the presence of disorder. Per
se, its strength would monotonically decrease upon increasing
doping but, in La214 cuprates, it is actually reinforced over
a range of doping around p = 0.12 because it intertwines
with charge-stripe order. This is unlike YBa,Cu3O, for which
static magnetism does not extend beyond p ~ 0.08 where
charge order starts to emerge [4,60].

F. Overall field dependence

The increase of the mean squared fluctuating field (hi)
upon increasing B [Fig. 4(b)] is reminiscent the increase of
the ordered moment measured in neutron scattering [46]. The
concomitant increase of the activation energy Ej [Fig. 3(b)]
signifies that the spin stiffness increases in high fields, which
results in a steeper divergence of t.(7") [Fig. 5(a)]. A con-
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FIG. 7. (a) Doping (p) dependence of the spin stiffness Ej that
tracks the doping dependence of the freezing temperature at the
NMR timescale T, (Ey and T, values are from our highest-field
data, see text). (b) Doping dependence of the onset temperature of
slow spin fluctuations (from our highest-field data) represented as
vertical bars: the upper value corresponds to the deviation of 8 from
1 (i.e., apparition of the first regions with slow fluctuations in the
sample) and the lower value to the temperature at which Tl_1 shows
a minimum (regions with slow fluctuations become large enough to
affect the median 7,"). The CDW phase is drawn according to x-ray
results in Refs. [60-63]. The dots indicate that the boundaries of the
phase are uncertain in zero field (there are issues related to whether
the x-ray signal is elastic or inelastic) and even more so in high fields
(no experiment yet). NMR data for p = 0.06, 0.07, and 0.10 are from
Refs. [28], [64], and [30], respectively.

sequence of the approximately linear increase of Ey(B) in
the investigated range is that 7, grows exponentially with B
[Fig. 5(b)]: at 2 K, 7, increases by eleven orders of magnitude
between 10 T and 34 T. Therefore, the correlation time of
spin fluctuations grows exponentially upon both decreasing T
and increasing B: 1. o« exp(B/T) in the explored range of B
and T.

As already mentioned, we also see a considerable increase
of the distribution Aa at low fields [Fig. 3(d)]. At the qualita-
tive level, this parallels the growing spatial inhomogeneity at
low fields indicated by the values of the stretching exponent
B atlow T: for p=0.148, 8 ~ 0.5 at ~30 T and g ~ 0.3
at ~4 T [5]. The distribution of Aa, however, seems more
extreme than the 7; distribution quantified by g. It is then
possible that the increase in Aa does not only reflect a growing
spatial inhomogeneity in the superconducting state but also a
deviation from the assumed exponential 7 dependence of 7,
that becomes more significant at low fields as superconductiv-
ity progressively quenches spin freezing.
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FIG. 8. Comparison of the field dependence of the fluctuating hyperfine field (42 )!/> measured in NMR and of the ordered moment
measured in elastic neutron scattering for p =x = 0.12 (a) and p = x = 0.148 (b). Neutron data are from Ref. [46]. The p = 0.148 crystal
studied in NMR has a precisely-determined doping [5] and is from the same batch as the neutron crystal initially labeled p = 0.145. Notice
that a slight vertical offset of neutron data in panel (b) (implying a tiny, rather than strictly null, ordered moment at low fields) would improve
the scaling with (k% )!/? below 7 T. This is not impossible given the £SR detection threshold of 0.005 w5 in Ref. [46].

In summary, the field dependence suggests that super-
conductivity “dissolves” magnetic ordering by reducing the
moment amplitude and by undermining both the stiffness of
the spin system and the strong divergence of the correlation
time.

G. High-field puzzle

A most striking evidence that the field-dependent freezing
arises primarily from the quenching of superconductivity is
the absence of spin freezing when the field is applied parallel
to the CuO; planes, which affects superconductivity much less
than perpendicular fields [5]. Within a scenario of competition
between superconductivity and spin order, one would also
expect the results in perpendicular fields to become field inde-
pendent above the upper critical field B, as indeed observed
for the CDW state in YBa,Cu30, [13,68,69].

Our data in LSCO, however, does not show any saturation
as a function of B [Figs. 3(a), 3(b), and 4(b)]. This implies
either that superconductivity is still present in some form and
competing with spin ordering at these fields or that the field
has an additional, direct effect on the moments, irrespective of
the presence of superconductivity (see Ref. [70] for one such
theoretical proposal). It is impossible to answer this question
here since our highest field values (30 - 45 T) are not signif-
icantly larger than estimates of B, based on an extrapolation
of the vortex melting line at 7 = 0 (see Refs. [5,71] and
references therein). Still, the absence of saturation up to at
least 28 T for p = 0.12 with B, >~ 20 T is puzzling and we
notice that there is also no saturation in the sound velocity
results up to at least 80 T at any doping level below p* [5,43].

This lack of saturation in the field dependence con-
trasts with neutron scattering measurements: For p = 0.12
[Fig. 8(a)], (hf_)l/2 varies much more with B than the or-
dered moment does. This is also possibly true for p = 0.148
[Fig. 8(b)]: for this doping, the NMR and neutron datasets are
not inconsistent within error bars but the strong field depen-
dence of (hi)l/ 2 up to at least 34 T is inconsistent with the
presumed saturation of the ordered moment above ~12 T [46].

Neutron data at higher fields would definitely be helpful here.
Had the field dependence of (h?%)!/? clearly matched that of
the ordered moment, we could have scaled the two quantities
to predict the ordered moment in putative neutron high-field
experiments close to p*. In the present situation, we refrain
from doing so.

H. Defining a magnetic-field scale

Inasmuch as spin fluctuations continuously slow down
upon decreasing T and freeze at a temperature 7, that depends
on the frequency of the experimental probe, one may expect
similar behavior as a function of field, namely a freezing field
that depends on the experimental time scale. This is indeed
the case for LSCO p = 0.148: from the t.(B, T') results in
Fig. 5(a) (and data at other fields, not shown in this figure),
we deduce the 7. = 4 x 107! s boundary in (B, T) space,
i.e., where fluctuations become as slow as 7,' = w = | meV
and thus contribute an elastic signal in neutron scattering (ig-
noring inhomogeneity aspects that complicate the problem).
As Fig. 9 shows, linear extrapolation of this data below 10 T
matches the neutron scattering finding that elastic scattering at
2 K onsets at ~7.5 T [46]. In other words, for this p = 0.148
doping, both the transition field at the neutron timescale and
the NMR data are consistently accounted for by the same
correlation time of spin fluctuations 7. o exp(B/T).

At T =2 K, the fluctuations reach the NMR frequency
at a higher field of ~14 T (Fig. 9) for p = 0.148, which
corresponds to the field at which a peak becomes discernible
in the data of Fig. 2. For other doping levels, however, the
same amount of information is unfortunately not available,
especially as a field of 45 T was insufficient to produce a
measurable peak in Tl_l for the p = 0.171 sample. Therefore,
we have no information on Ey and 7, for this doping. The
only available data, (hi), shows a smooth B dependence from
which no characteristic field scale naturally emerges.

Therefore, in order to determine a field scale for any dop-
ing level, we define the onset field By as the field above
which an “ordered moment” should be detected in neutron
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FIG. 9. Regions of the field B — T phase diagram where spin
fluctuations are frozen at the timescale of transport (10~'3 s), neu-
tron scattering (4 x 107'2 s) and NMR (10~% s) measurements (the
corresponding frequency values w = t! are also indicated). The
open symbols correspond to the intersections between experimental
7, values determined from BPP fits and the horizontal-grey bars in
Fig. 5(a) (see the symbol correspondence). Solid lines are linear
fits to the data. Filled point: experimental onset (7.5 T at 2 K) of
quasielastic intensity in neutron scattering [46], that nicely matches
the low-field extrapolation of the estimate based on NMR fits. Linear
extrapolation of the upper line (z, = 10~'3 s) up to 55 T yields a tem-
perature of 70 K, approximately matching the onset of the resistivity
upturn at this field [67]. Magenta and black dashes represent linear
and nonlinear extrapolation of the data at low fields, with and without
an onset field.

scattering (quotes are because of the quasielastic, rather than
purely elastic, nature of the signal as discussed above). We
use as a criterion the value of (hi) at the transition field of
7 T as determined from neutron scattering for p = 0.148 [46]
[horizontal line (h%)'/? = 1.5 mT at 7 T in Fig. 4(b)]. There
is thus no independently-measured value of Bgo, from NMR
at p = 0.148. A merit of this definition is that it agrees with
the onset of slow fluctuations detected in sound velocity [5]
(notice that a criterion based on the value of Tl’l, rather than
on (hi), was used in Ref. [5] and gives similar values of Bgjoy).
As Fig. 10 shows, By increases with p up to p* ~ 0.19,
meaning that, as doping increases, larger fields are necessary
to induce spin freezing. We now discuss the interpretation of
this observation.

I. Evidence for competing order in vortex cores

There is a fundamental difference between decreasing tem-
perature and increasing field: in the latter case, the AFM
glass emerges from the electronically inhomogeneous vortex
state. This situation, in which the competing order is en-
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FIG. 10. Doping dependence of the characteristic field Byo, de-
fined from NMR data (this paper) so as to match the transition
field Bpeyron at p = 0.148 [46] and compared to By, from ultra-
sound measurements (defined as the field above which a softening
of the shear elastic constant is observed) [5]. The Byeuron Value for
p = 0.144 is from Ref. [73]. By, appears to vary with p as éA_ﬁ,
with s the AFM correlation length measured by inelastic neutron
scattering at low energy and zero field for p = 0.14 [59], p = 0.16
[74], and p = 0.22 [75]. This scaling between Byo,, and S;Fz supports
the notion of AFM order emerging from the superconducting vortex
cores (see text). The dashes guide the eye through &,r data.

hanced in and around the vortex cores, is analogous to the
emergence of long range CDW order upon increasing field in
YBa,Cu30, [72]. To first approximation, the field at which
a bulk frozen state is reached corresponds to the critical vor-
tex density for which the halos of charge and/or spin order
start to overlap, just as the superconducting upper critical
field B, corresponds to overlap of vortex cores. By analogy,
Bgow should then scale with the inverse of the halo radius
squared [72]:

Dy
2E2L
where the halo radius is taken to be set by the AFM correlation
length &5p. In this picture, the characteristic field scale asso-
ciated with AFM ordering increases with increasing doping
(as indeed observed) because &ar decreases as one goes away
from the Néel phase.

According to Eq. (9), Byew values of 2.3 T and 7.5 T (taken
from neutron scattering results in two different samples with
p == 0.145 [46,73]) correspond to &ar values of 111 A and
69 A. The experimental values, measured in fields of 13-14 T
for these samples are: Exp > 120 A [73]and Epr = 75 A [46].
The agreement is remarkable, especially as the length scale
for the AFM halos to overlap should be proportional but not
necessarily equal to £4p (it depends on how the staggered
magnetization exactly decays with distance from the vortex
core).

In principle, the §sr values satisfying Eq. (9) are those
measured in an elastic (w 2~ 0) neutron scattering experiment
at B = Bgow. These are unknown for p > 0.15. Nonetheless,
&ar values from inelastic neutron scattering studies [59,74,75]
at low energy (w ~ few meV) and in zero field are sufficient
for the purpose of comparing the doping dependence (notice
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that, strictly speaking, diffraction peaks being at incommen-
surate positions, their width defines a spin stripe, rather than
purely AFM, correlation length). As Fig. 10 shows (notice that
the é;Fz scale does not start from zero, reflecting the fact that
the measured &ar is not infinite even when magnetic order is
present in zero field), By, values at different doping levels
are found to scale with 5;1:2, just as expected from Eq. (9).
This thus provides quantitative support to the picture of a
competing order emerging from the vortex cores.

In passing, we note that, based on the scaling between Bgjoy
and & ng, one would extrapolate Bgjow >~ 50 T for p = 0.22 >
p* (Fig. 10). Since slow spin fluctuations have not been seen in
ultrasound measurements performed up to 90 T for p = 0.21
[51, spin freezing is surely absent at any field at this doping
and by extension above p*.

J. Gap filling versus gap closing

At doping levels p > 0.15 for which magnetic order is
absent in zero field, a spin gap Agp, is observed in neutron
scattering studies ([76] and references therein). If the exci-
tations at Ay, have a triplet character, increasing the field
should linearly decrease the energy of the lower branch of the
S =1 state, which then ultimately crosses the singlet ground
state at a critical field B, = Agpin/gitp, thus giving rise to a
magnetic ground state as observed in low-dimensional quan-
tum magnets [77,78]. The field scale for magnetic order in that
case is thus set by the spin gap Agpin.

Here in LSCO p = 0.148, Agin > 4 to 9 meV (depending
on the definition used for the spin gap [79,80]) whereas the
Zeeman energy associated with the field-induced freezing is
gup B ~ 1 meV for a typical field scale of ~10 T. Therefore,
the field-induced order arises before Ay is closed.

Instead, the slow fluctuations appear as in-gap states [79],
which is consistent with the phase coexistence expected for
a competing order emerging from the vortex cores. Further,
the similarity of field-induced and Zn-induced magnetism
[81] is also in favor of in-gap states, since these latter are
well documented from neutron scattering studies of Zn-doped
LSCO [82]. This picture is likely to remain true for p > 0.148
since Agpin is weakly p independent in the doping range p >~
0.15 — 0.20 [80] whereas By has a strong p dependence
(Fig. 10).

K. Relevance to transport measurements

Most discussions on “quantum criticality” in cuprates (in
the loose sense of ground-state properties changing across p*)
have so far overlooked the possible effect of the magnetic
field. Our results, however, reveal that there is some difference
in magnetic properties between superconducting and non-
superconducting ground states. As pointed out in Ref. [5], the
field-dependent nature of magnetism up to p* may be relevant
for the interpretation of high-field experiments in La214, and
particularly for the question of quantum criticality inferred
from specific heat measurements [8]. In the present section,
we would like to discuss a different but complementary as-
pect, which is related to experimental time scales.

Looking again at the 7' dependence of the correlation time
7. for p = 0.148 (Fig. 5), one sees that the AFM moments can

be considered static on the scale of the quasiparticle lifetime
of ~0.1 ps (from Ref. [9] in Nd-LSCO) below a temperature
as high as ~40 K at 34 T, even though the moments become
frozen at the NMR timescale only at ~5 K. Figure 9 provides
an overview of how fluctuations evolve in the B — T plane.
The T range of slow fluctuations visibly expands in high
fields.

The same analysis shows that the 0.1-ps timescale is
reached far above T, at ~80 K, for p = 0.12 but only at
~10-20 K (at 30 Tesla) for p = 0.155.

We thus see that, up to p*, the slow spin fluctuations are
likely to impact transport properties measured in high fields,
not only at the lowest temperatures but also significantly
above the temperature of freezing at the NMR timescale. This
can even be above 7. when stripe order is already well de-
veloped in zero field, namely close to p = 0.12 in LSCO and
presumably up to p ~ 0.2 in LTT (low-temperature tetrago-
nal) variants of La214. Therefore, the presence of quasistatic
AFM fluctuations is potentially relevant to important optical
[83] and transport [7,9,67,84] experiments performed in a
similar range of 7', B, and p in La214.

In particular, a correlation between resistivity upturn and
magnetic freezing has been recently discussed in the con-
text of field-induced spin order in LSCO p = 0.143 [67],
thereby extending previous evidence of such correlation at
lower doping and zero field [28,31,85-87]. In our p = 0.148
sample (from the same batch as the p = 0.143 sample of
Ref. [67]), the temperature at which fluctuations reach the
0.1-ps timescale increases linearly with B (squares in Fig. 9).
Extrapolating this linear dependence up to 55 T, we find
that the 0.1-ps timescale should be reached at ~70 K, which
is about the onset of resistivity upturn at this field [67].
Of course, such correlation is only approximate: the onset
temperature of the upturn is not very precisely defined, the
quasiparticle lifetime of 0.1 ps that was determined for Nd-
LSCO p =0.20 may be different in LSCO p = 0.148 and
the linear extrapolation at high fields may not be justified.
Still, that the numbers match shows that our analysis of the
NMR data is at least semiquantitatively consistent with a link
between resistivity upturns and quasi-static spin fluctuations
(we note that a somewhat weaker field dependence of Ej
above 34 T, as suggested by ultrasound measurements [88],
leads to an extrapolated temperature of ~55 K at 55 T for the
0.1-ps timescale, which rather corresponds to the resistivity
minimum).

Correlation, however, does not imply causation. Therefore,
while the coincidence of p* with a transition in the high-field
magnetic ground state is unlikely to be accidental, we are not
claiming that the transformation of the Fermi surface below
p* [7,9] necessarily results from a reconstruction by frozen
antiferromagnetism in La214. The credibility of this scenario
depends, for instance, on whether the AFM correlation length
&ar 1s large enough in high fields up to p*, which is un-
known (we nonetheless note that £xp > 120 A at 145 T for
x = 0.144 in Ref. [73]). Furthermore, it is possible that the
Fermi surface of the pseudogap state (i.e., in zero field and
up to T ~ T*) consists of pockets that are insensitive to a
reconstruction by the low-7° AFM order observed here. Our
point here is simply that, in a striped cuprate such as Nd-
LSCO with p ~ 0.2, spin fluctuations should be sufficiently
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slow at T ~ T, (i.e., at temperatures relevant to most transport
experiments) for a scenario of reconstruction by quasi-static
AFM order to be considered. Our results actually beg the
question: Why would this state not reconstruct the Fermi
surface?

L. Nature of the low-field ground state

We now come back to the discussion of the field depen-
dence at low fields, which is directly connected to the question
of the nature of the ground state in zero or low field.

As already alluded to in the above, the values of T]’1 at low
B and T remain well above the values expected if the field had
only closed the superconducting gap [dashed lines in Fig. 2(a)
for p = 0.148], even though the peak in Tl_l(T) has disap-
peared below 10 T. Within our analysis, this is reflected in the
finite and smoothly B dependent values of (hi) [Fig. 4(b)].

In principle, vestiges of frozen magnetism may arise from
the least-doped regions of the sample [37]. However, as al-
ready noted above, *La NMR measurements do not seem to
be affected by this type of spatial inhomogeneity in general
[18,34], so it is unlikely that this explains the enhanced Tl_l
at low fields.

Actually, we have seen from the consistency between neu-
tron scattering and NMR data (Fig. 9) that the frozen state
arises gradually upon increasing the field, in the same way
as it arises from a gradual slowing down upon cooling. As
Fig. 9 also shows, the 7. = 10713 s, 7. =4 x 107! 5, and
7. = 1078 s lines all extrapolate linearly to a field as small
as 3.6 T at T = 0 (the common field value regardless of the
7. value being a consequence of the linear dependence of
Ey on B). This already points to quasistatic magnetism very
close to the zero-field ground state. Furthermore, it is possible
that 7. no longer depends linearly on B at low B values:
Figure 3(b) shows a possible S-shape dependence—saturating
on both high and low field ends—that is as consistent with
the data as the purely linear dependence. This thus suggests
that there may be no sharp difference between the low-
field and high-field ground states: quasistatic moments are
probably present at B < By, but of very weak magnitude
and/or occupying a relatively small volume fraction of the
sample.

It is then possible that the ground state in zero field can
be considered as nearly critical [89] between pg, >~ 0.135 (the
end of the frozen ground state in zero field) and p = p* (the
end of the frozen ground state in high fields): The system
“knows” that it is destined to become critical once super-
conductivity is locally suppressed in the vortex cores. This is
different from a situation in which superconductivity simply
shifts the end doping of the magnetic phase from p* down to
Dsg With no change in the zero-field ground state across p*.

In this regard, it is interesting to note that theory [23]
predicts the possibility that the order appears at arbitrarily
low fields around (and along) each single 3D vortex, before
crossing over to a more spatially-homogenous order at higher
fields (corresponding to the above-described overlap of AFM
halos in each plane). Evidence of such vortex-core magnetism
has been claimed from muon spin rotation measurements in
fields as low as 0.5 T [90].

M. Broad picture

Our paper sheds light on how superconductivity coexists
and competes with spin order, a question of obvious topical
interest in the cuprates [91-93]. In combination with the ultra-
sound results [5] that are complementary to the NMR results,
this paper also sheds light on the magnetism of La,_xSryCuQOy
by revealing that an AFM glass constitutes the nonsuper-
conducting ground state from the weakly-doped insulator at
p = 0.02 all the way up to p* = 0.19. As argued in Ref. [5],
this suggests that the same local-moment antiferromagnetism
as found in the doped Mott insulator survives throughout the
pseudogap regime. This observation adds to previous exper-
imental evidence that local-moment magnetism prevails in a
large part of the cuprate phase diagram [94], thus making
the doped Mott insulator the most natural starting point for
describing the pseudogap state.

The most striking aspect of the NMR and ultrasound results
is that the competition between superconductivity and spin
order is confined to the pseudogap state: As shown in Ref. [5],
no signature of competition is observed for p = 0.21 > p*.
It may be worth recalling here that short-range AFM cor-
relations have been found to survive above p* from NMR
[95], neutron scattering [36,75], and resonant x-ray scattering
[96-98] experiments in LSCO so our results are not explained
by the disappearance of AFM correlations. What disappears at
p* is the ability of the moments to freeze-out and to compete
with superconductivity.

These results establish an unexpected connection between
the pseudogap phase, defined by a relatively high-temperature
scale T*, and a much lower temperature phenomenon, spin
freezing, that may be taken as a signature of the doped
Mott insulator. It is even possible that the transition at p*
is precisely associated with the loss of Mott physics. This
would be in line with theoretical works using dynamical-
mean-field-theory [99] and with a recent pump-probe study
of Bi2201 [100]. Consistent with this view, a resonant x-ray
scattering study of Bi2201 and TI2201 observed a change
in the nature of (high-energy) magnetism around p* [101].
An alternative, albeit not necessarily incompatible explana-
tion views the transition at p* as a percolation phenomenon
in a phase-separated system with coexisting magnetic and
nonmagnetic patches whose relative areas change with doping
[76].

The unique ability to sustain local-moment magnetism
would then generically distinguish the pseudogap phase from
the correlated metal at p > p*. In the specific case of La214
cuprates, this would ultimately result in an ordered magnetic
ground state up to p*, provided competing effects from su-
perconductivity have been removed. However, we stress that
this is not necessarily so in other cuprates: While the frozen
AFM state is a symptom of local-moment magnetism, not
all cuprates are symptomatic from this standpoint. The inter-
twined spin and charge stripes are known to be specificity
of the La214 system while a cuprate like Bi2201 does not
seem to feature any resurgence of magnetism in high fields
[102].

Finally, we underline the relevance of our results to recent
theoretical work exploring the nature of the doping-driven
quantum phase transition from a metallic spin-glass with
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small Fermi surface to a Fermi liquid with large Fermi
surface in the + —J model with random all-to-all hopping
and exchange interactions (refs. [103,104] and references
therein). In this respect, the connection, if any, between the
small Fermi surface observed below p* in several cuprate
families [7,9,105,106] and magnetic properties (such as the
local-moment nature of the Cu 3d° states or the incipient
ordering of the AFM moments) is a fascinating issue.

IV. SUMMARY

In the doping range p = x = 0.14 — 0.18, superconducting
La;_SryCuO4 has a nonmagnetic ground state protected by
a spin gap. However, the application of magnetic fields B
perpendicular to CuO, planes promotes a ground state with
frozen antiferromagnetic moments, thus providing one of the
clearest cases of competition between superconductivity and
electronic ordering.

The slow fluctuations of the moments are detected in
NMR relaxation rate measurements. In this paper, we have
described a semiquantitative BPP model for the relaxation
rate of inhomogeneously-freezing electronic spins. The model
assumes that the characteristic timescale of the field-induced
fluctuations becomes exponentially large upon cooling down
to T = 0. There are also two T independent parameters: the
fluctuation amplitude (h2) and the spin stiffness Eo, in ad-
dition to distributions of the parameters. We have used this
model to fit the relaxation data [5] as a function of 7', for
different values of B and p. Our main findings may be sum-
marized as follows:.

(1) A correlation time that depends exponentially on B/T
accounts for the differences in the freezing temperature 7, and
in the onset field By, between NMR and neutron scattering.

(2) Above T,, the spin fluctuations are already slow
enough to potentially impact on transport properties. Whether
this leads to a reconstruction of the Fermi surface or not is
unsettled. Nonetheless, that quasistatic spins are present up
to p* and not beyond makes magnetism obviously relevant to
the question of quantum criticality at p* and more generally
to the interpretation of those experiments that find a sharp
change in the electronic properties across p*, especially if
these experiments are performed in high fields.

(3) Both the fluctuation moment (hi) and the spin stiff-
ness Ey are monotonously enhanced upon increasing the
magnetic field. The relative strength of quasistatic magnetism,
as quantified by the fluctuating hyperfine field (h%) (pro-
portional to the mean-squared or fluctuating moment), is
represented as a function of field and doping in Fig. 11.

(4) We defined a characteristic field scale Bgoy that marks
the onset of slow spin fluctuations in NMR and ultrasound
measurements as well as the onset of quasistatic scattering in
neutron experiments. We find that By, increases with doping
in a way that is quantitatively consistent with the notion that
bulk freezing occurs when the vortex density is large enough
that halos of local AFM order around each vortex core start to
overlap.

(5) It is possible that the difference between the high-
field and low-field ground states is more quantitative than
qualitative. Indeed, while the emergence of quasistatic mag-
netism upon increasing field is reflected in the strong increase
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FIG. 11. False-color representation of the doping (p) and field
(B) dependence of the mean-squared fluctuating hyperfine field
(h3)'? from data in Fig. 4(b). (h%) represents the amplitude of
the fluctuating moments. The dashed line (Byow) is from Fig. 10.
The vertical line shows the end doping of the pseudogap phase at
p* =0.19in LSCO.

of both (hi) and Ej, no sharp transition is observed as
a function of field. The data suggests that there may be
quasistatic moments of extremely weak amplitude already
below Bgjow. These could correspond to quasiordering within
a single vortex, which would be consistent with the idea
of field-induced low-energy fluctuations filling the spin
gap.

(6) Spin order and charge-stripe order are known to be
intertwined in superconducting LSCO but, because the '*La
probe lacks sensitivity to CDW order in CuO, planes, we
could investigate the relationship between the two orders only
indirectly. We observe that the onset of slow spin fluctuations
is essentially triggered by CDW order over the doping range
p = 0.12 — 0.18. Moreover, both Ey and T, are sharply en-
hanced at p = 0.12 where CDW order is the strongest and
they both decrease upon increasing p up to p*. It is thus
possible that the primary competitor of superconductivity up
to p* is charge-stripe order. However, an entirely open and
fundamental question is whether spin order would remain in
the high-field ground state up to p* if CDW order could be
suppressed by any means. Results in Zn-doped LSCO suggest
that the answer to this question might be in the affirmative
[81,82,107] but better characterization of the CDW in Zn-
doped samples is needed for a firmer answer.

(7) The more stable is the stripe phase (as a function
of either doping or field), the stiffer is the spin sys-
tem and the sharper the transition as a function of 7. In
La; g75Bag 125Cu0y that shows the sharpest magnetic transi-
tion of all striped cuprates, the difference in 7, values between
neutron scattering and NMR does not exceed a few Kelvin
[32,35].

(8) There is a puzzling absence of saturation in the high-
field data that is worthy of further investigation. Possible
interpretations include the possibility that AFM order com-
petes with superconducting fluctuations well above the bulk
B, determined by specific heat [71], as well as a direct effect
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FIG. 12. Width at half maximum of the *’La central line for
LSCO p = 0.148. The field is applied perpendicular to the CuO,
planes. The width saturate below ~20 K, the temperature at which
T, shows a maximum (Fig. 2).

of the field on low-energy spin fluctuations (i.e., irrespective
of the presence of superconductivity).

V. PERSPECTIVES

(1) The described analysis could allow to identify signa-
tures of spin freezing in cuprates where the relaxation rate is
enhanced but a clear peak in Tl_1 (T) is not visible.

(2) Our results provide motivation and guidance for fur-
ther high-field experiments in LSCO in the vicinity of p*.
Neutron scattering in high (most likely pulsed) fields should
observe the AFM glass above By, and allow a much-needed
measurement of the AFM correlation length in high fields.
Optical measurements could probe whether the field-induced
state is a putative 2D superconductor with interlayer decou-
pling as observed at much lower field/doping values [108].
Direct probes of CDW order in high fields across p* would
also be highly desirable. Finally, another natural extension of
our paper is the NMR study of LTT La214 cuprates across
p*. A recent neutron scattering study of Nd-doped LSCO

finds spin-stripe order above p* [109], seemingly contradict-
ing our NMR results in LSCO. However, as noted by the
authors, timescale issues might need to be considered here.
Furthermore, the Nd moment might complicate the analy-
sis in this system, thus calling for further investigations in
La;_,Ba,CuO,4 or Eu-doped LSCO.

(3) Spatial inhomogeneity, due to both disorder and the
vortex state, is clearly a key issue. Progress in our understand-
ing will require more sophisticated analysis of the NMR data
as well as quantitative predictions from theoretical models that
account realistically for this inhomogeneity.

(4) It is possible that quantum simulations using cold
atoms [110,111] provide in a near future an appropriate
settings for elucidating the particularly intricate interplay
between spin, charge and superconducting orders, with or
without quenched disorder.
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APPENDIX A: ADDITIONAL DATASETS

Figure 12 presents the T dependence of the '*La
linewidth.
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FIG. 13. T;"' data (symbols) from which a superconducting background has been subtracted as described in Ref. [5] for different doping
levels and the corresponding fits (continuous lines) with the distributed BPP model described in the text.
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TABLE I. Sample information.

Hole doping p T. (K) T, (K) Reference
0.122 +0.002 29.3+1.5 252+3 [43]
0.135 4+ 0.002 355+£1.5 22543

0.148 = 0.001 36.2+1 194 £2 [5,46]
0.155 +0.001 38.1+1 177.5+2 [5]
0.171 +0.002 37.5+1 141.5+3 [5]
0.210 &+ 0.005 25.6+1 6+£10 [5]

Figure 13 presents additional (background subtracted) 7
datasets and the corresponding fits to the distributed BPP
model.

APPENDIX B: EXPERIMENTAL METHODS

The samples were grown by traveling solvent floating
zone and the sample information is summarized in Table I.
Where available, the hole doping p is estimated from the
high-temperature tetragonal (HTT) to low-temperature or-
thorhombic (LTO) structural phase transition at 7.

We used home-built heterodyne NMR probes and spec-
trometers, superconducting magnets for fields up to 20 T,
the LNCMI M10 resistive magnet for fields up to 30 T and
the NHMFL hybrid magnet for fields up to 45 T. Fields
were applied along the c axis, i.e., perpendicular to the CuO,
planes.

The relaxation rate 7;"' was measured on the central
transition of '*°La (nuclear spin I = 7/2) without any contam-
ination from satellite transitions as the quadrupole splitting of
~6 MHz greatly exceeds the excitation width A f >~ 50 kHz.
The recoveries were defined by the time dependence of the nu-
clear magnetization M (¢ ) following a saturating pulse yielding
M(t =0)~0. T} values were determined by fitting these
recoveries to a stretched version of the theoretical law for

(@) 40 - LSCOp=0.148
F Bllc=19T
10"
v \ Aa=38
% 102 & \
= E \
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magnetic relaxation between m; = £1/2 levels of a nuclear
spin 7/2 [5,18,34],

&)ﬁ

M(t) =My oo — (Mi 0o — M—)(0.714 &7
+0.206¢ 5 +0.068¢F

4001275, (B1)

APPENDIX C: (k%) IN THE LIMIT OF LARGE Aa

The fact that for large Aa and small E, the BPP peak
becomes essentially 7 independent implies that measuring
the relaxation rate at a single temperature, e.g., T = 1.7 K
is sufficient to determine the fluctuating field (hi). It is the
nonzero (hi), which leads to relaxation rates (737 )~", which
are enhanced with respect to the normal state above T; and the
upturn in T]’I(B) at the lowest fields. Figure 14(b) illustrates
that (h3 ) no longer depends on E, for Aa > 9. According to
Fig. 3(d), for the p = 0.148 sample this limit is reached for
B < 12 T. For samples of higher doping it follows that even
for fields somewhat larger than By, this limit is still valid.

APPENDIX D: MEAN AND MEDIAN VALUES OF
PROBABILITY DISTRIBUTION FUNCTIONS

As mentioned in the main text, we are fitting the 7,
values that correspond to the median of the experimental Tfl
distribution as shown in Fig. 15(a) (because these values are
obtained from stretched fits of the recoveries [40]) by an

expression TITI;PP dgis. (T) [Eq. (7)] that calculates the mean
Tfl of a model distribution, depicted in Fig. 15(b).

Tlfépp gist. (1) [Eq. (7)] consists of a convolution of a func-
tion f(x) with a probability density function PDF(x — xp) (in
our case we convolute 7, ppp With a Gaussian where x — xo =
Ey — Ey ), which by construction gives the mean value, not

10" ‘
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FIG. 14. (a) Relaxation rate after background subtraction fitted by Tl__épp aise. () without distribution of @ = In 7., (dashed line) and with
Aa = 3.8 (where T, is in s~ black line). Notice that the distribution of a is assumed to be uncorrelated from that of E, [see Eq. (7)].
(b) Simulated Aa dependence of (h? )!/? based on Eq. (7) for an experimentally determined value 7,™' = 0.018 s ' atT = 1.7Kand B =3.7T.
For small Aa, E, affects (h%) strongly but above Aa ~ 9, the (h? ) value is essentially independent of Ey. This allows to determine (k%) from

asingle 7,”" value at low T.
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FIG. 15. Situation where the model distribution of relaxation rates (b) has a smaller asymmetry than the experimental distribution (a) such

that -

T mean, model

() =+

T median, experimental

(T') (thick-vertical line). The model distribution is “wrong” since its median relaxation rate differs from

the experimental median. (c) Regular (untruncated) and truncated log-normal probability distribution functions of the relaxation rate Ti] The

regular log-normal distribution has a median value of 30 s~!

and a much larger mean. For the truncated distribution [1/7;(max) = 100 s™']

the mean decreases strongly, so one finds medianyy,. ~ meany,,.. After truncation the distribution is normalized again, so the integrated area

is conserved.

the median, of that function with respect to the probability
density function (PDF),

fmean = /f(x) . PDF()C — )C())dx.

As mentioned, the mean relaxation rate calculated from the
model distribution depends only on the average fluctuating
field, so an advantage of the mean Tl_l is that we do not need
to assume a specific distribution of fluctuating fields. This
would be necessary if we needed to calculate the histogram
of the model distribution of 7;".

In general, the median and mean of an asymmetric distri-
bution with a long tail can differ significantly. In a realistic
situation, however, the mean Tfl does not differ greatly from
the median because the distribution of Tl_1 cannot extend to
infinity and must be truncated [Fig. 15(c)]. Within the BPP
model, according to Eq. (3), an infinite relaxation rate would
imply an infinite fluctuating moment.

For the log-normal distribution there are analytical expres-
sions available from Zaninetti [112] for the relation of the
mean and the median with which one can verify the effect
of the truncation: Figure 15(c) displays that the mean of the
truncated log-normal distribution meangy,. becomes much
more comparable to the distribution median median,,.. We
thus see that, although the distribution of relaxation rates is
asymmetric, the mean and median relaxation rates are similar,
which justifies the fitting by Eq. (7).

If we wanted to correctly model the experimental Tfl by
the median of a model distribution, this would require a spe-
cific distribution of fluctuating fields to numerically evaluate
the histogram of the distributed relaxation rates. While we
could make assumptions about the distribution of the fluctu-
ating fields (see for example the inset of Fig. 16), we do not
have an efficient implementation of the process embedded in
an automated fitting routine, which finds the best set of model
parameters.

APPENDIX E: COMPARISON OF DISTRIBUTED BPP
METHOD WITH ILT DISTRIBUTIONS

To assess the quality of the distributed BPP model, we
would like to compare the distribution of Tl_1 values that
corresponds to the fitted BPP parameters with the distribution
obtained from the inverse Laplace transform (ILT). For this
purpose, we extract the parameters ((hi), Ey, AEp) from a
distributed BPP fit of the Tl_1 vs. T data of Arsenault et al.
[34] in La; 335Sr¢.115CuOy4 and we calculate the corresponding
Tl’1 distribution, which we then compare with the calculated
ILT of Arsenault et al.

In our model, the maximum possible T1_1 value is
(T]_l)max = (hf_) ynz/a)L. [Eq. (3)]. As we did not introduce
any distribution of (h2), 7,”' must reach this exact value
at some temperature for every nucleus. This means that
we have introduced an artificial cutoff in the distribution
(no higher value is allowed). Consequently, the probabil-
ity density function (PDF) of Tfl calculated from the BPP
parameters diverges at (Tl_')max for temperatures close to
the peak. Since this is unphysical, we introduce a distribu-
tion of (k%) values that smoothes this singularity. Defining
h= (hf_)l/2 to simplify notations, we model 4 by a half
Gaussian (see inset of Fig. 16) with a width Ah. For this
particular distribution the mean value of 4> is equal to

AR Jﬁ% Joo exp(—ﬁ)dﬁ = AR?, so this distribution
is consistent with the fluctuating fields determined from BPP
fits provided that we set Al = hgpp. Such a distribution,
having its most probable value at i = 0, is consistent with
the distribution of static local fields () inferred by Hunt
et al. from ®Cu nuclear quadrupole resonance lineshapes in
La,_,Ba,CuOy [31].

There is a similar issue on the low Tl’l side of the PDF.
While we have modeled the BPP relaxation after subtract-
ing a background T1_1 (see Fig. 2 and Ref. [5]), the ILT is
performed on recoveries that contain all contributions to the
relaxation. These include the background Tfl that actually

determines the smallest possible value of Tl_l at T < Tpeak-
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FIG. 16. Comparison of probability distributions PDF(TI‘]) for
La; g5S1(.115CuO, at different temperatures based on the inverse
Laplace transform (ILT) (colored curves, reproduced from Arsenault
et al. [34]) with calculated distributions based on parameters Ey =
90.5K, AEy = 54.4 K, and &, = 41.3 mT from a distributed BPP fit
of T1(T) data of Arsenault et al. (grey histograms). The dashed trace
follows the background relaxation rate discussed in the text (see also
Fig. 2) and in Ref. [5]. The inset depicts the assumed half-Gaussian
distribution of the fluctuating field, 7 = (k2 )'/?, whose width Af is
taken to be equal to the 41.3 mT found in the BPP fit.

Indeed, based solely on the BPP mechanism, Tl_1 would drop
to arbitrarily low values as T — 0. We thus need to reestab-
lish the subtracted background “by hand” in order to avoid
unphysically small values when we reverse engineer the BPP
parameters to get PDF(T]_1 ). Again, if all nuclei had the same
7,”' background, there would be a singularity in PDF(7,™"),
so we distribute this background relaxation rate by a Gaussian,
whose width increases as 1/7 with cooling. The 1/T depen-

dence mimics the increased width of PDF(Tl_l) from high to
low temperature and is chosen for the sake of simplicity (a
more realistic choice would probably require introducing an
onset temperature near Tcpw = 80 K, as discussed in the main
text).

The calculation of PDF(TI’I) histograms shown in Fig. 16
takes place in two steps. First, we calculate 7' for each

point (Eo, h, T ) in parameter space and its prob-

1back5,r
ability P(Eo, i Ibdckgr) considering the (half—)Gaussian

distributions w1th widths AEp, Ah and AT, ! “backgr.- Second,
as we want to compare to ILT distributions that are plotted
on logarithmic scale, the probabilities are sorted and binned

together in 50 bins from log,, 7, to logyy 7} . and each

binned probability is weighted with its corresponding 7~ L
We restrict the comparison to temperatures below 100 K, for
which the data is correctly described by the BPP peak and/or
the approximated background T1 backer, X T

The agreement between the calculated PDF(T]_I) and the
ILT is not perfect but some features of the ILT distribu-
tions are reproduced (Fig. 16): (i) The peak position initially
shifts to lower values with cooling below 100 K, tracking
Tl blackgr o T. (ii) The distribution eventually broadens, lead-
ing to the shoulder at intermediate temperatures. Asymmetric
histograms, however, systematically underestimate the me-
dian value compared to the ILT distributions. (iii) At base
temperature 4.2 K, the two distributions are similar: two peaks
appear, reminiscent of the bimodal ILT distribution, although
the peak positions do not match. In the calculated histogram,
the peak on the left hand side is rooted in Tlfbgck . and is not
centered at the dashed line but is shifted due to the weighting
by Tf in combination with a large AT1 backer.- POssibly, the
left peak of the ILT distribution corresponds to frozen spins
that relax at a faster background relaxation rate than assumed
in our model.

We are of course aware that our distributed BPP analysis is
based on modeling the data with over-simplified parametriza-
tion and various assumptions but it is a bold attempt to
understand a very complex problem within a physically rea-
sonable model. For instance, it might be argued that assuming
additive contributions (the BPP freezing and the residual
“background” relaxation) is itself suggestive of some form
of phase separation. Nevertheless, any nucleus must always
be affected by residual relaxation, for instance, relaxation
by paramagnetic impurities at low 7'. Therefore, despite the
shortcomings of the analysis, the findings suggest that a uni-
modal distribution of the BPP parameters can reasonably
describe the inhomogeneous relaxation process and that the
bimodal nature of the Tl_l distribution found in the ILT anal-
ysis could arise from residual relaxation processes yielding a
lower bound to Tfl values at low T, rather than from spatial
differentiation [34]. More work is certainly needed to clarify
the issues related to inhomogeneous nuclear relaxation.
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