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A B S T R A C T

One of the key steps towards economic feasibility of wave energy conversion technology concerns scaling
up to farms of multiple devices, in the attempt to reduce installation costs by sharing infrastructure, and
a consequent drop in levelised cost of energy. Moreover, whenever wave energy systems are deployed in
proximity (in so-called arrays), the exploitation of the hydrodynamic interactions between single devices is
fully enabled, potentially increasing the final energy outcome. To achieve this in real (operational) time,
the employed energy-maximising control strategies require control-oriented array models, able to efficiently
describe the dynamics of these interconnected systems in a representative fashion. This can be, nonetheless, a
difficult task when considering first principles alone, under small motion assumptions, for modelling purposes.
Recognising the uncertainty associated to array numerical models obtained from the linearisation of simplified
system equations around their equilibria, this paper presents models of several array configurations identified
following a frequency domain approach on the basis of experimental data. Tailored tests on laboratory-scale
devices have been designed and conducted in the Aalborg University (Denmark) wave tank facility, with the
purpose of performing representative system identification of the wave energy systems arrays. The obtained
models are validated on different representative sea states configurations, in controlled and uncontrolled
motion operational conditions. The validation results are fully discussed and analysed in terms of standard
error measures and time lag, while the obtained models are made freely accessible via a linked repository
(named OCEAN), in the attempt to openly provide validated models for different array configurations.
1. Introduction

Given the increasing world energy demand, the interest for sus-
tainable and renewable energy technologies has grown over the last
decades, becoming a crucial topic for research and development (Hos-
seini, 2020; Nastasi, Markovska, Puksec, Duić, & Foley, 2022). Among
the available renewable energy technologies, one with the most (yet
still untapped) potential is wave energy (Astariz & Iglesias, 2015;
Clément et al., 2002), with around 32000 TWh/year to be potentially
exploited (Mork, Barstow, Kabuth, & Pontes, 2010). Part of the ob-
stacles towards technology convergence can be attributed to the large
number of different technology solutions currently being explored to
solve the wave energy absorption problem (Guo & Ringwood, 2021;
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Trueworthy & DuPont, 2020). This variety of prototypes and concepts,
present in the field, can be certainly attributed to the relatively large
number of open issues that must be addressed in the development of
economically feasible wave energy converters (WECs). Challenges like
the variability of the wave energy resource itself (Falcão, 2010; Li,
García-Medina, Cheung, & Yang, 2021), the definition of the system
employed in the conversion of the physical WEC motion into useful
energy (Carapellese, Pasta, Sirigu, & Faedo, 2023; Scavalla, Rossi, La
Battaglia, & Pio Belfiore, 2023), or the installation (Vining & Muetze,
2007) and maintenance (Guanche, de Andrés, Losada, & Vidal, 2015;
Mérigaud & Ringwood, 2016) of WEC devices, play an important role
in the current lack of an efficient and ‘strong’ technology solution.
vailable online 17 April 2024
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One of the most crucial problems to be solved in the pathway
towards economic viability of wave energy technology is the develop-
ment of effective control strategies (Ringwood, 2020; Ringwood, Zhan,
& Faedo, 2023). Wave energy control is responsible for maximising the
energy absorbed by WEC devices, while guaranteeing, at the same time,
the safety of any mechanism involved in the conversion chain. To fulfil
these requirements, the control problem characterising this application
is formulated in terms of the optimal computation of the force (or
torque) exerted by the actuation system employed in the conversion
process to maximise the associated energy conversion output, based on
the current wave conditions. Given this energy-maximising nature, the

ave energy control problem falls under the umbrella of optimal control
heory. The results of the solution of this optimal control problem
irectly affect the final levelised cost of energy (LCoE), by maximising
he annual productivity (Ringwood, Bacelli, & Fusco, 2014), reducing
he overall costs of the device (Ströfer, Gaebele, Coe, & Bacelli, 2023),
nd any immediate need of maintenance actions (Centeno-Telleria,
izpurua, & Penalba, 2022).

At the state-of-the-art, the vast majority of the control strategies
mployed to maximise wave energy extraction are model-based. In other
ords, control-oriented models, able to describe WEC dynamics, are di-

ectly exploited in the control synthesis process. The models employed
or this purpose are the result of a trade-off between accuracy and com-
lexity, in the attempt to provide an effective description of the system
ith low computational burden, guaranteeing real-time feasibility of

he numerical solution of the control problem during operations (Faedo,
arcia-Violini, Peña-Sanchez, & Ringwood, 2020; Pasta, Papini, Faedo,
attiazzo, & Ringwood, 2022). The Navier–Stokes equations (which

overn the motion of a body surrounded by a fluid) are usually strongly
implified during the development of these control-oriented models,
ssuming hypotheses of linearity and/or small oscillations around the
ystem equilibria. As such, the resulting computation associated with
ny hydrodynamic contributions is usually affected by modelling un-
ertainty, which can be difficult to quantify (Farajvand, Garcia-Violini,
indt, Grazioso, & Ringwood, 2021). Moreover, the same hypotheses

dopted in the modelling stage are inherently invalidated by the ap-
lication of the optimal control strategies themselves, resulting in the
o-called modelling paradox (Windt, Faedo, Penalba, Dias, & Ringwood,
021). In fact, control strategies aimed at maximising the energy
xtracted by WEC devices tend to emphasise their movement, driving
he system outside the range of validity (linearity) used to derive the
orresponding models. These issues become even more relevant when,
n the attempt to scale up the technology, wave energy converters are
eployed in farms (the so-called WEC arrays). In fact, whenever two or
ore devices are deployed in close proximity, they interact by means of

he surrounding wave field. However, this interaction is often modelled
ssuming the same hypotheses that are considered whenever a single
evice is modelled, leading to larger uncertainties. Understanding this
nteraction is of crucial importance for the development of effective
ontrol strategies (Garcia-Rosa, Bacelli, & Ringwood, 2015; Li & Bel-
ont, 2014), and for the proper design of the array layouts (Faedo,
eña-Sanchez, Pasta, et al., 2023; Garcia-Rosa et al., 2015). This in-
eraction indeed, which depends (among other factors) on the distance
etween devices in any given array configuration, can have positive or
egative impact on the overall power absorption. As such, not including
his interaction in the model employed to synthesise the controller (or
odelling it in a not representative manner) affects the energy conver-

ion of the WEC array, leading to suboptimal performances (especially
ith arrays of close WECs) (O’Sullivan, Sheng, & Lightbody, 2018). The

mportance of having reliable and representative models of WEC arrays
ble to describe the dynamics of these systems in operative conditions
otivates the application of system identification techniques in an

xperimental setup. The result of the application of these techniques
re models which are more representative of the actual process, and
lso subject to a lower degree of uncertainty, not being based upon the
2

inearisation of physics equations around an equilibrium. Moreover, in
the proposed tests, the identification employs data obtained at different
excitation amplitudes, in the attempt to average the system behaviour
over the system operational range, instead of assuming the validity of
a linearisation around a (rest) equilibrium condition.

1.1. Contributions and paper positioning

Considering the discussion provided in Section 1, this paper presents
the application of system identification techniques to model five dif-
ferent array configurations on the basis of data collected during an
experimental campaign at the wave tank facilities of Aalborg Uni-
versity, Denmark. The test employed to identify the control-oriented
models of the arrays, is designed and performed with the sole purpose
of performing data-based modelling of the systems in a wide range of
operative conditions. This is done in the attempt of obtaining reliable
and representative models, which are not based upon linearisation of
physical equations (i.e. first principles modelling) or other simplifica-
tions. To the best of authors’ knowledge, this study represents the first
application of system identification techniques to develop models of
arrays of wave energy systems purely on the basis of experimental
data. The thus obtained models are then validated in uncontrolled and
controlled conditions, with the controlled tests performed with both
passive and reactive control strategies. To perform the validation tests,
three representative sea states are considered (as from the available
dataset of tests in Faedo, Peña-Sanchez, Pasta, et al. (2023)), to validate
models in different representative irregular wave conditions. Apart
from providing a methodology to obtain models of arrays of wave en-
ergy systems on the basis of real data, this study makes openly available
the resulting validated models. Through the creation of a dedicated
repository (termed OCEAN — Open-access Collection of Experimental
wave energy Arrays Nominal models (Pasta et al., 2024)), it provides
reliable models to design controllers for different configurations of
arrays of wave energy systems and to study their dynamics. Moreover,
these models of real scaled experimental arrays enable fast and exten-
sive simulations, and, for this reason, they can be employed to assess,
through a validated tool, the performances of different controllers and
array configurations.

1.2. Paper structure

The remainder of this paper is organised as follows. In Section 1.3,
the main notation employed through the paper is presented. Sec-
tion 2 recalls the wave energy optimal control problem, together with
the standard modelling assumptions employed for these devices and
a brief account of the state-of-the-art of WEC control. In Section 3,
the experimental setup adopted during the tests in the wave tank is
presented, and the considered array configurations discussed in this
study are introduced accordingly. In Section 4, the design of the signals
employed in the tests aimed at identifying the representative models
of the WEC arrays is discussed, while Section 5 analyses the data-
based modelling process and the obtained models for the different array
layouts. Section 6 discusses model validation in different conditions
(uncontrolled, and controlled by a passive and a reactive controller),
describing the validation methodology in detail, and providing valida-
tion results in terms of accuracy and lag, based on time-domain data.
Finally, Section 7 draws the overall conclusions of this study.

1.3. Notation

The set of non-negative real values is denoted as R+, while C<0 and
C0 denote the sets of complex values with negative and zero real part,
respectively. Unless otherwise stated, if 𝑥 ∈ C𝑛, the notation 𝑥𝑗 ∈ C
denotes the 𝑗th entry of 𝑥. The eigenvalues of a matrix 𝐴 ∈ C𝑛×𝑛 are
denoted as 𝜆(𝐴). Given 𝑥 ∈ C, the notation {𝑥} denotes the real-
part of 𝑥, while {𝑥} is used to define the imaginary-part of 𝑥. The

notation 𝐹 (𝑠), 𝑠 ∈ C, and 𝐹 (𝑗𝜔), 𝜔 ∈ R, are used for the Laplace
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and Fourier transforms of the function 𝑓 , respectively, provided these
are well-defined. The convolution between two functions 𝑓 and 𝑔, with
{𝑓, 𝑔} ⊂ 𝐿2(R), i.e. ∫R 𝑓 (𝜏)𝑔(𝑡− 𝜏)d𝜏, is denoted as 𝑓 ∗ 𝑔. Finally, given
{𝑓, 𝑔} ⊂ 𝐿2(𝛯), 𝛯 ⊂ R, their standard inner product is denoted (and
defined) as ⟨𝑓, 𝑔⟩𝛯 = ∫𝛯 𝑓 (𝑡)𝑔(𝑡)d𝑡.

2. Wave energy systems modelling and control problem definition

As discussed within Section 1, wave energy systems are devices
aimed at converting the mechanical energy contained in ocean waves
into electrical energy, by means of a conversion chain that exploits the
device motion generated by the incoming wave field. WECs are usually
composed of a floating body (the hull) and a controlled actuation sys-
tem (the so-called power take-off, PTO). The dynamics of these devices
are mainly the result of the interaction of the hull with the surrounding
fluid and the PTO. Potentially, some inner conversion mechanisms
could also be present, characterising, in this way, the conversion chain,
and consequently the WEC dynamics (Carapellese, 2023; Scavalla et al.,
2023). As already introduced in Section 1, in the attempt to reduce
the costs of deployment by sharing infrastructure, multiple devices
have to be installed in arrays, trying also to exploit the (eventually
constructive) interaction that is generated by their proximity.

Under the hypotheses of frictionless and irrotational flow, linear
wave theory, and device displacement significantly smaller than the
dimension of the floating body itself, linear potential flow theory can
be employed to model the WEC dynamics. With these assumptions, a
simplified control-oriented equation describing the motion of an array
of 𝑁 wave energy systems can be formulated as1:

(𝑚 + 𝑚∞)𝑧̈𝑎𝑟𝑟. + 𝑘𝑟 ∗ 𝑧̇𝑎𝑟𝑟. + 𝑠ℎ𝑧𝑎𝑟𝑟. = 𝑓𝑒𝑥 + 𝑢, (1)

where 𝑧𝑎𝑟𝑟. ∶ R+ → R𝑛𝑁 , 𝑡 ↦ 𝑧𝑎𝑟𝑟.(𝑡), is the displacement vector
of the WEC array (with 𝑛 degrees of freedom – DoF – considered
for each of the 𝑁 devices), and 𝑚 ∈ R𝑛𝑁×𝑛𝑁 is the generalised
inertia matrix (i.e. the block diagonal matrix containing the inertia
matrix of each device belonging to the array). Following Cummins’
formulation (Folley, 2016), the radiation contribution is split into the
generalised added mass at infinity frequency 𝑚∞ ∈ R𝑛𝑁×𝑛𝑁 , and the
convolution term 𝑘𝑟 ∗ 𝑧̇𝑎𝑟𝑟., involving the radiation impulse response
matrix 𝑘𝑟 ∶ R+ → R𝑛𝑁×𝑛𝑁 , 𝑘𝑟𝑖𝑗 ∈ 𝐿2(R), ∀{𝑖, 𝑗} ⊂ {1, 2,… , 𝑛𝑁},
𝑡 ↦ 𝑘𝑟(𝑡), while 𝑠ℎ ∈ R𝑛𝑁×𝑛𝑁 represents the restoring coefficient
matrix, employed to model the linear restoring phenomena. Finally,
in Eq. (1), 𝑓𝑒𝑥 ∶ R+ → R𝑛𝑁 , 𝑡 ↦ 𝑓𝑒𝑥(𝑡), is the excitation force2

vector, while 𝑢 ∶ R+ → R𝑛𝑁 , 𝑡 ↦ 𝑢(𝑡), represents the control action
vector. The terms related to the radiation contribution (𝑚∞ and 𝑘𝑟) are
geometry-dependent and are usually computed numerically by means
of boundary element methods (BEMs), see for instance Nemoh (Babarit
& Delhommeau, 2015).

Control-oriented models, as the one reported in Eq. (1), are em-
ployed in the synthesis of control strategies adopted to define 𝑢. As
already mentioned in Section 1, WEC controllers are aimed at max-
imising the energy converted by any given WEC devices, and, for this
reason, the control synthesis process is written in terms of an associated
optimal control problem (OCP). To be precise, this problem is usually
formulated as the maximisation of a performance function  , which
is a measure of the energy absorbed by the device over a certain time
interval  = [𝑎, 𝑏] ⊂ R+. A standard formulation of such performance
function is given by the absorbed mechanical energy3:

 (𝑢) = 1
𝑇 ∫

𝑏

𝑎
𝑢(𝜏)⊺𝑆𝑧̇𝑎𝑟𝑟.(𝜏)d𝜏, (2)

1 From now on, the dependence on 𝑡 is dropped when clear from the
context.

2 Here the term ‘force’ is employed in a general sense, to refer to both forces
and torques depending on the considered degree of freedom.

3 Since the focus of this study is related to control-oriented modelling of
arrays of multiple devices, note that Eq. (2) is formulated in a generic fashion,
3

enabling, by means of the definition of the non-null terms in the diagonal of
where 𝑇 = 𝑏 − 𝑎, and 𝑆 ∈ R𝑛𝑁×𝑛𝑁 is a diagonal selection matrix,
where the terms on the diagonal are used to select the proper device
and degree of freedom over which the conversion process effectively
takes place. Other performance metrics that are different from the
absorbed mechanical energy are also admissible, e.g. by taking into
account of the net power, or energy at different stages of the conversion
chain (for instance, by exploiting wave-to-wire (Penalba & Ringwood,
2019; Rosati, Said, & Ringwood, 2023) or wave-to-grid (Said, García-
Violini, & Ringwood, 2022; Said & Ringwood, 2022) models). Apart
from energy-maximisation, WEC controllers are responsible for en-
abling safe operations and avoid exceeding physical constraints (Bacelli
& Ringwood, 2013). In the attempt of ensuring these requirements,
soft constraints can be implemented via additional terms in  , or hard
constraints can be formulated along with Eq. (2), as:

⎧

⎪

⎨

⎪

⎩

|𝑧𝑎𝑟𝑟.| ≤ 𝑧𝑎𝑟𝑟.,𝑚𝑎𝑥,

|𝑧̇𝑎𝑟𝑟.| ≤ 𝑧̇𝑎𝑟𝑟.,𝑚𝑎𝑥,

|𝑢| ≤ 𝑢𝑚𝑎𝑥,

(3)

for all 𝑡 ∈  , with
{

𝑧𝑎𝑟𝑟.,𝑚𝑎𝑥, 𝑧̇𝑎𝑟𝑟.,𝑚𝑎𝑥, 𝑢𝑚𝑎𝑥
}

⊂ R𝑛𝑁+, leading to a
constrained optimisation problem. As a consequence, the resulting OCP
to be solved in the WEC controller synthesis process can be written as

𝑢opt = argmax
𝑢

 (𝑢)

s.t.:
WEC dynamics (1),
Motion and input constraints (3).

(4)

Several control strategies have been employed in the WEC con-
trol literature (Ringwood et al., 2014) in the attempt of solving the
OCP presented in Eq. (4). Among the control applications that are
present in the wave energy field, two different classes of strategies
can be identified: optimisation-based and non-optimisation-based con-
trollers (Faedo et al., 2020). The first class (optimisation-based control)
includes strategies that require an online numerical solution of the
OCP (Eq. (4)) to compute the corresponding control action. This in-
cludes (but it is not limited to) model predictive control (MPC) (Bracco,
Canale, & Cerone, 2020; Jama, Wahyudie, & Noura, 2018; Zhan, Li,
Na, & He, 2019), moment-based control (Faedo, Peña-Sanchez, Garcia-
Violini, et al., 2023; Faedo, Scarciotti, Astolfi, & Ringwood, 2018),
and spectral and pseudo-spectral control (Auger, Merigaud, & Ringwood,
2019; Mérigaud & Ringwood, 2018). Non-optimisation-based control,
instead, includes all controllers proposing an approximate realisation
of the so-called impedance-matching condition (Coe, Bacelli, & Forbush,
2021; Faedo, Carapellese, Pasta, & Mattiazzo, 2022), in the attempt to
maximise the overall energy absorption. Examples of controller appli-
cations belonging to this class are the Linear Time Invariant Controller
(LiTe-Con) (Carapellese, Pasta, Paduano, Faedo, & Mattiazzo, 2022;
Garcia-Violini, Peña-Sanchez, Faedo, & Ringwood, 2020), and the Lin-
ear Quadratic Gaussian (LQG) control (Scruggs, Lattanzio, Taflanidis, &
Cassidy, 2013; Scruggs & Nie, 2015).

Even if some effort has been put on the development of model-free
control approaches (Pasta, Faedo, Mattiazzo, & Ringwood, 2023), like
extremum seeking (Moens de Hase, Pasta, Faedo, & Ringwood, 2021;
Parrinello et al., 2020), or reinforcement learning (Anderlini, Forehand,
Bannon, Xiao, & Abusara, 2018; Anderlini, Forehand, Stansell, Xiao,
& Abusara, 2016) most of the control solutions employed in wave
energy field are model-based, i.e. they are based upon a model of the
controlled WEC (Pasta, Faedo, et al., 2023). This means that a control-
oriented model of the system is required to synthesise the control

matrix 𝑆, a centralised control formulation (where  is a measure of the total
energy absorbed by the array), or a decentralised control formulation (where
instead, the goal of the control strategy of each device is the maximisation of
the energy absorbed by the single device itself, without taking into account of
the possible interactions between WECs (Garcia-Rosa et al., 2015)).
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strategy itself (as per the definition of the OCP presented in Eq. (4)). In
the WEC control loop, models play a role not only in the synthesis of
the controller (Pasta, Paduano, Mattiazzo, Faedo, & Ringwood, 2023).
In fact, realistic control applications for wave energy systems employ
also estimators, in the attempt to estimate the (unmeasurable) force
𝑓𝑒𝑥 acting on the WEC (Mérigaud & Ringwood, 2018; Peña-Sanchez,
Windt, Davidson, & Ringwood, 2020), which are often based upon the
same control-oriented models adopted in the control synthesis process.
Moreover, whenever predictive control strategies are considered, such
disturbances can be forecasted (Nguyen & Tona, 2018; Peña-Sanchez,
Merigaud, & Ringwood, 2020), and knowledge of future system be-
haviour can be also considered when solving the corresponding OCP.
In addition, in the same context, models allow the system dynamics to
be propagated into the future, enabling constraint handling.

The numerical characterisation of the device based on potential
flow theory obtained through BEM solvers assumes motions that can
be linearised around an infinitesimally small parameter, usually wave
steepness. This condition, and the validity of the models resulting from
this assumption, is challenged under controlled conditions, in which
the motion tends to be exaggerated by the control action. In fact,
performances of model-based controllers can deeply depend on the em-
ployed model fidelity in operational conditions. For this reason, if the
modelling errors (which could be either parametric or consequence of
unmodelled dynamics) are relevant, not only performance is degraded,
but the controlled system can behave in an unpredictable manner, caus-
ing problems or even jeopardising safe operations. These considerations
motivate the adoption of a data-based approach which derives models
from real data taken over a range of operative conditions.

3. Experimental wave energy systems array and setup

This section is aimed at describing the experimental setup that has
been employed in the performed experiments at Aalborg University
facilities. In particular, a precise description of the wave tank facil-
ity, together with the instrumentations and the array configurations
considered, is provided. This is the same that is presented in Faedo,
Peña-Sanchez, Pasta, et al. (2023), where the experimental setup is
described, together with the dataset (SWELL) of tests employed in this

ork for validation purposes.

.1. Wave tank specifications

The presented experimental tests have been performed within the
ave tank facilities available at the Ocean and Coastal Engineering
aboratory at Aalborg University, Denmark. The available basin is
chematically4 represented in Fig. 1, together with the positioning of
he WECs considered in the tests. The wave tank is composed by a
9.3 m × 14.6 m × 1.5 m (length × width × depth), basin, which

has an active testing area of 13 m × 8 m (length × width). A long-
stroke segmented VTI wavemaker system, composed by 30 individually
controlled wave paddles, able to provide also active absorption, is
installed in the wave tank. The wavemaker is employed to produce a
large variety of sea state conditions with high accuracy (see Vázquez y
Torres Ingeniería SL. (VTI) (2024)) in the frequency range of scaled
operating conditions of WaveStar devices, which goes from 2 rad/s
to 10 rad/s (Faedo, Peña-Sanchez, Pasta, et al., 2023). During the
presented tests, the water depth within the tank has been fixed to 0.9 m,
while the wavemaker is set to generate long-crested waves, i.e. parallel
with respect to (w.r.t.) the 𝑦-axis, and with a direction of 0◦ on the
4

𝑥-axis, as indicated within Fig. 1. o
Table 1
Main parameters describing a single Wavestar 1:20 prototype
considered in the tests.

Parameter Value

Floater mass 4 kg
Mass moment of inertia w.r.t. A 1 kg m2

Floater draft 0.110 m
Floater diameter at SWL 0.256 m
Equilibrium position w.r.t. point A 𝜃0𝐴 0.523 rad
Distance points A-C 𝐿𝐴𝐶 0.412 m
Distance points C-B 𝐿𝐶𝐵 0.381 m
Distance points A-B 𝐿𝐴𝐵 0.200 m
Distance points A-E 𝐿𝐴𝐸 0.484 m
Distance points A-E in 𝑦 0.437 m
Distance points A-E in 𝑧 0.210 m
Centre of gravity in 𝑦 0.415 m
Centre of gravity in 𝑧 −0.206 m
Centre of buoyancy in 𝑦 0.437 m
Centre of buoyancy in 𝑧 −0.321 m
Arm mass 1.157 kg
Arm moment of inertia 0.060 kg m2

3.2. WEC prototype

The WEC device considered for the presented experimental cam-
paign is a 1:20 scale version of the Wavestar wave energy conversion
system (Hansen & Kramer, 2011). Four units of this prototype are
reported in Fig. 2, together with a schematic of a single Wavestar
device. The latter is composed of a floater, which is mechanically
hinged to a fixed reference point (A in Fig. 2) which is above the still

ater level (SWL). In this way, the WEC is free to move in a single
oF. In equilibrium conditions, the arm connecting the floater to the
inge stands approximately at 30◦ w.r.t. the SWL. The main physical
arameters describing the single prototype can be found in Table 1.
he actuation system (i.e. the PTO) is an electrical, direct-drive, linear
otor (LinMot Series P01-37 𝑥 240F ), mounted on the upper structural

oint composing the device (see Fig. 2). The PTO drive is a LinMot
1200, with a force rating up to ±200 N.

.3. Array configurations

The experimental setup considers the Wavestar prototypes (devices
1 to D4 in Fig. 1) placed within the wave basin by means of supporting

tructures mounted on a gantry (see Fig. 2). The devices have been
nstalled considering row-like array configurations, with a distance
f 39 cm from centre to centre of adjacent devices. This distance
orresponds to approximately 1.5 times the diameter of the scaled
avestar floater (see Table 1), resulting in an inter-device distance

between floaters edges) of approximately one radius, i.e. 13 cm. By
eans of the supporting structure, each device can be lifted out of the
ater manually, allowing different array configurations depending on

he set of devices effectively operating inside the basin.
Five different layout configurations (from L0 to L4), involving up

o 3 different devices operating simultaneously within the basin, were
onsidered during the presented experimental campaign (see Fig. 3).
his is done in the attempt of investigating the array dynamics and
he interaction influence between devices. The choice of the different
ayouts has been made according to the following lines. The first layout
L0), composed of a single device (D1), has been chosen to provide a
aseline case. This is motivated by the previous modelling and vali-
ation literature for this specific Wavestar prototype (see, e.g. Faedo,
eña-Sanchez, Garcia-Violini, et al. (2023), Garcia-Violini et al. (2021),
ansen and Kramer (2011), Zurkinden, Ferri, Beatty, Kofoed, and
ramer (2014)). This also provides the opportunity of characterise

4 Note that Fig. 1 is simply a schematic representation of the setup, and
bjects are not in-scale with respect to the tank dimensions.
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Fig. 1. Schematic representation of the wave basin at the Ocean and Coastal Engineering Laboratory, in Aalborg University. The schematic includes the position associated with
each device within the tank. The acronym SWL stands for still water level.
𝑧

Fig. 2. Picture of the array of scaled Wavestar prototypes, together with a schematic
representing the main components of a single device belonging to the considered arrays.

Fig. 3. Schematic of the five different layout configurations considered within the
experimental tests. In right side figure, the devices placed inside the water have been
represented with a dark blue colour, while the ones lifted outside of the water are
presented in light blue. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

experimentally the dynamics of a standard single point absorber device
without the influence of other devices in close proximity. The layouts
from L1 to L3 instead are aimed at generating and describing array
interactions between two devices at different inter-device distances (the
distance between the devices centres grows from 39 cm in L1 to 117 cm
in L3). The modelling goal of the tests, in this case, is to properly
5

characterise the interaction between the devices and elucidate how
this changes with distance. Finally, a layout with three closely arrange
devices is considered (L4), extending the L1–L3 layouts, in the attempt
to analyse the difference between the interaction among the devices in
a more complex layout.

3.4. Acquisition system and available data

The data acquisition system employed during the tests is that de-
scribed in Faedo, Peña-Sanchez, Pasta, et al. (2023). The target PC em-
ployed to handle the overall input/output (I/O) interface is a Speedgoat
Real-time Target Machine, connected by means of standard Ethernet
to a host PC, transferring data using a user datagram protocol (UDP).
Among the input measures, the PTO system translational displacement
is both obtained as an output of the PTO driver and measured by means
of a dedicated laser position sensor (MicroEpsilon ILD-1402-600), for
redundancy. The total force that acts on the PTO axis is measured
through a load cell (S-beam Futek LSB302). Dual-axis accelerometers
(Analog Devices ADXL203EB) are installed on the deck of the pro-
totype floaters. The information obtained from such accelerometers
is exploited, together with the translational motion measurements,
to derive rotational motion measurements (i.e. angular velocity and
displacement) with respect to the fixed reference point A, represented
in Fig. 2. The measurement data of all variables of interest are acquired
at a sample rate of 200 Hz.

The goal of the tests performed as part of this study is to derive
control-oriented models describing the dynamical relation that occurs
between the total force acting on the PTO axes (i.e. the superposition
𝑓𝑒𝑥 + 𝑢 in Eq. (1)), and the resulting velocities of the WEC array (i.e.
̇ 𝑎𝑟𝑟. in Eq. (1)). In particular, since single-DoF (pitching) devices are
considered as part of the array configurations, the input and output
variables of interest for each wave energy system are the total torques
acting on the device, computed with respect to the 𝑥-axis passing
through the A reference point (see Fig. 2), and the resulting pitching
velocities of each device. Considering an array of 𝑁 devices, the input
and output variables are 𝑓𝜃 ∶ R+ → R𝑁 , 𝑓𝜃 = [𝑓𝜃,1,… , 𝑓𝜃,𝑁 ]⊺ and 𝑣𝜃 ∶
R+ → R𝑁 , 𝑣𝜃 = [𝑣𝜃,1,… , 𝑣𝜃,𝑁 ]⊺ respectively. As previously discussed
within this section, during the experimental campaign, some variables
can be directly measured, while others have to be derived from such
measurements. In particular, considering the 𝑖th device in the array,
the measured variables are:
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𝑇𝑂,𝑖: Linear displacement (in m) of the 𝑖th device PTO motor. This can
be measured either via the incorporated driver sensor, or the laser
sensor on top of the PTO axis.

𝑎𝐄,𝑖: Linear acceleration (in m/s2) of the 𝑖th WEC floater at its point
E. This can be measured by virtue of the accelerometer on top of
the floater.

𝑓𝐁,𝑖: Force (in N) at point B of the 𝑖th wave energy system in the array.
This can be measured directly by the load cell sitting on its PTO
axis.

The variables that instead can be reconstructed or estimated for the 𝑖th
device in the array are:

𝑓𝜃,𝑖: Total torque (in Nm) reconstructed with respect to point A of the
𝑖th device (i.e. the sum 𝑓𝑒𝑥,𝑖 + 𝑢𝑖).

𝑧𝜃,𝑖: Angular displacement (in rad) of the 𝑖th device reconstructed with
respect to point A of the 𝑖th device.

𝑣𝜃,𝑖: Angular velocity (in rad/s) of the 𝑖th device reconstructed with
respect to point A of the 𝑖th device.

𝑎𝜃,𝑖: Angular acceleration (in rad/s2) of the 𝑖th device reconstructed
with respect to point A of the 𝑖th device.

Among these variables, 𝑓𝜃,𝑖, 𝑧𝜃,𝑖, and 𝑎𝜃,𝑖 can be reconstructed by means
of geometrical relations with the measured variables presented above
(as done in e.g. Ringwood et al. (2019)), i.e.:

𝑓𝜃,𝑖 = 𝑓𝐁,𝑖 cos

(

sin−1
(

𝐿2
𝐀𝐂 − 𝐿2

𝐀𝐁 − (𝐿𝐁𝐂 + 𝑧𝑃𝑇𝑂,𝑖)2

−2𝐿2
𝐀𝐁(𝐿𝐁𝐂 + 𝑧𝑃𝑇𝑂,𝑖)

))

𝐿𝐀𝐁, (5)

𝑧𝜃,𝑖 = 𝜃0𝐀,𝐢 − sin−1
(

(𝐿𝐁𝐂 + 𝑧𝑃𝑇𝑂,𝑖)2 − 𝐿2
𝐀𝐂 − 𝐿2

𝐀𝐁
−2𝐿𝐀𝐂𝐿𝐀𝐁

)

, (6)

𝑎𝜃,𝑖 =
𝑎𝐄,𝑖
𝐿𝐀𝐄

. (7)

The last remaining variable, 𝑣𝜃,𝑖 requires an estimation process. With
this goal, the available measures are employed, together with a Kalman
Filtering (KF) technique (see Chui and Chen (2017)) to estimate the
array angular velocities 𝑣𝜃 . Note that the same approach for the es-
timation of 𝑣𝜃 has been employed accordingly in e.g. Tona, Sabiron,
Nguyen, Mérigaud, and Ngo (2020), Zurkinden et al. (2014), for the
same prototype device.

4. Tests design

To obtain the control-oriented models of the different wave energy
system arrays, a black-box system identification process (Schoukens &
Ljung, 2019) is performed in this study. In particular, a frequency-based
approach is considered, following different steps:

1. Several different identification signals are applied to the avail-
able system inputs, and the outputs are recorded. More in par-
ticular, in each test, the identification signals are applied one by
one to each device of the array, recording the measured output
for each device. In this way, the relation from every input to
every output of the array is measured. An illustrative example
of the inputs and outputs tests for the L4 array is presented in
Fig. 4, showing the three input signals (and resulting outputs in
the array) applied to each L4 device.

2. Considering the frequency response functions resulting from the
input and output measurements, the average of these is com-
puted, obtaining the so-called average empirical transfer function
estimate (ETFE).

3. A parametric dynamical model of the array is computed, by
fitting its frequency response to the ETFE obtained at step 2.

As highlighted in the first step of this process, each system input
channel is excited several times by means of different signals. These
signals differ in amplitude, in the attempt to obtain, through an aver-
aging process, a representative linear model of the system in operative
6

a

(controlled) conditions. Wave energy systems indeed, as discussed in
Section 1, tend to present an amplified motion whenever they are
controlled by means of an energy-maximising strategy (Windt et al.,
2021). For this reason, the obtained model needs to take into account
different levels of excitation amplitude in the identification process, to
provide a representative dynamical structure for control purposes.

Being the excitation signal 𝑓𝑒𝑥 in Eq. (1) characterised by a spectrum
whose broadness depends on the deployment site (Hasselmann et al.,
1973; Pierson & Moskowitz, 1964), the WEC system is constantly
excited over a certain range of frequencies. For this reason, during
the system identification process, it is important to properly excite
the system, in the attempt to characterise the system behaviour in
operational conditions. To do this, a sufficiently Mareels (1984) and
persistently Willems, Rapisarda, Markovsky, and De Moor (2005) ex-
citing signal must be employed in the identification tests. For this
reason, down-chirp signals are employed (Ljung, 1999), in the attempt
of covering the frequency range of interest during the experimental
test. The choice of a linearly decreasing frequency in the generation
of the chirp signal is motivated by the need of minimising the effects
of reflected waves in the wave basin during the tests (see the arguments
in Faedo et al. (2024)).

Due to their multi-device nature, WEC arrays can be seen as multiple-
input and multiple-output (MIMO) systems. For this reason, considering
the total torques 𝑓𝜃 as the inputs of the system, and the array velocities
𝑣𝜃 as the corresponding outputs, to perform the identification, the tests
are performed applying the chirp torque signal one by one to the
devices belonging to the array, and measuring the resulting velocities
in all the devices involved in any given configuration. It is important
to notice that these tests are performed in still water, i.e. without the
presence of waves within the basin, and each torque signal is applied
via the PTO system only to the single device being externally excited,
while the rest of the array devices are only excited by the hydrodynamic
coupling with the excited device, as shown in Fig. 4.

To be precise, let the test torque inputs set applied to the 𝑗th device
e defined as ℱ𝐼𝐷,𝑗 = {𝑓 1

𝐼𝐷,𝑗 ,… , 𝑓𝑃
𝐼𝐷,𝑗} ⊂ R, with 𝑃 ∈ N+ the number

f amplitudes considered in the identification. Each 𝑓 𝑝
𝐼𝐷,𝑗 signal in ℱ

orresponds with an identification chirp torque of amplitude 𝐴𝑝 ∈
𝐼𝐷 = {𝐴1,… , 𝐴𝑃 } ⊂ R+ applied to the 𝑗th device of the array, and

he resulting angular velocity measured at the 𝑖th device is denoted
s 𝑣𝑝𝜃,𝑖,𝑗 . In test conditions, where the water is still and no excitation
orce is applied (i.e. 𝑓𝑒𝑥 = 0 since no wave is facing the devices),
he total external torques correspond only to that applied by the PTO,
.e., considering the test with 𝑝th amplitude on the 𝑗th device, with
𝑓𝜃,𝑗 = 𝑓 𝑝

𝐼𝐷,𝑗 . An example of the identification tests is presented in Fig. 4,
where chirp signals of amplitude 4 Nm are applied, one by one, to the
three devices composing L4 (each column corresponds to a single test,
and each row is a device).

As it is possible to notice, whenever an identification signal is
applied to a device, the others are not excited by any external torque.
However, these are still moving due to the corresponding interaction
between array devices due to radiation. Each of the chirp signals lasts
140 s, and spans the frequency range that goes from 0.01 rad/s to
75 rad/s. The choice of these frequencies is made in the attempt to ex-
cite the system in a range of frequencies that safely include all possible
operational conditions, without any risk of ‘transient effects’ that could
possibly compromise the identification process during the frequency
swipe. The set of amplitudes that have been tested in the identification
experiments is 𝒜𝐼𝐷 = {1.5, 2.0, 2.5, 3.0, 3.5, 4.0} Nm. These amplitudes
re designed to effectively excite the system in the amplitude range
hat characterise the operation of these wave energy systems (in both
ontrolled and uncontrolled conditions). The resulting identification
ignal spectra, and a zoomed view of the corresponding time signals,

re shown in Figs. 5 and 6.
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f

Fig. 4. Example of system identification experimental tests: the chirp-signal of an amplitude of 4 Nm is applied to each of the three devices of the L4 array, one by one. In the
igure, each column corresponds to a single test, and each row is a device.
Fig. 5. Spectra of the chirp signals employed in the identification tests.

Fig. 6. Zoomed view of the last 30 s of the chirp signals employed in the identification
tests.

5. Experimental modelling of wave energy systems arrays

As described in Section 4, for each array layout, different identifi-
cation signals are applied to each device separately, in the attempt to
obtain the system frequency responses at different levels of excitation.
Following these experiments, for each I/O combination of the array, the
obtained frequency responses are averaged to compute the correspond-
ing ETFE that is employed in the identification process. For each excited
device, in each array layout, five different excitation amplitudes have
7

been tested and considered in the averaging process that computes the
ETFE employed in the identification.

This study proposes to compute, as a result of the process of iden-
tification, a state-space model of each array layout, compatible with
modern control strategies. Defining a general identified state-space
model as:

𝐺𝑖𝑑.,𝑎𝑟𝑟. ∶

{

𝑥̇ = 𝐴𝑥 + 𝐵𝑢,
𝑦 = 𝐶𝑥,

(8)

with 𝐴 ∈ R𝑛𝑠𝑡.×𝑛𝑠𝑡. , 𝐵 ∈ R𝑛𝑠𝑡.×𝑛𝑖𝑛. , and 𝐶 ∈ R𝑛𝑜𝑢𝑡.×𝑛𝑠𝑡. (with 𝑛𝑠𝑡., 𝑛𝑖𝑛., and
𝑛𝑜𝑢𝑡. the order of the identified system, number of inputs, and number
of outputs, respectively), the identification is performed by solving a
minimisation process essentially formulated as

min
(𝐴,𝐵,𝐶)

‖

‖

‖

𝐶(𝑗𝜔 − 𝐴)−1𝐵 − 𝐺𝐸𝑇𝐹𝐸 (𝑗𝜔)
‖

‖

‖

2

2
,

s.t.:
𝜔 ∈ 𝛺𝐼𝐷,

{𝜆(𝐴)} ⊂ R−

(9)

with 𝐺𝐸𝑇𝐹𝐸 (𝑗𝜔) the ETFE of the array layout that is being modelled,
and 𝛺𝐼𝐷 the set of frequencies over which the subspace-based identi-
fication is performed (McKelvey, Akcay, & Ljung, 1996). The second
constraint in (9), which is related to the eigenvalues of the 𝐴 matrix, is
to force the identified system to be stable. For each layout, a different
set of frequencies is considered in the formulation of the problem
in Eq. (9), as different model orders and set of amplitudes 𝒜 are
considered in the computation of the ETFE. This information can be
found, for each layout, in Table 2.

As it is possible to see from Table 2, the model order has been
defined (following an approach that aims at the best compromise
between accuracy and complexity) as 8 for all the array configurations,
while L0 (i.e. the single device) the best compromise is found with a
6th-order model. The possibility of describing an array system with
a reduced order suggests the fact that different devices in the array
effectively share part of their internal modes. Regarding the frequency
range employed in the identification, as it can be seen from Table 2, in
the case of the single device (L0), or with two physically close devices
(L1), the best value (in terms of validation error) for the minimum
frequency 𝜔𝑚𝑖𝑛. of the frequency range over which the frequency re-
sponse of the identified system is computed (see Eq. (9)) is obtained at
a lower frequency than the reminder of the configurations (0.05 rad/s
as opposed to 0.1 rad/s), while in the configuration with three devices
(L4) the best maximum value 𝜔𝑚𝑎𝑥. is higher (20 rad/s as opposed to
15 rad/s).
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Table 2
Identified model design parameters: for each array layout, the devices employed (Dev. ID), the model order (Mod. order), the minimum and
maximum values of the frequency range employed in the identification (𝑤𝑚𝑖𝑛. and 𝑤𝑚𝑎𝑥. respectively), are presented together with the amplitude
of the identification signals adopted in the computation of the ETFE. The amplitudes employed with D1, D2, and D3 are labelled with the
following dots: ∙, ∙, ∙.

Dev. ID Layout Mod. order 𝛺𝐼𝐷 , rad/s  used tests, Nm

D1 D2 D3 𝜔𝑚𝑖𝑛. 𝜔𝑚𝑎𝑥. 1.5 2.0 2.5 3.0 3.5 4.0

1 L0 6 0.05 15 ∙ ∙ ∙ ∙ ∙
1 2 L1 8 0.05 15 ∙∙ ∙∙ ∙∙ ∙∙ ∙∙
1 3 L2 8 0.1 15 ∙∙ ∙∙ ∙∙ ∙∙ ∙∙
1 4 L3 8 0.1 15 ∙∙ ∙∙ ∙∙ ∙∙ ∙∙
1 2 3 L4 8 0.1 20 ∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙
Fig. 7. Sigma plot of L0, L1, L2, L3. Dark blue lines describe the singular values
of the identified systems, while light blue lines are the frequency responses of the
identification tests at different amplitudes. (For interpretation of the references to colour
in this figure legend, the reader is referred to the web version of this article.)

Finally, the set of amplitudes for the signals employed in the com-
putation of the ETFE is, apart from the case of D1 in L0, and D2 in L4,
composed by five signals with amplitudes 𝒜 = {2.0, 2.5, 3.0, 3.5, 4.0} Nm.

he resulting velocities from these amplitudes better describe the range
f operation of the system under operative conditions. In the L0 case,
eing a single device, the energy injected into the system by means of
he identification signal is not dissipated through a coupled device (as
one in L1, L2, L3, L4), and, for this reason, the highest amplitude value
i.e. 4.0 Nm) puts the system outside realistic operating conditions (and,
n this way, to 𝒜 = {1.5, 2.0, 2.5, 3.0, 3.5} Nm). On the contrary, due to
he strong coupling phenomena that characterise D2 in L4 (it is the
entral device in an array of three closely placed devices), constructive
henomena are present at resonance frequency, leading to motions
utside operating conditions for the velocity of this device whenever
he signal with highest amplitude value is applied (hence, for this
evice, 𝒜 = {1.5, 2.0, 2.5, 3.0, 3.5} Nm). The sigma plots describing the
ingular values of the frequency responses associated to each different
ests and identified models of the array layouts are shown in Figs. 7
nd 8. In these figures, dark blue lines describe the singular values of
he identified systems, while light blue is used to denote the frequency
esponses of the identification tests at different amplitudes. As it can be
een from these figures (Figs. 7 and 8), the resonance frequency of the
ystem whenever the configuration is made of 1, 2 or 3 devices remains
irtually identical to that characterising the single (standalone) device,
.e. 𝜔 ≈ 7.1 rad/s.

To further extend the results presented in Figs. 7 and 8, the Bode
lot of the identified systems for L0, L1, and L4 are shown in Figs. 9,
0, and 11, respectively. As it can be seen from these figures, the
dentified models are able to properly fit the frequency response in the
8

ange of frequencies that characterise the operating conditions. In these
Fig. 8. Sigma plot of L4. Dark blue lines describe the singular values of the identified
systems, while light blue lines are the frequency responses of the identification tests
at different amplitudes. (For interpretation of the references to colour in this figure
legend, the reader is referred to the web version of this article.)

Fig. 9. Bode diagram for the L0 array layout. Dark blue lines describe the Bode
diagram of the identified system, while light blue lines are the frequency responses
of the identification tests at different amplitudes. The yellow lines represent the
Bode diagram of the model based on linearisation obtained from BEM solvers. (For
interpretation of the references to colour in this figure legend, the reader is referred
to the web version of this article.)

conditions, indeed, the system is excited in the range of frequencies
that goes from 𝜔 ≈ 2 rad/s to 𝜔 ≈ 10 rad/s. As it is also possible
to notice, wave energy systems are designed to have their resonance
condition included in their operating range. Since these models are
identified to be directly employed in the synthesis of an associated
control strategy, and because the latter attempts to replicate the so-
called impedance-matching condition, which is characterised (in the
unconstrained condition) by a null phase behaviour between the wave
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Fig. 10. Bode diagram for the L1 array layout. Dark blue lines describe the Bode
iagram of the identified system, while light blue lines are the frequency responses of
he identification tests at different amplitudes. (For interpretation of the references to
olour in this figure legend, the reader is referred to the web version of this article.)

xcitation force 𝑓𝑒𝑥 and the resulting velocity of the controlled wave
nergy system 𝑣𝜃 (Faedo et al., 2022; Ringwood et al., 2014), the fitting
f the phase (and a consequent small delay/lag in the validation) of the
requency responses is of particular interest. As shown by Figs. 9, 10,
nd 11, the phase effectively matches well that one obtained by the
mpirical experimental frequency responses in the frequency range of
nterest. Moreover, in Figs. 10 and 11, i.e. in the cases with multiple
evices, it is possible to appreciate that, even if small, differences in
he frequency responses of the devices (and of their coupling) are
resent. This phenomenon, caused by the (slight) differences between
evices and by their position in the array (for the L4 case), justifies
he proposed approach, in which the input signal is injected, one by
ne, in all the array devices. Fig. 9 also shows the difference between
he identified model and the model obtained through linearisation and
umerical characterisation based on potential flow theory (by means of
EM solvers). As can be noticed, the BEM-based model is not able to
atch the frequency responses observed experimentally, especially in
neighbourhood of the resonance behaviour. Moreover, the resonance
eak characterising the experimental data, and that associated with
he BEM-based model, do not correspond, with a difference of ap-
roximately 1 rad/s. The uncertainty introduced by these mismatches
etween BEM-based model and the real device (especially in terms of
he phase representation) could potentially jeopardise safe operations.
dditional considerations can be made regarding the coupling between
evices. First of all, the magnitudes of the coupling I/O relations are
ot negligible if compared to the ones diagonal elements of the overall
/O response matrix, especially in the resonance area. This motivates
he importance of including such coupling effects within any control-
riented models. Moreover, as shown in Figs. 10 and 11, in the range
f frequency in which the motion of the system is not largely amplified
i.e. in the frequencies that are not close to resonance), the quality of
he frequency response of the coupling relations rapidly degrades since,
t these frequencies, the excited devices do not influence the reminder
f the array via the radiation effects, i.e. coupling effects are negligible.
inally, as the distance form the excited device increases, the water
tself dissipates the generated radiation effects, as it can be noticed
n Fig. 11. In this figure, indeed, whenever D1 or D3 are excited, the
oupling I/O relations have a lower magnitude at higher distances (i.e.
3 moves less than D2 when D1 is excited, and D1 movement is smaller

han that corresponding to D2 when D3 is excited).
9

Table 3
Characteristics of the irregular wave condition employed in the validation. For each
sea state (Wave ID), the characteristics of its JONSWAP spectrum (peak period 𝑇𝑝,
significant height 𝐻𝑠, and peak enhancement factor 𝛾), are reported, together with the
signal length.

Wave ID 𝑇𝑝, s 𝐻𝑠, m 𝛾 Length, s

SS1 1.4122 0.063 3.3 300
SS2 1.836 0.104 3.3 300
SS3 0.988 0.0208 1 300

Table 4
Control parameters: proportional (𝜃1) and integral (𝜃2) coefficients adopted in the
control law in Eq. (10) in the different wave conditions (Wave ID), and for the different
control strategies (P and PI).

Wave ID P PI

𝜃1, Nms/rad 𝜃2, Nm/rad 𝜃1, Nms/rad 𝜃2, Nm/rad

SS1 9.57 0 2.74 −32.31
SS2 16.74 0 4.14 −24.73
SS3 2.81 0 2.79 −2.59

6. Models validation

In this Section, the models obtained through the process described
in Section 5 are validated in both uncontrolled and controlled con-
ditions, to assess their overall performance and accuracy. To do this,
the wave excitation forces, control parameters, and motion data, are
directly extracted from the SWELL open-access dataset (Faedo, Peña-
Sanchez, Pasta, et al., 2023), obtained during the same experimental
campaign presented in this study. During this experimental campaign,
three different irregular waves have been tested, with experimental
normalised spectra shown in Fig. 12. Three irregular sea state condi-
tions (each lasting 300 s) have been tested, named SS1, SS2, and SS3,
generated in terms of the JONSWAP spectra (Hasselmann et al., 1973)
(peak period 𝑇𝑝, significant height 𝐻𝑠, and peak enhancement factor 𝛾)
presented in Table 3.

The validation of the system under controlled conditions is per-
formed here by validating the closed-loop system, i.e. by coupling the
dentified models with the same (feedback) control strategies and pa-
ameters employed in the tests within SWELL, and by applying, to
his controlled system, the measured external wave excitation force 𝑓𝑒𝑥
see Faedo, Peña-Sanchez, Pasta, et al. (2023)). The resulting motion
s then compared to the experimentally measured controlled motion of
he device in the same operating input wave. The system in controlled
onditions has been tested with two controllers: a proportional (P) and
proportional–integral (PI) structure. The former has been employed to

alidate the model when it is controlled by a passive strategy, while
he latter is used to validate the model when controlled by a reactive
ontrol action (Ringwood et al., 2023). The two control laws employed
o compute the control action of the 𝑖th device in the array are, in this
ay, defined by the following structure

𝑖(𝑣𝜃,𝑖, 𝑧𝜃,𝑖, 𝜃) = 𝜃𝖳
[

𝑣𝜃,𝑖
𝑧𝜃,𝑖

]

, (10)

here 𝜃𝖳 = [𝜃1, 𝜃2] is the vector containing the proportional and
ntegral coefficients (𝜃1 and 𝜃2 respectively). As a consequence, in
he P-control case, the integral term (defined by 𝜃2) is set to 0. The
oefficients employed in the control of the arrays in the different sea
tate conditions are recalled in Table 4.

To assess the quality of the obtained models in the different condi-
ions, two policies are employed. In particular, to quantify the error
etween the output of the models and the measured velocities, the
ormalised Mean Absolute Percentage Error (NMAPE) is employed. This

s computed as:

MAPE𝑖 =
100

𝑁𝑠𝑎𝑚𝑝.
∑

|𝑣𝜃,𝑖(𝑘𝑇𝑠) − 𝑣̂𝜃,𝑖(𝑘𝑇𝑠)|
( ) %, (11)
𝑁𝑠𝑎𝑚𝑝. 𝑘=1 max |𝑣𝜃,𝑖|
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t

t

Fig. 11. Bode diagram for L4 array layout. Dark blue lines describe the Bode diagram of the identified system, while light blue lines are the frequency responses of the identification
ests at different amplitudes. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 5
NMAPE (%) of the identified models in validation conditions (Wave ID: SS1, SS2, SS3). For each device (Dev. ID) in the identified array configurations (L0, L1, L2, L3, and L4),
he NMAPE is reported in uncontrolled motion (UM), and controlled one under proportional (P) and proportional–integral (PI) control conditions.
Wave ID Dev. ID L0 L1 L2 L3 L4

UM P PI UM P PI UM P PI UM P PI UM P PI

D1 6.01 2.57 3.44 3.93 2.61 3.08 7.99 3.45 3.65 5.39 3.64 3.54 5.1 2.96 3.97
SS1 D2 3.36 2.16 3.18 5.42 3.17 2.9 4.65 2.2 2.93 5.2 2.04 2.94

D3 3.85 2.66 2.55

D1 5.99 2.45 3.84 5.52 3.75 4.15 6.42 4.38 4.92 2.33 3.62 5.17 5.48 3.6 4.85
SS2 D2 5.32 3.75 4.11 5.47 3.84 4.77 1.62 3.54 5.77 5.54 2.64 3.24

D3 4.99 3.13 3.5

D1 6.87 7.91 9.62 6.4 8.62 7.35 6.53 6.46 6.94 6.43 8.5 7.91 7.2 10.35 7.29
SS3 D2 3.82 5.63 3.73 6.48 6.15 6.92 8.28 9.02 8.49 6.49 8.31 4.48

D3 7.21 9.85 7.07
Table 6
Delay (in ms) of the identified models in validation conditions (Wave ID: SS1, SS2, SS3). For each device (Dev. ID) in the identified array configurations (L0, L1, L2, L3, and L4),
the delay is reported in uncontrolled motion (UM), and controlled one under proportional (P) and proportional–integral (PI) control conditions.

Wave ID Dev. ID L0 L1 L2 L3 L4

UM P PI UM P PI UM P PI UM P PI UM P PI

D1 40 10 15 15 −5 20 55 25 20 25 25 15 30 20 25
SS1 D2 10 −5 25 35 15 15 20 5 10 20 15 15

D3 15 10 10

D1 20 −5 −5 25 30 25 25 45 35 50 25 30 10 25 20
SS2 D2 15 30 35 5 35 35 25 25 40 0 15 15

D3 −5 15 10

D1 −25 −30 −50 −10 −35 −25 10 −10 −15 5 −45 −35 −20 −60 −25
SS3 D2 −5 −25 −10 −15 −15 −30 −35 −55 −50 −10 −45 0

D3 −15 −50 −10
10
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Fig. 12. Normalised power spectral density of the wave elevation 𝜂 experimentally
measured during the test. Three irregular sea state conditions have been tested, named
SS1, SS2, and SS3.

where, given the sea state condition employed in the validation,
NMAPE𝑖 is the NMAPE computed for the 𝑖th device of the array, 𝑁𝑠𝑎𝑚𝑝.
is the length (in terms of number of samples) of the validation signal,
𝑇𝑠 is the sampling period, and 𝑣̂𝜃,𝑖 is the output of the same 𝑖th device,
omputed by the identified model. Another important aspect that must
e considered in the validation of control-oriented models of wave
nergy systems, is the delay between the measured signal and the
utput of the identified models (Faedo, Peña-Sanchez, & Ringwood,
021). This quantity has been assessed through cross-correlation be-
ween the two signals (𝑣𝜃,𝑖 and 𝑣̂𝜃,𝑖), as in Peña-Sanchez, Windt, et al.
2020). The results of the validation, for each layout and conditions
onsidered (uncontrolled motion – UM – and under proportional – P
and proportional–integral – PI – control) are reported in Tables 5

NMAPE) and Table 6 (delay).
Regarding the validation error, it is possible to highlight how the

pproach adopted in this study, in which the different frequency re-
ponses that span the operational range of velocities and forces of
he device are averaged, is effectively reducing the error measured in
ontrolled conditions whenever a reactive controller (PI in this case) is
pplied. The highest errors indeed, are measured in the uncontrolled
otion (UM) conditions. It is important to remind that, whenever an

nergy-maximising control is deployed (as in this case), the motion
f the system is amplified, and for this reason, the models that are
ased on linearisation of equations around the equilibrium position
sually perform worse. Having in mind that the presented models are
imed at synthesising energy-maximising control strategies (and not
irectly at describing the system in uncontrolled motion), an approach
hat aims at describing in a better way the dynamics of the array
ystems in wider ranges of operation (as the one proposed here), is,
n this way, justified. For similar reasons, among the different wave
onditions, the highest errors are present in the third sea state (SS3).
ue to its low value of 𝐻𝑠 and 𝛾 (see Table 3 and Fig. 12) the wave

tself provides less excitation to the system, and its energy is also spread
ver a wider range of frequency. As a consequence, the motion range is
educed with respect to that generated by the reminder of the sea state
onditions (SS1 and SS2). Since the frequency responses employed in
he modelling stage are produced by larger motions than those induced
y this wave conditions, the errors in validation are effectively higher
han for the rest of the sea states considered. In general, the average
MAPE is about 5% (5.4%, 4.4%, 5.3%, 5.1%, 5.0% for L0, L1, L2, L3,
nd L4 respectively), which is a value that is acceptable for a linear
ontrol-oriented models of wave energy arrays (see e.g. Faedo et al.
2024)).

Regarding any presence of delay, similar considerations on the
btained values in validation can be made. For this kind of devices a
11
Fig. 13. Comparison of the measured (Meas.) and estimated (Est.) velocities with a
single device (L0 configuration) during the validation process, in uncontrolled motion
(UM), and controlled one with a proportional (P) and proportional–integral (PI)
strategy. The zoomed figures show 20 s of validation with the SS1 wave condition.

Fig. 14. Comparison of the measured (Meas.) and estimated (Est.) velocities of L1
array configuration during the validation process, in uncontrolled motion (UM), and
controlled one with proportional (P) and proportional–integral (PI) strategies. The
zoomed figures show 20 s of validation with the SS1 wave condition.

practical control sampling rate is about 25 Hz (see Faedo et al. (2024),
Faedo, Peña-Sanchez, Garcia-Violini, et al. (2023) for experimental

assessments on these prototypes), which corresponds to a sampling
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Fig. 15. Comparison of the measured (Meas.) and estimated (Est.) velocities of L4 array configuration during the validation process, in uncontrolled motion (UM), and controlled
ne with proportional (P) and proportional–integral (PI) strategies. The zoomed figures show 20 s of validation with the SS1 wave condition.
s
i
r
e
t
t
d
o
m

A

v
E
a
‘

I

eriod of 40 ms. Having said that, the results shown in Table 6 are
ffectively compatible with the dynamics described by the optimal
ontrol strategy. The average absolute value of the delay measured
uring the validation is about 22 ms (22.2 ms, 19.4 ms, 24.4 ms,
8.8 ms, 18.8 ms for L0, L1, L2, L3, and L4 respectively), which is
ignificantly smaller than the sampling period of the controller. The
ighest delay values are observed, similarly to the NMAPE, whenever
he devices are operating in SS3 wave conditions. However, even in
hese conditions, the worst mismatch between the measured velocity
nd the estimated one is at most 60 ms, which is still less than 2 time
teps for the controller, not really implying strong consequences in the
ptimality of the control strategy.

In Figs. 13, 14, and 15, the validation signals are compared in all
hree conditions (uncontrolled motion, and controlled one with a P and
I strategies) for L0, L1, and L4 configurations. As it can be appreciated
rom these figures, the PI condition, as mentioned before, is the one, in
eneral, generating the largest motions for the devices involved. On the
ontrary, the simple passive controller, being effectively an additional
amping for each device, results in a reduced motion of the overall
rray. Regarding the phase mismatch (which plays a big role in the
nergy maximisation process for wave energy systems), the models
how a limited delay, which is mostly observed in small motion regions.
n general, the models are able to properly describe the dynamics of
he arrays, even with limited model orders (and consequent reduced
omplexity, which is fundamental for real-time control purposes). This
esult makes this approach suitable for modelling arrays of wave energy
ystems in which nonlinearities are effectively changing the overall
ynamics, but they are still non-dominant when compared to the
inear behaviour of the system. In those cases in which, instead, the
onlinear behaviour prevails, other approaches, like nonlinear system
dentification should be pursued (Schoukens & Ljung, 2019). Finally, it
s important to highlight that validating the model in controlled condi-
ions allows the assessment not only of the overall model performance,
ut also its compatibility with the ultimate objective of synthesising
eedback controllers for WEC arrays systems.

. Conclusions

This study provides the experimental results of the application of
data-based approach for modelling wave energy systems array in
wave basin, via system identification procedures. In particular, the
12

esults coming from system-identification-oriented tests are employed i
to model five different array layouts (with up to three devices in
close proximity), and the obtained models have been validated in
both controlled and uncontrolled conditions, over a set of three dif-
ferent irregular wave inputs. The system, in controlled conditions, is
controlled by means of passive (proportional P control) and reactive
(proportional–integral PI control) strategies, to assess the model per-
formance in realistic operative conditions. A frequency-based system
identification approach is applied over a set of tests with different
amplitudes, in the attempt to obtain models able to describe the range
of operation amplitudes accurately, as opposed to standard modelling
based on the linearisation of physics-based equations. The results show,
in average, an error of ∼ 5% and a delay of ∼20 ms (which is effectively
maller than the control sampling time employed in real-time control
mplementations on the same devices). Furthermore, recognising the
ole of control-oriented models in the development of efficient wave
nergy systems, and the need of validated models of arrays of devices,
his study provides (in an open-source fashion) the obtained models, in
he attempt to reduce the uncertainty associated to the control laws
eveloped in the field and to their performance assessments, hence
ffering a fundamental tool for testing and development of WEC array
odels and their corresponding control strategies.

nnex: OCEAN open-access models

The open-access collection of models (which are described and
alidated in this work) named ‘‘OCEAN — Open-access Collection of
xperimental wave energy Arrays Nominal models’’ is freely available
t Pasta et al. (2024). The models are gathered inside the folder named
models’. The files contained by this folder are:

• OCEAN_L0.mat: it contains the state-space matrices of the iden-
tified model of L0 layout.

• OCEAN_L1.mat: it contains the state-space matrices of the iden-
tified model of L1 layout.

• OCEAN_L2.mat: it contains the state-space matrices of the iden-
tified model of L2 layout.

• OCEAN_L3.mat: it contains the state-space matrices of the iden-
tified model of L3 layout.

• OCEAN_L4.mat: it contains the state-space matrices of the iden-
tified model of L4 layout.

nside each of these files, the matrices 𝐴, 𝐵, and 𝐶 (see (8)) of the

dentified (and validated) models are contained.
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