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Active comparator studies are increasingly common, particularly in pharmacoepidemiology. In such studies,
the parameter of interest is a contrast (difference or ratio) in the outcome risks between the treatment of
interest and the selected active comparator. While it may appear treatment is dichotomous, treatment is actually
polytomous as there are at least 3 levels: no treatment, the treatment of interest, and the active comparator.
Because misclassification may occur between any of these groups, independent nondifferential treatment
misclassification may not be toward the null (as expected with a dichotomous treatment). In this work, we describe
bias from independent nondifferential treatment misclassification in active comparator studies with a focus on
misclassification that occurs between each active treatment and no treatment. We derive equations for bias in
the estimated outcome risks, risk difference, and risk ratio, and we provide bias correction equations that produce
unbiased estimates, in expectation. Using data obtained from US insurance claims data, we present a hypothetical
comparative safety study of antibiotic treatment to illustrate factors that influence bias and provide an example
probabilistic bias analysis using our derived bias correction equations.

active comparator study; information bias; treatment misclassification

Abbreviations: AOM, acute otitis media; PPV, positive predictive value; RD, risk difference; RR, risk ratio.

Much epidemiologic research ignores potential exposure
misclassification (1, 2). When acknowledged, authors com-
monly invoke the well-known result that independent non-
differential misclassification of an exposure produces bias
toward the null (3-6). However, this result applies only
to misclassification of a binary exposure (3, 7). When the
exposure is polytomous, the resulting bias may be in any
direction (3, 5, 7).

In active comparator studies, our target parameter is a
causal contrast between 2 active treatments: the treatment
of interest (index treated) and an active comparator (com-
parator treated). However, the cohorts in active comparator
studies are drawn from a population with at least 3
levels of treatment—index, comparator, and no treatment
(untreated)—and misclassification may occur in this
polytomous variable. Therefore, bias from nondifferential
treatment misclassification in active comparator studies may
be in any direction (5).

Active comparator studies have been used across a range
of research areas but are particularly common in pharma-
coepidemiology, where they are strongly recommended to
reduce confounding by indication (8, 9). In such studies,
treatment misclassification occurs for a variety of reasons
and may occur between any of the treatment groups. For
example, individuals who are truly treated but are misclas-
sified as untreated are false negatives. Individuals who are
truly untreated but are misclassified as treated are false
positives. False negatives and false positives occur when
sensitivity and specificity, respectively, for a treatment are
less than 1.

While it has been shown that independent nondifferential
misclassification in an active comparator study may result in
bias away from the null (5), this type of systematic bias has
not been thoroughly described. Our objective was to describe
bias from independent nondifferential misclassification of
treatment in active comparator studies by identifying factors
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Table 1. Cross-Tabulation of True Treatment and Outcome to Introduce Notation

Treatment
Outcome
Index Comparator Untreated
Y=1 N;R; N¢R¢ NyRy
Y=0 Ni(1 —Ri) Nc(1 _RC) Nu(1 —Ru)
Total N; Nc Ny

Abbreviations: Y, outcome; N, true number of individuals treated with comparator; N;, true number of individuals
treated with index; Ny, true number of individuals untreated; R¢, true outcome risk for the comparator treatment;
R, true outcome risk for the index treatment; R, true outcome risk for no treatment.

that influence the magnitude and direction of bias and deriv-
ing equations for bias and bias correction.

NOTATION

We examined treatment misclassification that was inde-
pendent (i.e., independent of measurement error of other
variables) and nondifferential with respect to the outcome
(i.e., misclassification was independent of the true outcome)
and that occurred between each treated group (index or
comparator treated) and the untreated. Let subscripts 7, ¢, and
u denote index treated, comparator treated, and untreated,
respectively. Let N;, N, and N, be the true number of
individuals and R;, R., and R,, be the true risk (incidence) of
a binary outcome, Y, in each treatment group. Table 1 is the
cross-tabulation of true treatment and outcome. The parame-
ters of interest are the outcome risks for index treatment (R;)
and comparator treatment (R.) and the index-comparator
risk difference (RD, R; — R,) or risk ratio (RR, R;/R.).

Table 2 is the observed (misclassified) cross-tabulation
with each cell denoted by letters s, t, v, w, x, z. From the
observed data, the estimates of the parameters of interest are
s/(s + t) (risk for index), v/(v 4+ w) (risk for comparator),
s/(s+1)—v/(v+w) (RD),and s/(s+1)/[v/(v+w)] (RR).
For index and comparator, respectively, let Se; and Se. be the
sensitivities (proportion of truly treated who were observed
to be treated) and Sp; and Sp,. be the specificities (proportion
of truly untreated who were correctly observed to be not
treated with index for Sp; or with comparator for Sp.). Web
Appendix 1 (including Web Tables 1-3 and available at
https://doi.org/10.1093/aje/kwac131), includes the misclas-
sification table comparing true and observed treatment that
illustrates calculation of sensitivity and specificity. Table 2
includes equations for obtaining the value in each cell from
the true number of individuals in each treatment group, the
true outcome risk, sensitivity, and specificity. For example,
the observed number of individuals treated with index, s +
t = N;Se; + N,(1 — Sp;), and the observed number of
individuals treated with comparator, v + w = N.Se. +
N,(1 — Sp.). Finally, the positive predictive value (PPV) is
the proportion of observed (misclassified) treated who were

truly treated (true positives): PPV; = ]#M and
PPV, = Dot

m The complement of PPV (1 —PPV,

the false-positive predictive value) is the proportion of the

observed treated who were truly untreated (false positives)
. __ Nu(-=5pp) _

and can be expressed as 1 — PPV; = NiSerNa(1=Sp) and 1

PPV, = gsptli9e—. See Web Appendix 2 (including

Web Tables 4 and 5) for equation derivations.

Bias in the estimated risks

The outcome risk for the index treatment estimated using
the observed (misclassified) data is

N

= R;PPV; + R,(1 — PPV;).
s+t

The estimated risk based on the observed data is a
weighted average of: 1) the true outcome risk for the index
treatment (R;), weighted by the proportion of true positives
among those observed to be index treated (PPV;); and
2) the true outcome risk without treatment (R,,), weighted by
the proportion of false positives among those observed to be
index treated (1 — PPV;). The bias in the estimated outcome
risk for index treatment,

s
s+t

has 2 components: 1) a misclassification component, the
complement of PPV (i.e., the false positive predictive value);
and 2) a scaling component, the difference in outcome risk
without treatment and the outcome risk for the index treat-
ment. The first component quantifies the misclassification
while the second component quantifies the impact of each
false positive on the observed risk.

Based on the equations above, note that there will be
no bias in the estimated risk for index treatment when:
1) there are no false positives (PPV; = 1), which will
occur when Sp; = 1; or 2) the outcome risk for index
treatment and no treatment are equal (R, = R;, i.e., index
treatment has no effect on the outcome risk compared with
no treatment so false positives have the same outcome risk
as the true positives). Bias increases as 1) index treatment
has a greater effect on the outcome risk and 2) the propor-
tion of false positives, among those observed to be index

— Ri = (1 — PPV,)(RM - Ri)s
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Table 2. Cross-Tabulation of Observed (Misclassified) Treatment and Outcome to lllustrate Relationships With True Cell Counts, Sensitivity,

and Specificity

Treatment
Outcome
Index Comparator Untreated
Y=1 s = N;R;Sej + Ny,Ry(1 — Sp)) v = N¢RcSec + NyR,(1 — Spe) X
Y=0 t=N;(1-Rj)Sej +N,(1 —Ry)(1 — Spj) w = N;(1 —Re)Sec + Ny(1 — Ry)(1 — Spe) z
Total s+t=N;Se; +N,(1 —Sp)) v+w = N:Sec + Ny,(1—Spe) X+z

Abbreviations: Y, outcome; N¢, true number of individuals treated with comparator; N;, true number of individuals treated with index; Ny, true
number of individuals untreated; R, true outcome risk for the comparator treatment; R;, true outcome risk for the index treatment; Ry, true
outcome risk for no treatment; Se., sensitivity for comparator treatment; Se;, sensitivity for index treatment; Sp¢, specificity for comparator

treatment; Sp;, specificity for index treatment.

treated, increases. Figure 1 illustrates what factors influence
the proportion of false positives among those observed to
be index treated, 1 — PPV;. The proportion of false pos-
itives increases as specificity (Sp;) decreases. At a given
specificity, false positives decrease as the ratio of the true
number of individuals treated with index to the true number
of untreated individuals (;/N,) increases. The proportion
of false positives is particularly inflated when N; < N,
(i.e., when the ratio is very small on the left-hand side of
the figure). At a given specificity, the proportion of false
positives increases as sensitivity (Se;) decreases, although
the impact is comparatively small. A plot of the bias in the
estimated outcome risk for index treatment, as opposed to
1 — PPV;, would be identical to Figure 1, except the y-axis
would be scaled by (R, — R;). When R; > R, which may
be the case in a study of adverse effects of treatment, bias
is downward (R, — R; would be negative and 1 — PPV; is
always positive) and the estimated risk is an underestimate.
When R; < R,, which may be the case in an efficacy study,
bias is upward and the estimated risk is an overestimate.
The estimated outcome risk for the comparator treatment
can be expressed analogously (Web Appendix 2). For the
comparator treatment, the relationship of the proportion of
false positives (1 — PPV,) with specificity (Sp.), true ratio
of comparator treated to untreated individuals (N./N,), and
sensitivity (Se.) are equivalent.

Bias in the estimated risk contrast

The bias in the index-comparator RD is the difference
between the bias in the outcome risk for the index treatment
and the bias in the outcome risk for the comparator treat-
ment,

K v
s+t V+w

—(Ri —R;)) = (1 —PPV))(Ry — R))
- (1 - PPVC)(RM - Rc)

See Web Appendix 2 for bias of the RR. There is no bias in
the RD when 1) both risks are unbiased or 2) the bias in each

risk is equal and cancels out,
(I—-PPV) (R, —R)=(1—PPV;) (R, —R.).
There is a special case when PPV; = PPV.. When

PPV for index treatment and comparator treatment are equal
(PPV; = PPV, = PPV), then the estimated RD is

s v
s+t Vv+w

= PPV(R; — R.).

The PPV, bounded by 0 and 1, is an attenuation factor and
the estimated RD will be biased toward the null and will not
cross the null.

Bias correction equations

We inverted the bias equation for the outcome risk for
index treatment to obtain a formula to recover the unbiased
(bias-corrected) risk in the index treated,
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Figure 1. Influence of specificity, sensitivity, and true ratio of index
treated (N;) to true untreated (N,) on the proportion of the observed
index treated who are false positives (1 — positive predictive value).



_ s — NyR, (1 — Sp;)
s+t —N,(1—Sp;)

The formula requires the observed number of individuals
treated with index (s and ), the specificity of the classifica-
tion of index treatment (Sp;), the true outcome risk without
treatment (R,,), and the true number of untreated individuals
(Ny). An analogous formula was obtained for the outcome
risk for the comparator treatment (Web Appendix 2) using
observed number of individuals treated with comparator (u
and v), the specificity of the classification of comparator
treatment (Sp.), the true outcome risk without treatment
(R,), and the true number of untreated individuals (NV,). A
bias-corrected risk contrast can be estimated from the bias-
corrected risks.

lllustration of a hypothetical study

We examined the impact treatment misclassification
could have on estimates from a hypothetical comparative
safety study of adverse events within 30 days after treatment
with azithromycin (index) or cefdinir (comparator) for
acute otitis media (AOM) or acute sinusitis in children.
We examined 2 indications to illustrate how resulting bias
differs between populations with different true treatment
distributions. We used data from the IBM Watson Health
MarketScan Commercial Claims and Encounters database
(IBM Corporation, Armonk, New York). We identified
children older than 24 months and younger than 18 years,
with a new outpatient diagnosis of AOM or acute sinusitis
in 2019 and no recent antibiotic fills, with continuous
insurance coverage for the prior 60 days. For illustration,
we used antibiotic prescription fills from the day of or day
subsequent to diagnosis as the true treatment distribution
(N; and N.). Children with a diagnosis without an antibiotic
prescription fill were considered untreated (N,). The true
outcome risks were set deterministically: azithromycin at
0.08, cefdinir at 0.07, and no treatment at 0.01. The true
index-comparator RD was 0.01 (or 1.0 percentage points)
and RR was 1.14. Specificity for azithromycin and cefdinir
was varied between 0.8 and 1.0 (10). Sensitivity was set at
0.7. We examined sensitivities ranging from 0.6 to 0.9 in
additional scenarios. We used the bias equations presented
above to calculate PPV and bias.

Table 3 shows the true treatment distribution for the illus-
tration. For both diagnoses, approximately 50% of children
were untreated, so the number of children receiving any
active treatment was smaller than the number untreated
(ratios with untreated < 1). For sinusitis, a similar num-
ber of individuals used azithromycin and cefdinir, while
azithromycin use was less common than cefdinir for AOM.
For specificities ranging from 0.8 to 1.0, Figure 2 illus-
trates the expected proportion of false positives among the
observed treated (1 — PPV) for each treatment (Figure 2A
and 2B), the expected bias in each risk (Figure 2C and
2D), and the expected bias in the RD (Figure 2E and 2F)
for each treatment. In Figure 2A and 2B, the proportion of
false positives increases with decreasing specificity for each
treatment. For AOM, at each specificity, azithromycin had

a greater proportion of false positives than cefdinir because
there were fewer individuals truly treated with azithromycin
than with cefdinir (i.e., azithromycin had a smaller ratio
with untreated in Table 3). For sinusitis, at each specificity,
the proportion of false positives was similar for both treat-
ments because the number of individuals truly treated with
azithromycin and cefdinir were similar (i.e., similar ratios
with untreated in Table 3).

In the illustration, the formula for bias in the risk was
—0.07(1 — PPV;) for azithromycin and —0.06(1 — PPV,) for
cefdinir. Recall that the equation for the bias in the outcome
risks for each treatment includes a misclassification compo-
nent (the complement of the PPV) and a scaling component
(the difference in the true outcome risk without treatment
and the true outcome risk for treatment). The plot of bias in
the risks in Figure 2C and 2D are thus scaled versions of the
Figure 2A and 2B plots. The azithromycin lines are scaled
by —0.07 and the cefdinir lines are scaled by —0.06. Panels
Figure 2E and 2F present heat maps illustrating the direction
and magnitude of bias in the RD for (see Web Figure
1 for RR results). The white diagonal path through each
plot marks the specificities when the RD is unbiased. The
differing patterns in magnitude and direction of bias for each
diagnosis, resulting from the differing true treatment distri-
butions, indicate that treatment misclassification can result
in heterogeneity between populations even when misclassi-
fication does not vary across those populations. For example,
when azithromycin specificity was 0.92 and cefdinir speci-
ficity was 0.81, there was the same magnitude of bias for
each diagnosis, but in opposite directions: downward bias
for AOM (observed RD = 0.5 percentage points) and upward
bias (away from the null) for sinusitis (RD = 1.5). When
azithromycin specificity was 0.95 and cefdinir specificity
was 0.82, there was no bias for AOM (cancellation of bias
in each risk, RD = 1.0) and upward bias for sinusitis (RD =
1.8). Finally, when azithromycin specificity was 0.90 and
cefdinir specificity was 0.95, there was downward bias for
both diagnoses. For AOM, the bias pushed the RD past the
null making azithromycin appear more harmful than cefdinir
(RD = -0.9). For sinusitis, bias pushed the RD to the null
making the treatments appear equivalent (RD = 0.0). This
illustration was deterministic and utilized the bias equations
to produce results. See Web Appendix 3 (including Web
Tables 6 and 7 and Web Figure 2) for a stochastic Monte
Carlo simulation of these 3 scenarios.

Web Figure 3 presents heat maps illustrating bias in the
RD for 2 additional scenarios: Web Figure 3A, azithromycin
sensitivity 0.9 and cefdinir sensitivity 0.6, and Web Fig-
ure 3B, azithromycin sensitivity 0.6 and cefdinir sensitivity
0.9. As the sensitivity differs between treatments, there are
changes in the pattern of direction and magnitude of bias that
differ by diagnosis.

Example simulated probabilistic bias analysis

To illustrate use of the bias correction equations in a
probabilistic bias analysis, we simulated a single cohort of
ng = 100, 000 (the full cohort) from the AOM population.
The true treatment distribution was simulated using the
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lllustration of the proportion of observed treated who are false positives (1 — positive predictive value) (A and B), bias in the risks (in
percentage points) (C and D), and bias in the risk difference (in percentage points) (E and F) as specificity varies in a hypothetical comparative
safety study of azithromycin (index) versus cefdinir (comparator) for treatment of acute otitis media and sinusitis in children.



Table 3. True Treatment Distribution, for Hypothetical Comparative Safety Study of 2 Antibiotics, Using Data Obtained From MarketScan,

United States, 2019

Acute Otitis Media

Acute Sinusitis

Treatment Rati Rati
No. % atio to No. % atio to
Untreated Untreated
Azithromycin 15,072 13 21,488 23 0.48
Cefdinir 42,465 37 27,936 30 0.63
Untreated 57,633 50 45,068 48
Other? 210,180 114,374

2 Includes multiple antibiotic fills.

proportions observed in MarketScan (IBM) (index P =0.13,
comparator P = (.37, and untreated P = 0.50). The outcome
was simulated from a Bernoulli distribution using the prob-
abilities from the illustration (/; = 0.08, I. = 0.07, and
I, = 0.01) for a true index-comparator RD of 1.0 percent-
age points. Then we simulated the observed (misclassified)
treatment using sensitivity 0.7, index specificity 0.9, and
comparator specificity 0.95 (data-generation code in Web
Appendix 4).

From the full cohort, we randomly sampled a single hypo-
thetical validation cohort (n,4,4 = 5,000) in which data
on the misclassified and true treatment and on the outcome
were available. We used the validation cohort to estimate the
true number of untreated individuals in the full data (V,),
the true outcome risk in the untreated (R),), the specificity
for index treatment (Sp;), and the specificity for comparator
treatment (Sp.). For each parameter, we defined triangular
distributions using the validation cohort point estimate as
the mode and the lower and upper confidence limits as the
minimum and maximum, respectively. Other distributions,
such as trapezoidal, could also have been chosen (11, 12).
We drew each parameter 10,000 times from the triangular
distributions (Web Figure 4 shows histograms).

For each draw, we corrected the outcome risks for index
treatment and comparator treatment for misclassification
using the bias correction equations and the observed (tab-
ular) data from the full cohort. We estimated the corrected
risk difference by taking the difference in the corrected risks.
Estimates were summarized by the median and 2.5th and
97.5th percentiles. We also incorporated uncertainty from
random error by taking a random draw from a zero-centered
normal distribution for each of the 10,000 parameter draws
and adding this to the bias corrected risk difference (11). The
normal distribution standard deviation was the standard error
of the observed risk difference in the full cohort.

In the full cohort, the RD estimate using the unknown
true treatment was 1.15 percentage points (95% CI: 0.61,
1.69) (Table 4). See Web Tables 8 and 9 for cross-tabulation
for the true and misclassified full cohort. The estimated RD
ignoring measurement error was —0.86 (95% CI: —1.34,
—0.39). The estimated RD corrected for measurement error
was 1.51 (95% CI: 1.08, 1.99). Incorporating random error,
the confidence interval widened to 0.86 to 2.20 (Table 4).

Note that these results are from a single analysis using one
validation cohort, and therefore the corrected point estimate
may not be exactly equal to the estimate using the unknown
true treatment.

DISCUSSION

Independent nondifferential treatment misclassification in
active comparator studies may result in bias toward the null,
bias away from the null, or no bias at all. The direction of
bias in risk contrasts is the result of a complex relationship
between misclassification probabilities for each treatment,
the true distribution of treated and untreated populations, and
the true outcome risks for each treatment and no treatment.
This complexity makes it challenging to predict the direction
of bias in real world settings. Well-supported prior knowl-
edge of these factors, validation data, or strong assumptions
are thus needed to infer the direction of bias. In the simple
scenario examined here, bias in the RD is guaranteed to
be toward the null only when PPV is the same for index
and comparator. However, equal PPVs requires a balancing
of misclassification probabilities with treatment distribution
that is highly unlikely. In the absence of specific exposure
validation data, we conclude that it is generally inappro-
priate to assume that independent nondifferential treatment
misclassification results in bias toward the null in active
comparator studies.

Previous work has described bias resulting from inde-
pendent nondifferential misclassification of a polytomous
exposure, typically focusing on polytomous categorization
of continuous exposures (7, 13—15). In contrast to prior
work, the exposure in active comparator studies is typically
truly categorical (as opposed to ordinal), misclassification
between certain exposure categories is more likely than
others (e.g., between an active treatment and untreated as
opposed to between active treatments), and our parameter
of interest is typically a contrast between only 2 of the
categories. In this sense, our work can be viewed as a
special case of the previous work by Birkett (14) and Correa-
Villaseiior et al. (15).

Treatment misclassification in active comparator studies
may occur for a variety of reasons. The data source and



Table 4. Estimated Risk Difference (in Percentage Points) From an Example Simulated Probabilistic Bias Analysis Accounting for Random

Error and Systematic Error

Analysis

Point Estimate (Median)

95% Interval (2.5th, 97.5th Percentile)

With unknown true treatment?

Random error (conventional result)” —0.86

Systematic error
Total error analysis®

0.61, 1.69
—1.34, -0.39
1.08, 1.99
0.86, 2.20

a Estimated using the true treatment classification that would be unknown in a real-data analysis.

b Estimated using the observed misclassified treatment.

¢ Incorporates uncertainty from random error by adding random draws from zero centered normal distribution with standard deviation equal

to standard error from observed full cohort analysis (0.0024).

data-collection procedures should be considered when
speculating about potential misclassification. The active
comparator design is often used in pharmacoepidemiology
research leveraging insurance claims, electronic health
records, or self-report data. Sensitivity is reduced when
an individual who was truly treated is misclassified as
untreated (false negative). In claims data, false negatives
occur if no claim was generated because of out-of-pocket
payment, physician samples, over-the-counter use, or use of
supplemental insurance (16-20). In electronic health record
data, similar misclassification occurs when prescriptions are
provided outside of a documented encounter or provided by
a practitioner outside the electronic health record’s network
(21, 22).

Specificity is reduced when an individual who was truly
untreated is misclassified as treated (false positive). This
may occur because of some error in the data, such as an
adjustment record in claims or incorrect documentation in
a medical record. False positives may also occur because
of nonadherence. In electronic health record data, false
positives occur when prescriptions are written but not filled
(primary nonadherence) or filled but not taken (secondary
nonadherence) (10, 23, 24). Secondary nonadherence also
produces false positives in claims data (10). It may be
possible to reduce false positives by requiring more than one
filled prescription (5). Using self-report data, a false positive
may occur if an individual reports using a treatment that they
did not use, possibly because of perceived social desirability
of compliance, or that they used at a different time (25-27).

Of note, whether or not nonadherence is considered mis-
classification depends on the study question and the esti-
mand (i.e., the parameter of interest) (28). If the objective
is to estimate the effect of a treatment decision (to prescribe
one medication vs. another) then someone with a prescrip-
tion who does not take the medication is not misclassified.
This is analogous to the intention-to-treat effect in a clinical
trial. Alternatively, if the objective is to estimate the effect
of taking one medication vs. another, then nonadherence can
be considered misclassification. A priori we were interested
in examining potential bias from nondifferential treatment
misclassification—that is, treatment misclassification that
is marginally independent of the outcome. However, when
considering nonadherence as the cause of misclassification

specifically, it may be difficult to justify a nondifferential
assumption. Rather, there may be common causes of adher-
ence and outcomes resulting in differential misclassification
(28).

Misclassification (and whether false positives or false
negatives are more common) is highly related to the data
source and the treatment under study including the indica-
tion and cost. In one study examining medical records and
using patient report as the gold standard, sensitivity was as
low as 0.33 and was commonly below 0.8. The investigators
observed that sensitivity was usually lower than specificity;
however, there were some medications where specificity was
lower (29). When patient report is the gold standard, studies
have observed specificity of medical records or electronic
prescription records as low as 0.63, although most often
specificity was between 0.88 and 0.98 (10, 29). Studies
comparing prescription-fill data with electronic prescription
records have found that primary nonadherence for some
medication classes may be quite high, but there is likely
notable variability by specific medications within classes
(24, 30). There is little information on secondary nonadher-
ence for claims data. Our work showed that both sensitivity
and specificity affect bias from treatment misclassification;
however, there will be no bias if specificity is perfect, and
reductions in specificity have a greater influence on bias in
the risks than similar reductions in sensitivity.

We derived algebraic equations that can be used to cor-
rect for bias from nondifferential treatment misclassification
in active comparator studies. These equations essentially
attempt to restrict analysis to true positives. When con-
sidering nonadherence specifically, this would be akin to
restricting analysis to adherers. Such an analysis is valid only
when adherence is truly nondifferential with respect to the
outcome; otherwise, the restriction results in selection bias,
and alternative methods are required (28, 31, 32). Algebraic
approaches to address misclassification in 2 x 2 tables have
been available since at least 1954, and several investiga-
tors have provided easy-to-use tools for leveraging such
equations (11, 33). We illustrated a probabilistic bias anal-
ysis using such tools leveraging our derived equations that
require the true number of untreated individuals, the true out-
come risk in the untreated, and the true index and comparator
specificities. These inputs are typically unknown but could



be estimated in validation studies, as in our example. Outside
of validation studies, the true outcome risk in the untreated
could be obtained from literature on the natural course of
an indication or background occurrence in the population.
The true number of untreated may be harder to glean from
prior literature and may be estimated given knowledge of
the treatment guidelines and the inclusion/exclusion criteria.
Alternatively, a wide range of plausible values could be
examined and summarized in a sensitivity analysis. Incor-
poration of adjustment for other biases (e.g., confounding)
would require record-level correction, instead of tabular
level as in our example (12, 34). Approaches to correct for
misclassification in analysis, as opposed to sensitivity anal-
ysis, include regression calibration and imputation (35-39).

In our illustration there was a large untreated population.
As the untreated population becomes much smaller than
the treated population, PPV is less sensitive to declines in
specificity (Figure 1). In that setting, bias from treatment
misclassification may be minimal unless sensitivity and
specificity are very low.

We limited ourselves to studying simple scenarios that
may not reflect realistic settings. First, we did not consider
the setting where individuals truly treated with index are
misclassified as comparator treated and vice versa. Second,
we assumed that no one truly received dual therapy but was
misclassified as monotherapy or vice versa. Third, we did
not consider other systematic biases such as confounding or
missing data and how these other biases may interact with
misclassification. Also, it is important to remember that bias
is a measure of expectation across many studies, and so our
equations for bias cannot be used to draw conclusions about
the error in any single study.

CONCLUSION

In active comparator studies, bias from independent non-
differential treatment misclassification may be toward or
away from the null. Bias from treatment misclassification
may be addressed in sensitivity analyses leveraging the
derived bias correction equations we provide here or using
other bias analyses that accommodate adjustment for other
biases. Validation studies are an essential source of supple-
mental data to quantify the occurrence of treatment mis-
classification and to inform realistic sensitivity analyses or
implement correction approaches.
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