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A B S T R A C T

Background: Major depression is a treatable disease, and untreated depression can lead to serious health com-
plications. Therefore, prevention, early identification, and treatment efforts are essential. Natural history models 
can be utilized to make informed decisions about interventions and treatments of major depression. 
Methods: We propose a natural history model of major depression. We use steady-state analysis to study the 
discrete-time Markov chain model. For this purpose, we solved the system of linear equations and tested the 
parameter and transition probabilities empirically. 
Results: We showed that bias in parameters might collectively cause a significant mismatch in a model. If inci-
dence is correct, then lifetime prevalence is 33.2% for females and 20.5% for males, which is higher than re-
ported values. If prevalence is correct, then incidence is .0008 for females and .00065 for males, which is lower 
than reported values. The model can achieve feasibility if incidence is at low levels and recall bias of the lifetime 
prevalence is quantified to be 31.9% for females and 16.3% for males. 
Limitations: This model is limited to major depression, and patients who have other types of depression are 
assumed healthy. We assume that transition probabilities (except incidence rates) are correct. 
Conclusion: We constructed a preliminary model for the natural history of major depression. We determined the 
lifetime prevalences are underestimated and the average incidence rates may be underestimated for males. We 
conclude that recall bias needs to be accounted for in modeling or burden estimates, where the recall bias should 
increase with age.   

1. Introduction

Major depression is a common mental illness, which affects roughly
17.3 million adults in the United States. It is more prevalent among 
women (10.2%) than men (6.2%) (Kessler et al., 2010). Major depres-
sion (or simply depression) is also a leading cause of disability (Kessler 
et al., 1999). The annual direct and indirect costs of depression, which 
are mostly caused by decreased productivity and increased healthcare 
utilization, were estimated at $210.5 billion in 2010 (Greenberg et al., 
2015). Although major depression is a widespread disease, only 33% to 
50% (Harman et al., 2006; Kessler et al., 2003; Pincus et al., 1998) of 
patients are diagnosed or receive adequate treatment in primary care 
settings. If depression is not detected and treated, it can cause functional 

impairment and contribute to poor health outcomes. Therefore, pre-
vention and treatments are essential. Models have been used to analyze 
various components of challenges surrounding major depression. 

Several types of modeling approaches can be used to study major 
depression (Ali Afzali et al., 2012; Kolovos et al., 2017). Natural history 
models, which describe how diseases develop and progress over time 
can be used to compare health outcomes (e.g., suicide (Gong et al., 
2019), or quality/disability-adjusted life-years (Julien et al., 2020)) 
under different scenarios including pharmacological treatment and/or 
psychological treatment (Kolovos et al., 2017; Yan et al., 2019), 
screening effectiveness (Jiao et al., 2017) or prediction of future out-
comes (Lin et al., 2019). Models may be represented with differential 
equations or by Markovian ones (stochastic, where future states depend 
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models. We demonstrate an approach that can be generalized for other 
problem settings where calibration is needed. Our findings show how 
parameters need to be adjusted for more complex natural history models 
or simulations of major depression, which are used to study screening, 
treatment, or other interventions. Our model can also be a framework 
upon which deeper models can be built including ones accounting for 
age, prior history and uncertainty. 

2. Methods

2.1. Population-level natural history model

We outline a simplified natural history model of major depression 
with incidence and prevalence (DIP), which consists of four health 
states: healthy, depression, remission, and death (Fig. 1). People who 
have never had a major depressive disorder in their lifetime are defined 
as in the “healthy” state. The depression state contains people who have 
met the diagnostic criteria for major depression in the last 12 months, 
while the remission state contains patients with a history of depression 
who have not satisfied the diagnostic criteria in the past 12 months. The 
death state includes deaths from all causes, including depression-related 
and not depression-related. From each state, there exists a transition to 
the death state, which is also a reservoir. 

We utilize a discrete-time Markov chain model with a sequence of 
stochastic and state-to-state transitions. Patients are allowed to transi-
tion between states at the end of each year. Our study population rep-
resents adults age 18 or older, which is consistent with published data (e. 
g., prevalence and incidence) in the literature. We develop identical but 
separate models for males and females. Lifetime prevalence is the sum of 
the proportion of the population in the depression (in the last 12- 
months) and remission (past depression) states. A newly introduced 
population is assigned initial states based on reported prevalence at age 
18 (arcs 7-10 in Fig. 1) 

We use a closed system, i.e., with a constant size population. A new 
individual enters the system from the reservoir when a person dies 
(Bush and Zaremba, 1971). As in Bush and Zaremba (1971) and other 
studies with steady state analysis, our model is finite, irreducible, and 
aperiodic, so the model will converge. Steady state analysis provides a 
way of determining the long-run outcome (e.g., lifetime prevalence) of 
applying a particular transition probability matrix (e.g., annual 
incidence). 

We use a stationary Markov model, where the transition probabilities 
are identical for every Markov cycle. Steady state is an interesting 
property of Markov chains, where if one simulates a process over an 
extended time, the state distribution will converge or reach an equilib-
rium (Gopalappa et al., 2018). A unique equilibrium or steady state 
exists regardless of the initial distribution as a result of the features of 
the Markov model (irreducible and aperiodic; refer to Ross (2010) for 
additional information). Steady-state analysis is used to obtain that 
equilibrium, and the process can be used to test parameters and tran-
sition probabilities empirically. 

2.1.1. Population-level model parameterization 
We derive the initial model parameters from highly cited studies, 

including the nationally representative U.S. cohort studies of the Na-
tional Comorbidity Survey Replication (NCS-R) (Kessler et al., 2010) and 
Epidemiologic Catchment Area (ECA) (Eaton et al., 2007). The rates are 
generally consistent with others; for example, the prevalence values of 
depression from NCS-R are similar to the reported percentages from the 
National Institute of Mental Health (National Institute of Mental Health 
n.d). We use annual transition probabilities specific to males and fe-
males throughout the model, except from depression to remission (see
Table 1 for initial inputs). These parameters are reported in the litera-
ture based on weighted averages of survey population (Eaton et al.,
2007; Kessler et al., 2010).

We compute the weighted average of the age-specific death rate 

on the present state), and they may be analyzed mathematically or 
computationally. Natural history models, which describe how diseases 
develop and progress over time, can help inform decisions about in-
terventions and treatments. 

This paper studies Markov models of major depression through the 
use of steady-state analysis, which is a mathematical tool to understand 
effects over time. Fundamentally, the analysis can provide the distri-
bution of a population among a set of states after a period of time. Bush 
and Zaremba (1971) note that steady-state analysis should be performed 
for any setting when a stochastic model is used. Steady-state analysis 
was described for the context of diseases by Bush and Zaremba (1971), 
and used for various diseases by others (Barendregt et al., 2003; Goenka 
et al., 2021; Kruijshaar et al., 2002; Kruijshaar et al., 2003). Examples of 
uses include characterizing natural history models, parameterizing un-
available data in a Markov model, or checking the internal consistency 
of parameters (Faissol et al., 2009; Gopalappa et al., 2018). 

A natural history model for major depression has been developed for 
different study cohorts including 40-year-old primary care patients 
(Valenstein et al., 2001) or adults with newly diagnosed major depres-
sion (Ross et al., 2019)). Generally, studies are built with Markov models 
and input parameters are validated based on fits to historical data (e.g., 
prevalence or incidence separately). 

For disease models to be broadly useful, good estimates should be 
available for parameters such as incidence, prevalence, and many 
others, which can come from personal health records (Lin et al., 2016, 
2018) or surveys (Eaton et al., 2007). In survey data, incidence is 
calculated as the proportion of people who newly develop a condition 
during a particular time period. Annual prevalence represents the rate of 
the study population who had major depression within the 12 months 
before the study. In comparison, lifetime prevalence is estimated from 
the percentage of the people who had experienced at least one episode of 
depression at the time of the interview. Annual estimates of incidence 
are between 2.3 to 15.9 per 1000 people for major depression (Eaton 
et al., 1997; Mattisson et al., 2005; Murphy et al., 2002), and lifetime 
prevalence is usually reported as ranging from 10% to 20% (Bland, 
1992; Kessler et al., 2003; Kessler et al., 2010). 

Several articles have identified challenges associated with incidence 
and lifetime prevalence values (Kessler et al., 2003; Kessler et al., 2010; 
Patten, 2009; Patten et al., 2012; Takayanagi et al., 2014). For example, 
for the population studied by Eaton et al. (1997), applying the lowest 
value for annual incidence of 2.3 from age X to Y would result in a 
lifetime prevalence of 50%, which is much higher than the maximum 
values reported in Kessler at al. (2003). Several hypotheses have been 
suggested as causes such as recall bias and birth cohort effects (Patten 
et al., 2010; Patten et al., 2012). 

One potential cause of the mismatch between incidence and lifetime 
prevalence is recall bias on episodes of depression (Patten et al., 2012; 
Takayanagi et al., 2014; Wells and Horwood, 2004). Recall bias is 
observed when study participants are less likely to recall their events or 
experiences from the past; one measure of it is the true value relative to 
the reported value. In the literature, the recall bias of lifetime prevalence 
of major depression is estimated as 35-291% (Andrews et al., 1999; 
Foley et al., 1998; Giuffra and Risch, 1994; Knauper and Wittchen, 1994; 
Kruijshaar et al., 2005; Patten, 2003, 2009; Takayanagi et al., 2014). 
From the Netherlands Mental Health Survey and Incidence Study 
(NEMESIS) the calculated recall bias is reported as 38% (Kruijshaar 
et al., 2005). 

We build a simplified natural history model of major depression with 
incidence and prevalence (DIP) that mimics the disease progression 
without interventions. We utilize a Markov chain model with model 
inputs derived from published data, and we mathematically show how 
parameters can be inconsistent. The structure of our model and the 
equilibrium analysis (Bush and Zaremba, 1971) allow us to quantify a 
set of parameters that is feasible under a particular scenario of a 
multi-year analysis. We obtain estimates of parameters that are 
reasonable over long periods of time which can be used in longer 



(Arias et al., 2017) based on the proportion of each age in the standard 
U.S. population (Arias et al., 2017). Depressive patients are more likely 
to have one or more other comorbid conditions; accordingly, they have 
an elevated risk of death than healthy patients. Therefore, their lifetime 
may be shorter than patients without depression. In our analysis, we use 

the relative risk of mortality in depressed patients as 1.58 compared to 
the non-depressed population (Cuijpers et al., 2014). 

In the main results, we focus on the general steady-state, that is, 
where the system would be stable. The steady-state results hold on 
average and in the long term. Without the consideration of birth cohort 
effects on major depression rates, the assumption of stable disease will 
be valid. In section 2.2., we parameterize the model with age-specific 
rates for incidence, lifetime prevalence, or recall bias. 

To examine the model with parameters obtained from the literature, 
we build two sets of linear equations for the Markov model, with one 
equation for each gender; see Appendix 1 in the supplementary appen-
dix for the equations. We conduct our steady-state calculations using R 
(version 3.6.2) (Team, 2013). 

The equations, which are built on parameters such as annual inci-
dence, recurrence and recovery rates are infeasible with reported 
prevalence (steady-state distribution) data which is Pfemale (healthy, 
depression, remission, death) = (0.755, 0.102, 0.127, 0.016) and Pmale 
(healthy, depression, remission, death) = (0.832, 0.062, 0.089, 0.017) 
(Arias et al., 2017; Kessler et al., 2010; Kessler et al., 1997). Therefore, 
we further calibrate the parameters to build a model. 

2.1.2. Calibration 
As documented (Eaton et al., 1997), an infeasible system of equations 

for depression can be caused by different reasons, e.g., resulting in a 
prevalence rate that is too high, an incidence that is too low, or both. In 
the following sections, we hypothesize each of these cases for 
evaluation. 

In hypothesis 1, we assume that the reported lifetime prevalence of 
each state obtained from the literature is correct, along with the initial 
prevalence at age 18. Therefore, one or more inaccurate transition 
probabilities for incidence may lead to infeasibility with lifetime prev-
alence values. Thus, we calibrate incidence rates and determine the 
steady-state distribution of the Markov model for average of lifetime and 
annual prevalence, comparing the results to reported values from the 
literature. This hypothesis corresponds to inaccurate reported incidence 
values. 

In hypothesis 2, we assume that reported transition probabilities 
(including for incidence) are correct, as is the initial prevalence at the 
age of 18 (Kessler et al., 2010; Kruijshaar et al., 2005). We focus on 
finding fitted values for lifetime prevalence for each model state and 
compare them to the evidence from the literature. We calculate the 

Fig. 1. Depiction of the Markov model for the natural history of major depression. 
Notes: Boxes represent health states; arrows represent allowed transitions between states * This is a dummy state. 

Table 1 
Transition probabilities of major depression: Markov model.  

Definition Transitions Parameter mean 
[Female, Male] 

Reference 

Incidence 1 [0.0039, 0.0021] (Eaton et al., 2007) 
Achieving remission 2 0.45 (Brodaty et al., 

1993; Thase et al., 
2005; Whiteford 
et al., 2013) a,b 

Recurrence of 
depression 

3 [0.324, 0.281] (Kessler et al., 
1994)c 

Mortality for 
general 
population 
(healthy or in 
remission) 

4, 6 [0.016, 0.017] (Arias et al., 2017)d 

Mortality for 
depressive 
patients 

5 [0.025, 0.0269] (Arias et al., 2017;  
Cuijpers et al., 
2014) e,f 

Prevalence at the 
age of 18 
(Healthy, Dep., 
Rem., Death) 

7, 8, 9, 10 [(0.763, 0.136, 
0.101, 0.000305), 
(0.848, 0.072, 0.079, 
0.000751)] 

(Arias et al., 2017;  
Kessler et al., 2010) 

Reentrance (refer 
text for more 
information) 

11 1   

a Full remission rates for untreated patients are 0.37 (Whiteford et al., 2013) 
and for treated patients 0.47 (Thase et al., 2005). It is assumed that 65% of the 
patients are diagnosed (Simon & VonKorff, 1995) and, one-third of the diag-
nosed patients received treatment (Waitzfelder et al., 2018). The full remission 
rate is, on average, 0.39. 

b Partial remission with the existence of residual symptoms is seen for 24% of 
the population in 3.8 years follow-up (Brodaty et al., 1993), which corresponds 
to the rate of 6.32% in a year. 

c Probability for the population in the age range 15-54. 
d Weighted average. 
e Denotes that this source is a primary source. 
f Denotes that this source used secondarily for an adjustment (multiplier) to 

the primary source. 



3. Results

This section collected our findings under five categories; hypotheses
I, II, III, sensitivity analysis on remission and recurrence, and age- 
specific analysis of lifetime prevalence. For sensitivity analysis, we 
will use the best-fitting model from the previous hypothesis testing. 

Note that the feasible pairs of incidence and lifetime prevalence in 
steady state can be calculated for a given initial prevalence. Feasible 
pairs of incidence and lifetime prevalence, given initial conditions, 
recurrence, remission, and mortality are shown in Fig. 2. 

3.1. Hypothesis I: prevalence rates are correct 

Assuming the stated prevalence values in each state, we calculate the 
annual incidence rates from the steady-state distribution in the model as 
.0008 and .00065 for females, and males, respectively. Compared to the 

reported average incidence rates (Table 1) of .0039 and .0021, the 
incidence rates from the model calculations were lower (~79% lower for 
females and ~69% for males). The calculated values are also substan-
tially lower than the lower bounds in the Baltimore ECA study (Eaton 
et al., 2007) (the lower bounds are .0029 and .0013, for females and 
males, respectively). Fig. 2 displays the incidence and lifetime preva-
lence pairs under Hypothesis 1. 

3.2. Hypothesis II: transition probabilities for incidence are correct 

Given incidence rates, we calculate the lifetime prevalence of 
depression from the model as 33.2% for females and 20.5% for males. 
However, the reported prevalence from national surveys was 22.9% and 
15.1%, respectively (Kessler et al., 2010). The calculated lifetime 
prevalence rates with known incidence are 45% higher for females and 
35.9% higher for males than reported values. 

Using the Markov model and the transition probabilities, we plotted 
the prevalence to compare the expected values with the reported values. 
Fig. 3 shows that the transition probabilities from the literature lead to 
higher depression and remission prevalence than is stated in the litera-
ture. Additionally, we observed that fewer individuals had never expe-
rienced an episode of depression in their lifetime (65.1% calculated vs. 
75.5% reported for females and 77.7% calculated vs. 83.2% reported for 
males) in the model results compared to the reported values. 

Fig. 2. Feasible pairs of incidence and lifetime prevalence, with initial condi-
tions, recurrence, remission, and mortality. 
Note: Labeled pair shows values resulting from prevalence rates from the 
literature and calculated incidence; A shows Female, and B shows Male. 

steady-state distribution of the Markov model with average values. This 
hypothesis is consistent with inaccurate lifetime prevalence, such as 
from recall bias. 

In hypothesis 3, because of the high discordance between calculated 
and reported rates of incidence and lifetime prevalence, we evaluate the 
case that both sets of parameters are incorrect. We perform the cali-
bration by examining scenarios where the incidence is equal to the 
mean, lower, and upper bound obtained from the Baltimore ECA study 
(Eaton et al., 2007) and calculating the steady-state distribution the 
range of prevalence values. We calculate the prevalence (annual or 
lifetime) values to fit within bounds of prevalence from the literature 
(Patten, 2003; Patten et al., 2010). We denote the difference between 
reported and calculated prevalence as recall bias. Note that the analysis 
could have been performed in the same way beginning with the range of 
lifetime prevalence values, assuming recall bias, and calculating the 
corresponding range of incidence values. 

2.1.3. Sensitivity analysis 
We evaluated various levels (low, medium, and high) of incidence 

and prevalence rates given in previous sections. Specifically, we extend 
lifetime, annual prevalence, and recall bias calculations for 20% higher 
than the upper bound and 20% lower than the lower bound from the 
point estimates of remission and recurrence rates reported in Table 1. 

2.2. Age-specific parameters and transient analysis of natural history 
model 

It is important to verify if the population-level model results hold for 
different age groups. Due to the existence of birth cohorts with different 
transition probabilities, we use transient analysis to capture the distri-
bution of the population across states after a defined period of time. This 
is not a full steady state but is another mathematical tool to understand 
the implications of a set of parameters on the system. 

Lifetime prevalence relates to the cumulative impact of incidence 
from many prior years. Therefore, a short period of time is insufficient to 
observe the accumulated effect (Kruijshaar et al., 2002). We performed 
additional scenario-based analysis, with age-specific values of inci-
dence, prevalence, and mortality in DIP model, as shown in Table S1 
(see the supplementary appendix). The analysis is valid for short to 
medium periods of time. 

We calculated lifetime prevalence from age 18 to the ending ages of 
20, 34, 49, 64, 79, and 90. The ages 20, 34, 49, and 64 were selected 
based on reported prevalence from Kessler et al. (2010), and the older 
ages were added to better analyze the group 65+. Our initial average 
mortality risk ratio is 1.58 for depressed patients (Cuijpers et al., 2014). 
Age-specific analysis has the potential to show much larger gaps be-
tween feasible and reported values. To explore an additional scenario, 
we also extended the age-specific analysis with a mortality risk ratio up 
to 4.0. 



3.3. Hypothesis III: prevalence and incidence rates are biased 

Using several scenarios for incidence values, we obtain calculated 
values for prevalence from the steady-state model and recall bias 
necessary to match reported prevalence values. 

We quantified that lifetime prevalence in steady state feasibly ranged 
from 30.2% to 36.4% for females (vs. 17.6 to 24.5% for males) and 12- 
month prevalence ranged from 12.8% to 15.4% for females (vs. 6.8 to 
9.6% for male). Even with the lowest incidence rate, the lifetime prev-
alence values in steady state are higher (as shown in Fig. S1) than the 
values in the literature, which are 22.9% and 15.1%, respectively 
(Kessler et al., 2010), for females and males. 

We calculated the recall bias of the lifetime prevalence based on the 
gap between the estimated lifetime prevalence from the Markov model 
(as shown in Table 2) and the reported lifetime prevalence in the liter-
ature. The gap between calculated and reported lifetime prevalence 
ranged from 31.9% to 59% for females and 16.3% to 62.3% for males. 
Additionally, for the lower bound of incidence (which was 25.6% and 
38.1% lower than the average incidence, respectively for females and 
males), we calculated the recall bias for the 12-month prevalence of 
major depression as 25.5% for females and 9% for males. In comparison, 
the average recall bias identified in the literature is 60% for female and 
63% for males (Kruijshaar et al., 2005). 

3.4. Sensitivity analysis results 

We reported sensitivity analysis result in Fig. S7 in the supplemen-
tary appendix. All recall biases quantified are positive, except for recall 
of 12-month prevalence in males for two cases. The two cases with recall 

Fig. 3. Comparison of calculated prevalence from the Markov model and observed prevalence from the literature for each health state assuming that incidence is 
correct, where the observed proportion of healthy people is higher than the steady state analysis. 
* Observed prevalence rates are obtained from Kessler et al. (1) and calculated as 95% CI.

Table 2 
Calibration of the Markov model and calculated prevalence and recall bias.  

Gender Low Medium High  

Incidence* 
Female 0.0029 0.0039 0.0051 
Male 0.0013 0.0021 0.0033 
Calculations from Markov Model  

Lifetime Prevalence (%) 
Female 30.2 33.2 36.4 
Male 17.6 20.5 24.5  

12-month Prevalence (%) 
Female 12.8 14.1 15.4 
Male 6.8 8.0 9.6 
Calculated Recall Bias  

Lifetime Prevalence (%) 
Female 31.9 45.0 59.0 
Male 16.3 35.8 62.3  

12-month Prevalence (%) 
Female 25.5 38.2 51.0 
Male 9.0 29.0 54.8  

* 95% CI of the incidence rate in the Baltimore ECA study (Eaton et al., 2007).



4. Discussion

In hypothesis I, we found that assuming prevalence values from the
literature are correct resulted in an incidence rate that is lower than 
reported in the literature (Eaton et al., 2007), so this hypothesis seems 
unlikely to be true. In hypothesis II, we found that assuming incidence 
values from the literature are correct resulted in lifetime prevalence 
values that are higher than are reported in Kessler et al. (2010), so this 
hypothesis also seems unlikely to be true. In hypothesis III, we reported 
recall bias estimates for incidence rates at their lowest and highest re-
ported values. Even with the lower bound of incidence, we find that the 
lifetime prevalence in steady state is higher than that reported in prac-
tice. This finding suggests that either incidence is over-reported (which 
seems unlikely given that it is reflecting a specific snapshot in time) or 
that lifetime prevalence as reported may be underestimated. We find 
that the model can be in steady state with the lowest reported values of 
incidence and with reasonable recall bias (32% for females, 16% for 
males). 

One of the possible explanations of high lifetime prevalence among 
younger populations is a “cohort effect”. E.g., younger generations may 
have an elevated risk of depression. However, our incidence adjustment 
based on cohort effects (Twenge et al., 2019) showed that birth cohorts 
alone do not explain the gap between incidence and resulting lifetime 
prevalence for older generations (in the supplementary appendix Fig. S4 
S5). 

On the other hand, we may see fewer patients with depression in 
older age groups because of the elevated risk of mortality of patients 
with current depression. We account for increased mortality in patients 
with depression in our model, and we conclude this alone does not 
explain the results. Our age-specific analysis further supports this 
conclusion. 

Cohort effects and increased mortality of patients with current 
depression are insufficient to explain the gap between reported and 

calculated lifetime prevalence (Appendices 2 and 3) (Patten et al., 
2010). There may be other factors that contribute to the pattern, such as 
the changes in diagnostic criteria. Conditions that are diagnosed (or 
denoted) as depression now, were called other names prior to the past 
half-century (e.g., “anxiety” or “melancholy”) (Horwitz, 2010). If so, 
then survey instruments may need to account for this when questioning 
patients from previous birth cohorts. 

Our age-specific analysis showed that the recall bias would need to 
increase until the age of 79 for the feasibility of other parameters 
(Table S3). To be more conservative on the calculation of bias, we used 
annual and lifetime prevalence from NCS-R (Kessler et al., 2010), which 
reported relatively higher rates than the ECA study (Eaton et al., 2007) 
from which incidence rates are obtained. 

Recall problems may increase with age because of high risk for 
cognitive decline. Mental health problems may also fade in the face of 
physical ailments that increase with age (Bor, 2015). As well as age, the 
number of previous episodes and time since the last episode may affect 
reporting. It has been reported that 10% of patients did not report their 
depression episodes at onset (Patten et al., 2012), and recall bias can 
exist when the recall period is as short as one week (Zanni, 2007). 

In our results, we calculated relatively low recall bias rates for males 
would be necessary to match incidence and lifetime prevalence in the 
steady state. This does not seem true because some studies show that 
females have a better memory than males (Lundervold et al., 2014). In 
the age-specific analysis, we observed that men have higher recall bias in 
older ages (≥79 years old) than females (Table S3 and Fig. S5 in the 
supplementary appendix). However, men may hide psychological 
problems, and they may be reluctant to seek help for their conditions 
(Lee and Owens, 2002; O’Brien et al., 2005). This indicates that the 
incidence rate may be underestimated for males, which would increase 
the recall bias. Additionally, another concern is measurement bias, 
which may lead to underestimating the disease burden among men. In 
general, tools and questions that are used in surveys detect the symp-
toms the same way for men and women (Smith et al., 2018). 

One recent study showed a relatively higher lifetime prevalence 
(14.7% for males and 26.1% for females) of major depression than 
previous studies, using The National Epidemiologic Survey on Alcohol 
and Related Conditions III (Hasin et al., 2018). However, concerns about 
the underreporting rates still exist even with cumulative estimates 
(Wells and Horwood, 2004). Cumulative evaluations from multiple in-
terviews may also underestimate the true lifetime prevalence of major 
depression because of the patients who did not recall their lifetime event 
in all interviews (Takayanagi et al., 2014). Therefore, the lifetime 
prevalence values estimated from simulation studies were higher than 
the general population surveys, either one-time retrospective or cumu-
lative evaluations (Kruijshaar et al., 2005) estimated the lifetime prev-
alence of 20% for men and 30% for women from a microsimulation 
study. 

Our model provides a preliminary framework for the natural history 
of major depression. Additionally, we quantified the calibration for 
incidence and lifetime prevalence. Our findings mathematically prove 
and support the arguments around the potential discordance between 
incidence and lifetime prevalence rates, which can be solved in part by 
adjusting for recall bias. 

Developed Markov models can also be used by other researchers to 
estimate recall bias or other adjustments needed to ensure the feasibility 
of parameters for models. Furthermore, our models are available for 
others, and we provide steady-state calculations as an R script (Appendix 
4 in the supplementary appendix). 

4.1. Limitations 

This study has several limitations related to the model structure, data 
inputs, and calibration process. First, we have included a relatively small 
number of states rather than characterizing based on the severity of 
depression (low, moderate, and high) and recovery procedure (partial 

bias equal to zero or negative (calculated prevalence is higher than re-
ported prevalence) both have incidence equal to the lower bound; in one 
the remission rate is 20% higher than the point estimate, and in the other 
the recurrence rate is 20% lower than the point estimate. 

3.5. Age-specific analysis of lifetime prevalence 

We performed age-specific analysis, including additional parameter 
settings of higher mortality for people who are depressed or with 
increased incidence for the younger population. In Table S2, we report 
the calculated lifetime prevalence values using mean incidence rates. 
Additionally, based on the upper and lower bounds (95% CI) of the 
incidence rate (Table S1), we calculate the range, as shown by the bars 
included on Figs. S2 and S3. 

Figs. S2 and S3, which also display the reported lifetime prevalence 
(Kessler et al., 2010), show that the calculated lifetime prevalence starts 
to drop after the age of 49, as the reported does. However, the difference 
between reported and calculated prevalence is increasing with age, 
except for age 90. 

Table S3 shows the recall bias (the difference between reported and 
calculated prevalence) that would be necessary for the system to be 
feasible for low, medium, and high values of the incidence rate. For 
some ages (e.g., < 65), there are recall bias values that could be possible, 
especially for low and medium incidence. On the other hand, for the 
highest ages.s, recall values above 100 are not possible, suggesting that 
recall bias alone does not explain the infeasibility in the system based on 
incidence, lifetime prevalence, and recall bias. 

Furthermore, we observed that recall bias still exists even if the 
mortality risk of people with depression was much higher than others, e. 
g., a 4-fold increase (Figs. S2 and S3 in the supplementary appendix) and 
if there is a significant (e.g., 6-fold) increase in incidence among younger 
birth cohorts (Fig.s S4 and S5 in the supplementary appendix). 



5. Conclusions

Average incidence estimates have often seemed unrealistically high
(Eaton et al., 1997; Patten, 2008) because they would lead to excessively 
high lifetime prevalence (33.2% for females and 20.5% for males); 
however, lifetime prevalence is probably much higher (Kruijshaar et al., 
2005; Takayanagi et al., 2014) than reported in general population 
surveys. 

In the literature, studies reported recall bias of 38% or more 
(Andrews et al., 1999; Kruijshaar et al., 2005). Our rates are consistent 
with this rate while additionally suggesting that the average incidence 
rates may be underestimated for males. 

Our conclusions apply to future models or estimates of burden. For 
all populations, we recommend using incidence rates that are low to 
medium from reported values, and lifetime prevalence values that are 
medium to high for reported values. We conclude that recall bias needs 
to be accounted for in modeling or burden estimates, where the recall 
bias should increase with age. We concur that incidence for males is 
likely under-reported, and additional refinements may be considered for 
survey instruments to capture gender or age-based effects. We recom-
mend that modelers continue to use steady state analysis, especially as 
reported values are updated over time, to ensure that parameters used 
within models are consistent across multiple types of environments. 
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