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Abstract

For a two-channel model of the form

Hε =
[
Hop 0
0 E0

]
+ ε

[
0 W12

W21 0

]
on H = Hop ⊕C,

appearing in the study of Feshbach resonances, we continue the rigor-
ous study, begun in our paper [J. Math. Phys. 50 (2009), 013516], of
the decay laws for resonances produced by perturbation of unstable
bound states close to a threshold. The operator Hop is assumed to
have the properties of a Schrödinger operator in odd dimensions, with
a threshold at zero. We consider for ε small the survival probability
|〈Ψ0, e

−itHεΨ0〉|2, where Ψ0 is the eigenfunction corresponding to E0

for ε = 0. For E0 in a small neighborhood of the origin independent of
ε, the survival probability amplitude is expressed in terms of some spe-
cial functions related to the error function, up to error terms vanishing

1



as ε → 0. This allows for a detailed study of the crossover from ex-
ponential to non-exponential decay laws, and then to the bound state
regime, as the position of the resonance is tuned across the threshold.

1 Introduction

The problem of the decay laws for resonances produced by perturbation
of unstable bound states has a long and distinguished history in quantum
mechanics. There is an extensive body of literature about decay laws for
resonances in general, both at the level of theoretical physics (see e.g. [4,
10, 11, 22, 27, 28, 29] and references therein), and at the level of rigorous
mathematical physics (see e.g. [3, 5, 6, 7, 9, 12, 16, 17, 18, 19, 24, 31, 32]
and references therein). It started with the computation by Dirac of the
decay rate in second order time-dependent perturbation theory, leading to
the well known exponential decay law, e−Γt. Here Γ is given by the famous
“Fermi Golden Rule” (FGR), Γ ∼ |〈Ψ0, εWΨcont,E0〉|2, where Ψ0, E0 are the
unperturbed bound state eigenfunction and energy, respectively, and Ψcont,E0

is the continuum “eigenfunction” degenerate in energy with the bound state.
The FGR formula met with a fabulous success, and as a consequence, the
common wisdom is that the decay law for the resonances produced by pertur-
bation of non-degenerate bound states is exponential, at least in the leading
non-trivial order in the perturbation strength (for degenerate bound states
Rabi type exponentially decaying oscillations can appear).

However, it has been known for a long time, at least for semi-bounded
Hamiltonians, that the decay law cannot be purely exponential; there must be
deviations at least at short and long times. This implies that, in more precise
terms, the question is whether the decay law is exponential up to errors
vanishing as the perturbation strength tends to zero. So at the rigorous level
the crucial problem is the estimation of the errors. This proved to be a hard
problem, and only during the past decades consistent rigorous results have
been obtained. The generic result is that (see [3, 5, 12, 16, 24] and references
therein) the decay law is indeed (quasi)exponential, i.e. exponential up to
error terms vanishing in the limit ε → 0, as long as the resolvent of the
unperturbed Hamiltonian is sufficiently smooth, when projected onto the
subspace orthogonal to the eigenvalue under consideration. For most cases
of physical interest this turns out to be the case, as long as the unperturbed
eigenvalue lies in the continuum, far away from the energetic thresholds, and
this explain the tremendous success of the FGR formula.

The problem with the exponential decay law appears for bound states
situated near a threshold, since in this case the projected resolvent might
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not be smooth, or may even blow up, when there is a zero resonance1 at
the threshold, see e.g. [14, 15, 16] and references therein. As it has been
pointed out in [2], at threshold the FGR formula does not apply. Moreover,
the fact that the non-smoothness of the resolvent opens the possibility of
a non-exponential decay at all times has been mentioned at the heuristic
level [20, 22] (although this possibility for the non-degenerate case has been
sometimes denied [25]).

Let us mention that the question of the decay law for near threshold
bound states is more than an academic one. While having the bound state
in the very neighborhood of a threshold is a non-generic situation, recent
advances in experimental technique have made it possible to realize this case
for the so-called Feshbach resonances, where (with the aid of a magnetic field)
it is possible to tune the energy of the bound state (and then the resonance
position) throughout a neighborhood of the threshold energy.

The decay law for the case, when the resonance position is close to the
threshold, has been considered at the rigorous level in [16, 17, 18, 19]. More
precisely, in [16, 17, 18] the threshold bound states were considered, but
under the condition that the shift in the energy due to perturbation (see [16,
(3.1)]) is sufficiently large, such that the resonance position is at a distance of
order ε from the threshold. In this case it turns out that the decay law is still
exponential, but the FGR has to be modified. It is interesting to note that
since in this case the ε dependence of the decay rate is a fractional power,
the modified FGR cannot be obtained by naive perturbation theory.

The other case, when the resonance position is very close to the threshold
(in a neighborhood of the threshold, shrinking as ε → 0), has been consid-
ered in [8] for a two channel model Hamiltonian with the structure used
in Feshbach resonance theory [21, 30]. The main result is the proof at the
rigorous level that for some energy ranges the decay law is definitely non-
exponential. More precisely, we proved that the survival probability, up to
some error terms vanishing in the limit ε→ 0, can be written as an explicit
integral, which has been analyzed numerically. The numerical study revealed
that a remarkable variety, depending upon the values of the parameters in-
volved, of different decay laws appear: Close to an exponential one, definitely
non-exponential, or bound state like.

The present paper is a continuation of [8]. The setting is the same, but
we add two important things. First, using an appropriate ansatz, close in the
spirit to the well known Lorentzian (Breit-Wigner) approximation for per-

1To clarify the terminology, H = −∆ + V on L2(Rd), d = 1, 2, 3, with V (x) =
O(|x|−2−δ |) as |x| → ∞, is said to have a zero resonance, if HΦ = 0 has a solution,
which is not in L2(Rd), but in a slightly larger space, see e.g. [14, 15]. A zero resonance
is also called a half-bound state.
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turbed eigenvalues far from the threshold, but with a functional form taking
into account the threshold behavior of the resolvent near threshold, we are
able to cover a small ε-independent neighborhood of the threshold, improv-
ing at the same time the error term. Secondly, we express the approximated
survival probability amplitude in terms of some special functions, related to
the error function, replacing the exponential function in the decay law. As
a result, we are able to obtain a rigorous and detailed description of the
crossover of the decay law, as the resonance position is tuned through the
threshold from positive to negative energies via tuning of E0: Exponential
decay with the usual FGR decay rate, to exponential decay with the modified
FGR decay rate, then to non-exponential decay, and finally to bound state
behaviour.

The contents of the paper is as follows. In Section 2 we recall from [8] the
model Hamiltonian and its properties. Section 3 contains the guiding heuris-
tics discussion, and a detailed description of the results. Section 4 contains
the proofs. In the Appendix we discuss the properties of the functions ap-
pearing in the expression for the approximate survival probability amplitude,
and their relations with error function and related special functions.

2 Notation and Assumptions

The setting is the same as in [8]. We repeat it below for the reader’s con-
venience. We develop the theory in a somewhat abstract setting, which is
applicable to two channel Schrödinger operators in odd dimensions, as they
appear for example in the theory of Feshbach resonances (see e.g. [21, 30],
and references therein).

Consider

H =

[
Hop 0
0 Hcl

]
on H = Hop ⊕Hcl.

In concrete cases Hop = L2(R3) (or L2(R+) in the spherically symmet-
ric case), and Hop = −∆ + Vop with lim|x|→∞ Vop(x) = 0. Hop describes
the “open” channel. As for the “closed” channel, one starts again with a
Schrödinger operator, but with lim|x|→∞ Vcl(x) = Vcl,∞ > 0. One assumes
that Hcl has bound states below Vcl,∞, which may be embedded in the contin-
uum spectrum of Hop. Only these bound states are relevant for the problem
at hand. Thus one can retain only one isolated eigenvalue (or a group of
almost degenerate eigenvalues isolated from the rest of the spectrum); the
inclusion of the rest of the spectrum of Hcl merely “renormalizes” the values
of some coefficients, without changing the qualitative picture. In this paper
we shall consider only non-degenerate eigenvalues, i.e. we shall take Hcl = E0
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in Hcl = C, such that

H =

[
Hop 0
0 E0

]
, (2.1)

on

H = Hop ⊕C =
{

Ψ =

[
ψ
β

] ∣∣∣ψ ∈ Hop, β ∈ C
}
.

Apart from the spectrum of Hop, H has a bound state

Ψ0 =

[
0
1

]
, such that H

[
0
1

]
= E0

[
0
1

]
. (2.2)

The problem is to study the fate of E0, when an interchannel perturbation

εW = ε

[
0 W12

W21 0

]
(2.3)

is added to H , i.e. the total Hamiltonian is

Hε = H + εW. (2.4)

Throughout the paper we assume, without loss of generality, that ε > 0. For
simplicity, we assume that W is a bounded self-adjoint operator on H.

As already said in the Introduction, the quantity to be studied is the
so-called survival probability amplitude

Aε(t) = 〈Ψ0, e
−itHεΨ0〉. (2.5)

As in [16, 8] we shall use the stationary approach to write down a workable
formula for Aε(t). For this purpose we use the Stone formula to express
the compressed evolution in terms of the compressed resolvent, and then we
use the Schur-Livsic-Feshbach-Grushin (SLFG) partition formula to express
the compressed resolvent as an inverse (for details, further references, and
historical remarks about the SLFG formula, we send the reader to [16]). More
precisely, by using the Stone formula and the SLFG formula, one arrives at
the following basic formula for Aε(t), which often appears in the physics
literature and is a particular case of the general formula in [16].

Aε(t) = lim
ηց0

1

π

∫ ∞

−∞
e−itx ImF (x+ iη, ε)−1dx (2.6)

with
F (z, ε) = E0 − z − ε2g(z), (2.7)
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where
g(z) = 〈Ψ0,WQ∗(Hop − z)−1QWΨ0〉, (2.8)

and Q is the orthogonal projection on Hop, considered as a map from H to
Hop.

Since we are interested in the form of Aε(t), when E0 is near a threshold
of Hop, we shall assume that 0 is a threshold of Hop, and that E0 is close to
zero.

The following assumption is imposed in the sequel and will not be re-
peated. Condition (iii) is imposed to exclude the trivial case.

Assumption 2.1. (i) There exists a > 0, such that (−a, 0) ⊂ ρ(Hop) (the
resolvent set) and [0, a] ⊂ σess(Hop).

(ii) |E0| ≤ 1
2
.

(iii) We have QWΨ0 6= 0.

From Assumption 2.1 and (2.8) we get the following result.

Proposition 2.2. (i) g(z) is analytic in C \ {(−∞,−a] ∪ [0,∞)}.
(ii) g(z) = g(z).

(iii) g(z) is strictly increasing on (−a, 0).

(iv) Im g(z) > 0 for Im z > 0.

The aim of this paper is to consider at the rigorous mathematical physics
level the problem of the decay law, for the case that E0 is tuned past the
threshold. For that purpose we need assumptions about the behavior of the
function g(z) in the neighborhood of the origin. In stating this assumption
we use the notation from [8, 16] to facilitate reference to those papers.

Assumption 2.3. For Reκ ≥ 0 and z ∈ C \ [0,∞) we let

κ = −i√z, z = −κ2. (2.9)

Let for a > 0
Da = {z ∈ C \ [0,∞) | |z| < a} . (2.10)

Then for z ∈ Da

g(z) =

4∑
j=−1

κjgj + κ5r(κ), (2.11)
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d

dz
g(z) = − 1

2κ

4∑
j=−1

jκj−1gj + κ3s(κ), (2.12)

sup
z∈Da

{|r(κ)|, |s(κ)|} <∞. (2.13)

Furthermore, we assume that limIm zց0(g(z)− g−1κ
−1) exists and is continu-

ous on (−a, a).
As already explained, Assumption 2.3 includes the case, when Hop =

−∆ + Vop in odd dimensions. The expansions for the resolvent of −∆ + Vop

leading to (2.11) are provided in [14, 13, 26, 15, 16, 17]. Taking into account
that (at least formally)

d

dz
g(z) = 〈Ψ0,WQ∗(Hop − z)−2QWΨ0〉,

the result (2.12) can be derived in the same manner. More precisely, it can be
shown that the expansion (2.11) is differentiable, see [14, 26, 33]. Examples
of expansions with the corresponding explicit expressions for coefficients gj

are given in the Appendix to [16], with references to the literature.
Since the form of the decay law depends strongly upon the behaviour of

g(z) near 0, we divide the considerations into three cases.

(i) The singular case, in which g−1 6= 0. In the Schrödinger case this
corresponds to the situation, when Hop has a zero resonance at the
threshold (see e.g. [14, 16]). Let us recall that the free particle in one
dimension belongs to this class. From Proposition 2.2(iv) follows that

g−1 > 0. (2.14)

(ii) The regular case, in which g−1 = 0 and g1 6= 0. We note that g−1 = 0 is
the generic case for Schrödinger operators in one and three dimensions.
Again from Proposition 2.2(iv) one has

g1 < 0. (2.15)

Let us remark that the behavior Im g(x+i0) ∼ x1/2 as x→ 0 is nothing
but the famous Wigner threshold law [30, 23].

(iii) The smooth case, in which g−1 = g1 = 0. This case occurs for free
Schrödinger operators in odd dimensions larger that three, and in the
spherical symmetric case for partial waves ℓ ≥ 1, see [16, 17]. Notice
that in this case d

dz
g(z) is uniformly bounded in Da.
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Let for x ∈ (−a, a), x 6= 0,

lim
ηց0

F (x+ iη, ε) = F (x+ i0, ε) = R(x,E0, ε) + iI(x,E0, ε). (2.16)

Due to (2.7) and Assumption 2.3, R(x,E0, ε) is continuous and strictly de-
creasing, for sufficiently small ε. Thus for ε and E0 small enough, the equa-
tion R(x,E0, ε) = 0 has a unique solution x0(E0, ε) on (−a, a):

R(x0(E0, ε), E0, ε) = 0. (2.17)

To simplify the notation we omit the dependence ofR(x,E0, ε), I(x,E0, ε),
and x0(E0, ε) on E0 and ε. Throughout the paper Hop and W are kept fixed,
while E0 and ε are parameters; ε is positive and small, and E0 is tuned past
the threshold, i.e. takes values in a neighborhood of the origin.

A finite number of constants will appear; they are strictly positive, finite
and independent of the parameters ε and E0. We introduce the following
notation:

Notation.

(i) A . B means that there exists a constant c such that A ≤ cB. An
analogous definition holds for A & B.

(ii) A ≃ B means that both A . B and A & B hold.

(iii) A ∼= B means that A and B are equal to leading order in a parameter,
e.g. A = B + δ(ε) with limεց0 δ(ε) = 0.

3 Heuristics and the results

We first give the heuristics, and then we state our results.

3.1 Heuristics

For E0 outside a small (possibly ε-dependent) neighborhood of the origin, the
situation is well understood, both at the heuristic level, and at the rigorous
level. Indeed, for negative E0, using the analytic perturbation theory, one
can show that

|Aε(t)− e−itEε | . ε2, (3.1)

where Eε is the perturbed eigenvalue, which coincides with E0 in the limit
ε → 0. As a consequence, the survival probability remains close to one
uniformly in time.
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On heuristic grounds, if E0 is positive, i.e. embedded in the essential
spectrum of Hop, Ψ0 turns into a metastable decaying state. The main
problem is to compute the “decay law”, i.e. |Aε(t)|2, up to error terms
vanishing in the limit ε → 0. For eigenvalues embedded in the continuum
spectrum the heuristics for the exponential decay law2 |Aε(t)|2 ∼= e−2Γ(ε)t

runs as follows.
Suppose F (z, ε) is sufficiently smooth, as z approaches the real line from

above, F (x + i0, ε), for x in a neighborhood of E0. Let F (x + i0, ε) =
R(x) + iI(x). Then the equation R(x) = 0 has a solution x0 nearby E0. The
idea is that the main contribution to the integral in (2.6) comes from the
neighborhood of x0, and in this neighborhood

F (x+ i0, ε) ∼= x0 − x+ iI(x0), (3.2)

and then

ImF (x, ε)−1 ∼= −I(x0)

(x− x0)2 + I(x0)2
, (3.3)

i.e. it has a Lorentzian peak shape leading to

|Aε(t)|2 ∼= e−2|I(x0)|t. (3.4)

For mathematical substantiation of this heuristics in the case, where either
E0 > 0 (embedded eigenvalues) or E0 = 0 (threshold eigenvalues) but the
perturbation “pushes” the eigenvalue sufficiently “far” into the continuum
spectrum such that x0 & ε, we send the reader to [16] and references therein.
In the cases where the resolvent has an analytic continuation through the
positive semi-axis, z0 ∼= x0 + iI(x0) is nothing but the position of the “res-
onance pole” and x0 and −I(x0) are called resonance position and width,
respectively. In this setting the exponential decay law comes from the res-
onance pole contribution, while the error term comes from the contribution
of the “background” integral, see [12]. It is well known that irrespective of
the approach the main technical difficulty is to estimate the error term.

The problem with the energies near the threshold is that F (x + i0, ε)
might not be smooth and can even blow up (see Assumption 2.3), if the
open channel has a zero resonance at the threshold. Then a Lorentzian
approximation might break down. For the case at hand, elaborating on a
heuristic argument in [20], one can quantify at the heuristic level how far
from the origin x0 > 0 must be in order to have a chance for an exponential

2A better name is probably quasi-exponential decay law, in order to emphasize the fact
that the equality is up to errors vanishing as ε → 0.
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decay law: The contribution of the tail at negative x of the Lorentzian must
be negligible. Since ∫ 0

−∞

|I(x0)|
(x− x0)2 + I(x0)2

dx ≃ |I(x0)|
x0

, (3.5)

one gets the condition
|I(x0)| ≪ x0. (3.6)

Consider first the condition (3.6) in the singular case. For x > 0 small
enough

I(x) ∼= −g−1ε
2x−1/2,

and the condition (3.6) gives g−1ε
2x
−1/2
0 ≪ x0, i.e.

x0 ≫ ε4/3. (3.7)

If we take (by adjusting E0!)
x0 = bεp, (3.8)

then one obtains, for 0 ≤ p < 4/3, the exponential decay law (see (3.4))

|Aε(t)|2 ∼= e−2g−1b−1/2ε2−p/2t. (3.9)

Notice that for p = 0 (i.e. the resonance stays away from the threshold as
ε → 0), (3.9) is nothing but the usual Fermi Golden Rule (FGR) formula.
However, for p > 0 but not very large (i.e. the resonance position approaches
zero as ε → 0, but not too fast) one gets a “modified FGR formula ” for
which the ε-dependence of the resonance width is ε2−p/2 instead of the usual
ε2-dependence.

For the regular case, a similar argument leads to the condition

x0 ≫ ε4, (3.10)

and a decay law

|Aε(t)|2 ∼= e−2|g1|b1/2ε2+p/2t. (3.11)

Finally, in the smooth case the condition (3.6) reads

ε2x
1/2
0 ≪ 1, (3.12)

which holds true irrespective of how close to zero x0 is. In other words, in the
smooth case one observes an exponential decay law (with a resonance width
vanishing as x0 → 0), as the resonance position is tuned past the threshold,
via the tuning of the eigenvalue E0.
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3.2 Reduction to the case g2 = 0

We argue that it is sufficient to consider the case, when g2 = 0, i.e. (2.11) is
replaced with

g(z) =

N∑
j≥−1
j 6=2

κjgj + κN+1r(κ), (3.13)

which leads to a significant simplification of the proofs. Indeed, let

F̃ (z, ε) =
F (z, ε)

1− ε2g2
. (3.14)

On the one hand, notice that if

Ãε(t) = lim
ηց0

1

π

∫ ∞

−∞
e−itx Im F̃ (x+ iη, ε)−1dx, (3.15)

then for sufficiently small ε (e.g. |ε2g2| ≤ 1
2
) we have

|Ãε(t)− Aε(t)| . ε2. (3.16)

On the other hand,

F̃ (z, ε) = Ẽ1 − z − ε2(g̃−1κ
−1 + g̃1κ + g̃3κ

3/2 + · · · ), (3.17)

with Ẽ1 =
E0 − ε2g0

1− ε2g2

, and g̃j =
gj

1− ε2g2

, which is exactly of the same form

as F (z, ε), but without the linear term in the expansion of g(z), and the other
coefficients slightly “renormalized”. In the sequel we consider only F (z, ε)
with g(z) satisfying (3.13).

3.3 Resonance and bound state positions

Summing up, the heuristics predicts that if the resonance position is out-
side an energy window of size ε4/3 and ε4 in the singular and regular case,
respectively, then the decay law is exponential with a decay rate depending
on, how rapidly the resonance position approaches zero as ε→ 0. Moreover,
it suggests that for the resonance position inside the above energy windows,
the decay law is not exponential, but gives no hint about its actual form.

We proceed to the rigorous substantiation of the above heuristics, and to
the derivation of decay laws. As the heuristics suggests, the zeroes of R(x)
(which for x < 0 coincide with those of F (x+ i0, ε)) play a central rôle. The
zero on the positive semi-axis, x0, gives the resonance position, while the
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zero on negative semi-axis, xb, gives the position of the bound state. The
propositions below give estimates on x0 and xb in terms of the parameters
appearing in F (x+ i0, ε), as given by (2.7) and (2.8).

In the remainder of this paper we shall take a > 0 small enough, such
that Assumption 2.1 holds true, and in addition the terms in g(z) with j ≥ 3
can be treated as perturbations. Let

E1 = E0 − ε2g0 with |E1| ≤ a

2
. (3.18)

Proposition 3.1. For E1 > 0 and ε > 0 sufficiently small, the equation
R(x) = 0 on (0, a) has a unique solution x0, and

x0 = E1 +O(ε2x2
0). (3.19)

In particular,
lim

E1ց0
x0 = 0. (3.20)

Proposition 3.2. (i) Assume g−1 6= 0. Then for ε > 0 sufficiently small
(and irrespective of the value of E1) the equation F (x, ε) = 0 has a
unique solution on (−a, 0) and

|xb| ≃
ε4/3, if 0 . E1 . ε4/3,
ε4

E2
1

, if E1 & ε4/3,
(3.21)

|xb| . ε4/3 + |E1|, for E1 ≤ 0. (3.22)

(ii) Assume g−1 = 0, g1 6= 0. Then for E1 ≥ 0, the equation F (x, ε) = 0
has no solutions on (−∞, 0). For −a/2 ≤ E1 < 0 and ε sufficiently
small the equation F (x, ε) = 0 has a unique solution xb on (−a, 0) and

|xb| ≤ |E1|. (3.23)

3.4 Some previous results

In the case, where F (x + i0, ε) is sufficiently smooth in a neighborhood of
x0, the mathematical substantiation of the quasi-exponential decay law (i.e.
exponential decay up to errors vanishing as ε→ 0) follows from the results in
[16] (see further references in this paper). In particular, for the smooth case,
as well as for x0 ≃ ε (i.e. p = 1 in (3.8)), in the singular and regular case,
one still has (quasi)-exponential decay. Let us stress here that in these cases
the ansatz (3.2) is nothing but the approximation of F (z, ε) with a linear

12



function L(z) = α + iβ − z, where the constants α and β are fixed by the
condition that F and L coincide at x0(ε):

F (x0 + i0, ε) = L(x0 + i0). (3.24)

In the (non-smooth) threshold case it has been proved in [8] that indeed
in some energy windows, which depend on the spectral properties of the
unperturbed Hamiltonian at the threshold, the decay law is definitely non-
exponential for all times. The main idea in [8] is that in the neighborhood
of z = 0 one can replace F (z, ε) by the following model function

F (z, ε) ∼= E0 − z − ε2
N∑

j=−1

κjgj ≡ H(z, ε), (3.25)

which leads to non-exponential decay laws. As an example we reproduce
below the main result in [8] for the regular case. In this case the model
function is (3.25) with N = 2 (and g−1 = 0),

Hr(z, ε) = E0 − z − ε2(g0 − ig1

√
z − g2z) = d(Ẽ − z + ig̃1

√
z), (3.26)

where

Ẽ =
E0 − ε2g0

1− ε2g2

and g̃1 =
g1

1− ε2g2

. (3.27)

It is assumed that ε is sufficiently small, such that d is close to one.

Theorem 3.3 ([8, Theorem 2.8]). Suppose Ẽ ∈ [−a/2, (c/2)ε3/4] for some
c > 0. Then for all t ≥ 0, and for sufficiently small ε, we have the following
results.
(i) For Ẽ ≥ 0 we have∣∣∣Aε(t)− 1

π

∫ ∞

0

y1/2

(f̃ − y)2 + y
e−is̃ydy

∣∣∣ . ε4/3, (3.28)

where
s̃ = (ε2g̃1)

2t and f̃ = (ε2g̃1)
−2Ẽ. (3.29)

(ii) For Ẽ ≤ 0 we have∣∣∣∣∣Aε(t)−
√

1 + 4|f̃ | − 1√
1 + 4|f̃ |

e−itxb − 1

π

∫ ∞

0

y1/2

(f̃ − y)2 + y
e−is̃ydy

∣∣∣∣∣ . ε4/3. (3.30)
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Remark 3.4. In terms of f̃ the scaling in (3.8) can be written as

x0
∼= f̃ εp−4, (3.31)

so according to the heuristics f̃ = const. is just the borderline between
exponential and non-exponential decay laws. This is substantiated by the
numerical computations presented in [8], as well as by the rigorous results in
[16] for p = 1 i.e. f̃ ≃ ε−3.

Remark 3.5. Again in terms of the scaling (3.8), the interval p ∈ (0, 3/4)
is not covered by the results in [8]. One of the main goals here is to fill this
gap, in order to have a complete picture of the crossover from exponential to
non-exponential decay laws.

3.5 The model functions

We recall first that in the case of embedded eigenvalues (i.e. p = 0) the
“model function” approximating F (z, ε) is the linear approximation (3.2),
determined by the condition (3.24). The ansatz we shall adopt in this paper
for the “model function” approximating F (z, ε) for all p ∈ (0,∞), see (3.8),
is to replace F (z, ε) by a function, H(z), resembling the expansion of F (z, ε)
around the threshold, whose free parameters are fixed by a condition similar
to (3.24).

More precisely, in the singular case, g−1 6= 0,

Hs(z) = α− z − ε2βκ−1, (3.32)

and in the regular case, g−1 = 0, g1 6= 0,

Hr(z) = α− z + ε2βκ. (3.33)

The signs in (3.32) and (3.33) are chosen to ensure that in all cases β ≥ 0. The
condition β > 0 should be compared with the Fermi Golden Rule condition,
imposed in the case of an embedded eigenvalue (p = 0 case).

Thus in both cases there are two real parameters α and β, to be deter-
mined. In the case E1 ≥ 0 the condition used is F (x0, ε) = Hι(x0), ι ∈ {s, r}.
Equality of the real and imaginary parts gives the two equations used to de-
termine α and β. In the case E1 < 0 the functions F (x) and H(x) are
real-valued. The conditions used are F (xb, ε) = Hι(xb), ι ∈ {s, r}, together
with

d

dx
F (xb, ε) =

d

dx
Hι(xb), ι ∈ {s, r}. (3.34)

Thus in the case E1 < 0 our conditions determining α and β give as a result
that the residues at the pole xb of 1

F (x,ε)
and 1

Hι(x)
, ι ∈ {s, r}, are equal.
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It is clear from this discussion that the parameters α and β take values
depending on which case is being considered. These values will be given in
connection with the proofs, since they are only needed there.

Remark 3.6. Let us note that the determination of α leads to

α =

{
x0, for E1 ≥ 0,

xb + small term, for E1 < 0.
(3.35)

The precise form of the small term for E1 < 0 depends on the case being
considered.

3.6 Main results; error analysis

We are now in a position to formulate the main technical results of this
paper: For ε sufficiently small and E0 in an ε-independent neighborhood of
the threshold, the error in Aε(t) due to the replacement of F (z, ε) with the
model functions Hι(z), ι ∈ {s, r} (as given by (3.32), (3.33), (3.35), and
(3.34)) vanishes in the limit ε → 0. In other words, we have to control
|Aε(t)− limηց0

1
π

∫∞
−∞ e

−itx ImHι(x+ iη)−1dx| as ε→ 0.

The contribution of the negative semi-axis in limηց0
1
π

∫∞
−∞ e

−itx ImHι(x+

iη)−1dx is just the residue at the zero, x̃b, of Hι(z) (when it exists) and equals
− 1

d
dx

Hι(x̃b)
e−itx̃b . Accordingly

lim
ηց0

1

π

∫ ∞

−∞
e−itx ImHι(x+ iη)−1dx = − 1

d
dx
Hι(x̃b)

e−itx̃b + Âε,ι(t) (3.36)

with

Âε,ι(t) ≡ 1

π

∫ ∞

0

e−itx ImHι(x+ i0)−1dx, ι ∈ {s, r}. (3.37)

Notice that by definition of Hι(z), for E1 < 0, we have x̃b = xb, and the
contribution of the negative semi-axis in limηց0

1
π

∫∞
−∞ e

−itx ImHι(x+iη)−1dx

and in limηց0
1
π

∫∞
−∞ e

−itx ImF (x+ iη, ε)−1dx are equal. For ι = s, xb exists
also for E1 ≥ 0, and in this case x̃b 6= xb, but still as ε → 0, we have

1
d

dx
Hs(x̃b)

∼= 1
d

dx
F (xb,ε)

(see the proof of Theorem 3.8).

Theorem 3.7 (Regular case). Let g−1 = 0, g1 6= 0. There exists c, a
2
≥ c >

0, such that for sufficiently small ε, |E0| ≤ c, and all t ≥ 0, we have∣∣∣Aε(t)− lim
ηց0

1

π

∫ ∞

−∞
e−itx ImHr(x+ iη)−1dx

∣∣∣
.

{
ε2(1 + x

1/2
0 | ln ε|), for E1 > 0,

ε2, for E1 ≤ 0.
(3.38)
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Theorem 3.8 (Singular case). Let g−1 6= 0. There exists c, a
2
≥ c > 0, such

that for sufficiently small ε, |E0| ≤ c, and all t ≥ 0, we have
(i) Let E1 ≥ 0, and let x̃b be the unique solution of Hs(x) = 0 on the

negative semi-axis. Then∣∣∣Aε(t) +
1

d
dx
Hs(x̃b)

e−itxb − lim
ηց0

1

π

∫ ∞

0

e−itx ImHs(x+ iη)−1dx
∣∣∣

.


ε2

x
1/2
0

| ln ε|, for x0 & ε4/3,

ε4/3, for x0 . ε4/3.

(3.39)

(ii) Let E1 < 0. Then∣∣∣Aε(t) +
1

d
dx
Hs(xb)

e−itxb − lim
ηց0

1

π

∫ ∞

0

e−itx ImHs(x+ i0)−1dx
∣∣∣

.


ε2

|E1|1/2
, for |E1| & ε4/3,

ε4/3, for |E1| . ε4/3.

(3.40)

Remark 3.9. For the smooth case (g−1 = g1 = 0), see [8, Theorem 2.10].
This result gives an exponential decay law irrespective of the value of E0.

Remark 3.10. We compare Theorem 3.3 with Theorem 3.7. The latter
result is valid in an ε-independent neighborhood of zero, and has a better
error estimate. This is due to the choice of α and β. The disadvantage is
that these coefficients are not given in terms of expansion coefficients in g(z),
but are solutions to equations, which can be solved by perturbative methods.

3.7 Error function analysis: Crossover from exponen-
tial to non-exponential decay laws

As shown in the previous section, the bound state contribution has a sim-
ple form. Thus it remains to compute Âε,ι(t) as given by (3.37). Since Hι,
ι ∈ {s, r}, have a simple functional form with only two free parameters, the
integral in the r.h.s of (3.37) can be evaluated numerically or expressed in
closed form in terms of some special functions. Some examples of numerical
computations substantiating the heuristics presented in previous subsections
have been presented in [8], but a detailed analytical study of the asymptotics
was postponed. One of the main goals of this paper is to perform this analy-
sis. The main point is that Aε(t), as well as its asymptotics, can be expressed
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in terms of some special functions

I1(z) =
2z

iπ

∫ ∞

0

e−ix2

x2 − z2
dx, (3.41)

Ip(z) =
1

(p− 1)!

dp−1

dzp−1
I1(z), p = 2, 3, . . . , (3.42)

closely related to the error function (see Appendix A for a detailed study of
Ip(z)).

3.7.1 The regular case

We begin with the (simpler) regular case. Here Hr(z) = α− z+ ε2βκ, where
α lies in a small neighborhood of the origin and β > 0. Let

Âε,r(t) ≡ 1

π

∫ ∞

0

e−itx ImHr(x+ i0)−1dx. (3.43)

Passing to the variable k =
√
z = iκ we get

Âε,r(t) =
1

iπ

∫ ∞

−∞

e−itk2

Pr(κ)
kdk, (3.44)

where
Pr(κ) = κ2 + ε2βκ+ α. (3.45)

The integral on the r.h.s. of (3.44) is to be understood as limA→∞
∫ A

−A
e−itk2

Pr(κ)
kdk.

When the zeroes of Pr are distinct, a partial fraction decomposition yields
the following result.

Proposition 3.11 (Regular case).

Âε,r(t) = −
2∑

j=1

qjI1(iκj

√
t), (3.46)

where
κj = 1

2

(−ε2β − (−1)j
√
ε4β2 − 4α

)
, j = 1, 2, (3.47)

are the roots of Pr(κ), and

qj = 1
2

(
1 + (−1)j ε2β√

ε4β2 − 4α

)
, j = 1, 2, (3.48)

are the corresponding residues of
κ

Pr(κ)
.
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Remark 3.12. For α = β2ε4

4
, the κj , j = 1, 2, coincide and the coefficients

qj become infinite. One can show that as α → β2ε4

4
. the formula (3.46) has

a limit

Âε,r(t) = iI3(i
βε2

2

√
t). (3.49)

We shall not make use of (3.49) in what follows, since the case α = β2ε4

4

belongs to the crossover regime (see below), when Âε,r is given also by (3.67),
which has been analyzed in [8].

As a consequence of Proposition 3.11 we can now discuss the various
regimes.

The exponential regime
According to the heuristics, if we set

α = bεp, b > 0, (3.50)

then for
p ∈ [0, 4) (3.51)

the decay law is still exponential. Fix p ∈ [0, 4). Notice that as ε→ 0

ε2

√
α
≃ ε2− p

2 (3.52)

and then (see Remark 3.12) one can use Proposition 3.11.
In this case there is no bound state contribution. Using the properties of

Ip(z) (see Appendix A), one obtains

Proposition 3.13 (Regular case). (i) Using (3.47) and (3.48), we have

Âε,r(t) = 2q2e
iκ2

2t − β

2

ε2

√
α
I3(i

√
αt) +O(ε4−p), (3.53)

and up to error terms as in Theorem 3.7 we have

Aε(t) = Âε,r(t). (3.54)

(ii) For p ∈ [0, 4) we have

|Aε(t)|2 = e−2βb1/2ε2+
p
2 t, (3.55)

and for p ∈ (0, 4) we have

|Aε(t)|2 = e−2|g1|b1/2ε2+
p
2 t, (3.56)

in both cases up to errors vanishing as ε→ 0.
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The formula (3.56) agrees with the heuristic formula (3.11), as well as
with the rigorous result in [16] for p = 1. Notice that, as expected, as p
approaches 4 from below, the exponential decay law becomes less and less
accurate, so one needs to compute corrections. Proposition 3.13 gives only
the first order correction in ε2/

√|α|, but the method of proof provides also
the higher order corrections.

The bound state regime
If

α = −bεp, b > 0, (3.57)

then for
p ∈ [0, 4) (3.58)

one expects (see the heuristics) a bound state regime i.e. to leading order
the contribution comes from the bound state. The result below provides the
mathematical substantiation as well as the first order correction. Again the
proof gives the means to compute higher order corrections.

As in the previous case, as ε→ 0, we have

ε2√|α| ≃ ε2− p
2 . (3.59)

Note that κ1 > 0, and there is a contribution from the pole of
1

F (z, ε)
at

xb = −κ2
1.

The analogue of Proposition 3.13 reads

Proposition 3.14 (Regular case).

Âε,r(t) = −iβ
2

ε2√|α|I3(i
√
|α|t) +O(ε(4−p)), (3.60)

and up to error terms as in Theorem 3.7 we have

Aε(t) = Âε,r(t) +
(
1− i

β

2

ε2√|α|
)
eiκ2

1t. (3.61)

To leading order one obtains the bound state behavior

|Aε(t)|2 = 1. (3.62)

The non-exponential regime
We come now to the most interesting part of our analysis, when

|α| = bεp, b > 0, with p ≥ 4. (3.63)
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According to the heuristics, for these values of p the decay law is neither
(quasi)-exponential nor bound state like. We consider two cases separately.

Case 1: The threshold regime given by p > 4.
In this case the survival probability amplitude is given by

Proposition 3.15 (Regular case). Up to errors as in Theorem 3.7 we have

Aε(t) = I1(iε
2β
√
t) +O(εp−4). (3.64)

The result (3.64) implies that the decay law is non-exponential for all
p > 4.

Remark 3.16. The error term becomes more and more important, as p
approaches the critical value p = 4. As before, higher order corrections to
the leading term can be computed in terms of Ip . The leading term is
independent of α and equals the threshold case x0 = E1 = 0. Since I1 can be
expressed (see Appendix A) in terms of the error function, one can rewrite
(3.64) as follows:

Aε(t) = w(ei3π/4ε2β
√
t)+O(εp−4) = eis

(
1−erf(eiπ/4s1/2)

)
+O(εp−4), (3.65)

where
s = β2ε4t. (3.66)

In particular, (3.66) implies that the threshold decay time scale in the regular
case is t ∼ ε−4.

Case 2: The “crossover regime”, which is given by p = 4.
This case has been considered in [8]. Indeed, in this case in scaled vari-

ables s = ε4β2t, f =
α

ε4β2
(note that for p = 4, f =const.) we have directly

from (3.43) and (3.33):

Âε(t) =
1

π

∫ ∞

0

y1/2

(f − y)2 + y
e−isydy, (3.67)

and the integral has been analyzed numerically in [8]. The decay law is non-
exponential for finite f , while as f → ±∞, one reaches the exponential and
bound state behaviour, respectively.
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3.7.2 The singular case

We now turn to the singular case, where the function approximating F (z, ε)
is given by Hs(z) = α − z − ε2β/κ, with α lying in a small neighborhood of
the origin, and β > 0. The results are similar to those in the regular case,
but a bit more complicated, due to the singular behavior of Hs(z).

We recall (3.37) that

Âε,s(t) =
1

π

∫ ∞

0

e−itx ImHs(x+ i0)−1dx. (3.68)

Passing to the variable k =
√
z = iκ, we can write it as

Âε,s(t) =
−1

π

∫ ∞

−∞

k2e−itk2

Ps(κ)
dk, (3.69)

where
Ps(κ) = κ3 + ακ− ε2β, (3.70)

and the integral on the r.h.s. of (3.69) is to be understood as the improper

integral limA→∞
∫ A

−A
e−itk2

Ps(κ)
k2dk.

If the zeroes of Ps are distinct, the partial fraction decomposition leads
to the following result.

Proposition 3.17 (Singular case).

Âε,s(t) = −
3∑

j=1

qjI1(iκjt) (3.71)

where κj, j = 1, 2, 3, are the roots of Ps(κ) (as given by the Cardano formula,
see (4.82) below), and

qj =
κ2

j

3κ2
j + α

(3.72)

are the corresponding residues of κ2

Ps(κ)
at κ = κj, j = 1, 2, 3.

Without using the explicit formulae for κj we can get the following prop-
erties of the roots of Ps(κ):

i. Ps(κ) = 0 always has a positive solution, which we label κ3. It corre-
sponds to the bound state at x̃b = −κ2

3.

ii. For
α 6= α0 (ε) ≡ −3

(
ε2β/2

)2/3
(3.73)

all κj are distinct. Note again that the case α = α0 (ε) belongs to the
crossover regime.
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iii. For α > α0 (ε) the other two solutions κ1 and κ2 are complex conjugates
with real part equal to −κ3

2
. We label by κ1 the one with positive

imaginary part.

iv. For α < α0 (ε), κ1 and κ2 are real, κ1, κ2 < 0, and κ1 + κ2 = −κ3.

We recall that we take |α| = bεp. For p 6= 4
3

the somewhat complicated
expressions for κj and qj have simple expansions in the limit ε→ 0. Combin-
ing these expansions with the properties of Ip, one arrives at results, which
are very similar to those in the regular case. As before, we give only “first
order” corrections, but higher order corrections can be computed. These
expressions are much more complicated.

The exponential regime
If we have

α = bεp, b > 0; p ∈ [0, 4/3), (3.74)

the decay law is still exponential at small ε. Notice that as ε→ 0

ε2

√
α3
≃ ε2− 3p

2 . (3.75)

Using the properties of Ip(z) one gets the following result.

Proposition 3.18 (Singular case). (i) We have

Âε(t) = 2q2e
iκ2

2t− i βε
2

2α3/2

(I1(i
√
αt)− i

√
αtI2(i

√
αt)

)
+O (

ε2(2−3p/2)
)

(3.76)

(ii) For p ∈ [0, 4/3), we have

|Aε(t)|2 = e−2βb1/2ε2− p
2 t, (3.77)

and for p ∈ (0, 4) we have

|Aε(t)|2 = e−2g−1b1/2ε2− p
2 t, (3.78)

in both cases up to errors vanishing as ε→ 0.

A remark is in order here. In spite of the fact that there is a bound
state at x̃b = −κ2

3 for “large” positive α, its contribution is small and can be
absorbed in the error term.

The bound state regime
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In the case
α = −bεp, b > 0; p ∈ [0, 4/3), (3.79)

the heuristics predicts a bound state regime: The leading order contribution
comes only from the bound state at x̃b = −κ2

3. The result below, similar to
Proposition 3.14, provides the mathematical substantiation, as well as the
first order correction.

Proposition 3.19 (Singular case).

Âε(t) =
βε2

2 |α|3/2

(I1(i
√
|α|t)− i

√
|α|tI2(i

√
|α|t)) +O(ε2(2− p

2
)), (3.80)

and up to error terms as in Theorem 3.8

Aε(t) = Âε,s(t) + 2q3e
iκ2

3t. (3.81)

To leading order one obtains the bound state behavior

|Aε(t)|2 = 1. (3.82)

The non-exponential regime
As in the regular case, according to the heuristics for α = bεp, b ∈ R,

p ≥ 4/3, the decay is neither exponential nor bound state like. As in the
regular case, we shall distinguish between two cases.

Case 1: The threshold regime, which is p > 4/3. Up to errors as in Theorem
3.8 we have the result.

Proposition 3.20 (Singular case). Assume p > 4/3. Then we have

Aε(t) =
2

3
eiκ2

3t − 1

3

3∑
j=1

I1(iρjβ
1/3ε2/3

√
t) +O(εp− 4

3 ). (3.83)

Notice that in contrast to the regular case, there is a non-vanishing con-
tribution from the bound state.

Case 2: The “crossover regime”, which in the singular case takes place at
the value p = 4/3. When p = 4/3, f = β−2/3b, b ∈ R does not depend on
ε, so there is no useful expansions for κj , qj, j = 1, 2, 3. Accordingly (it has
been done in [8] using the scaled variable s = ε4/3β2/3t) one writes (3.37) as

Âε(t) =
1

π

∫ ∞

0

y1/2

y(f − y)2 + 1
e−isydy,

and the integral can be analyzed numerically. In accordance with the above
results, as f → ±∞ one reaches the exponential and bound state behavior
respectively; we refer to [8] for details.
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4 The proofs

We now give the proofs of the results stated in the previous section.

4.1 Proof of Proposition 3.1

Assumption 2.3 and (2.7) (see also (3.13)) imply that for 0 < x < a we can
write R in the form

R(x) = E1 − x− ε2x2f1(x) with sup
0<x<a

|f1(x)| <∞. (4.1)

We have R(0) = E1. For a sufficiently small ε we have R(a) < 0, and also
that R(x) is strictly decreasing. Thus it follows that the equation R(x) = 0
has a unique solution, x0 ∈ (0, a), which satisfies

x0 = E1 − ε2x2
0f1(x0), (4.2)

which together with (4.1) finishes the proof.

4.2 Proof of Proposition 3.2

Part (i). One can obtain (3.21) and (3.22) by a rather tedious perturbation
procedure for solving the equation for xb; instead we shall give below a simple
geometric argument. Consider first, for m ≥ 0 and n ≃ 1, the (unique)
positive solution ỹ of

fm,n(y) ≡ m+ y − nε2

y1/2
= 0. (4.3)

Using Cardano’s formulae one can see that

ỹ ≃
ε4/3, for 0 ≤ m ≤ n2/3

2
ε4/3,

ε4

m2
, for m & ε4/3.

(4.4)

A simpler argument for (4.4) is to argue as follows. Let ˜̃y = (nε2)2/3, such
that fm,n(˜̃y) = m. Then

d

dy
fm,n(y) ≥ 1 (4.5)

implies that ˜̃y −m ≤ ỹ ≤ ˜̃y ≃ ε4/3, which gives the first part of (4.4).
Assume m & ε4/3. Then for y . ε4/3 we have

m− nε2

y1/2
≤ m+ y − nε2

y1/2
≤ const.m− nε2

y1/2
,
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which implies

(
nε2

const.m
)2 ≤ ỹ ≤ (

nε2

m
)2,

and thus the second part of (4.4).
Consider now F (x, ε) for x < 0 and |x| sufficiently small. Recall that for

x < 0 we have κ = |x|1/2. Then

E1 − x− ε2 2g−1

|x|1/2
≤ F (x, ε) ≤ E1 − x− ε2 g−1

2|x|1/2
, (4.6)

and the estimates (4.4) lead to (3.21).
The argument for (3.22) is similar. Consider fm,n(y) for m ≤ 0. Notice

that (4.5) still holds true and implies

˜̃y ≤ ỹ ≤ |m|+ ˜̃y.

Use again (4.6).
Part (ii). Note that in this case F (0, ε) = E1, and as always (see (2.7) and
Proposition 2.2) for x < 0 we have d

dx
F (x, ε) ≤ −1. This implies the non-

existence of bound states for E1 ≥ 0, the existence and uniqueness of the
solution for E1 ≤ 0 (recall that for ε sufficiently small and −a

2
≤ E1 we have

F (−a, ε) > 0), as well as (3.23).

4.3 Proof of Theorem 3.7

Consider first the case E1 ≥ 0, such that x0 ≥ 0 exists.

Lemma 4.1. Assume E1 ≥ 0. For c > 0 sufficiently small, and 0 ≤ x0 ≤ c
2

we have∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hr(x+ i0)

∣∣∣dx
.

{
ε2 ln 1

ε
, for 0 ≤ x0 ≤ c

2

ε2, for 0 ≤ x0 . εp, any p > 0.
(4.7)

Proof. We recall that we always have c ≤ a/2. Furthermore, recall also that
g1 < 0. Then Assumption 2.3 and (3.13) imply

R(x) ≡ E1−x−ε2x2f1(x), I(x) = ε2
√
x(g1 +O(x)) ≡ −ε2

√
xf2(x), (4.8)

with fj uniformly Lipschitz on [0, c], j = 1, 2. Taking c small enough, (4.8)
implies

|R(x)| ≥ 1
2
|x− x0|, |I(x)| ≥ 1

2
ε2
√
x|g1|. (4.9)
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By definition of the model function (see Section 3.5) we have

α = E1 − ε2x2
0f1(x0), β = f2(x0). (4.10)

Since both f1 and f2 are uniformly Lipschitz, we get

|F (x+ i0, ε)−Hr(x+ i0)|
≤ ε2

(|x2f1(x)− x2
0f1(x0)|+

√
x|f2(x)− f2(x0)|

)
. ε2|x− x0|(x̂+

√
x), (4.11)

where x̂ lies between x and x0. Putting together (4.9) and (4.11) we get∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hr(x+ i0)

∣∣∣dx . ε2

∫ c

0

|x− x0|(x̂+
√
x)

|x− x0|2 + ε4x
dx. (4.12)

We estimate the integral on the right hand side in (4.12) on three subinter-
vals. Consider first

∫ c

2x0
. In this case x̂ ≤ x . √

x, |x−x0| < x, |x−x0| > x/2,
and then

ε2

∫ c

2x0

|x− x0|(x̂+
√
x)

|x− x0|2 + ε4x
dx . ε2

∫ c

2x0

√
x

x+ ε4
dx . ε2. (4.13)

Consider now
∫ x0

0
. Here we have x̂ < x0, such that∫ x0

0

|x− x0|(x̂+
√
x)

|x− x0|2 + ε4x
dx . √

x0

∫ x0

0

x0 − x

|x− x0|2 + ε4x
dx

=
√
x0

∫ 1

0

y

y2 + ε4

x0
(1− y)

dy. (4.14)

In estimating the last integral in (4.14) we use the notation m = ε4

x0
& ε4.

We get∫ 1/2

0

y

y2 +m(1− y)
dy .

∫ 1/2

0

y

y2 +m
dy =

1

2
ln(1 +

1

4m
), (4.15)∫ 1

1/2

y

y2 +m(1− y)
dy .

∫ 1

1/2

1

1 +m(1 + y)
dy

1

m
ln(1 +

m

2
). (4.16)

Since supu>0 u ln(1 + 1
2u

) <∞, the estimates (4.15) and (4.16) imply∫ 1

0

y

y2 + ε4

x0
(1− y)

dy . ln
1

ε
. (4.17)
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Finally consider∫ 2x0

x0

|x− x0|(x̂+
√
x)

|x− x0|2 + ε4x
dx . √

x0

∫ 2x0

x0

x− x0

|x− x0|2 + ε4x
dx

≤ √x0

∫ x0

0

u

u2 + ε4u
du =

√
x0 ln(1 +

x0

ε4
) . √

x0 ln
1

ε
(4.18)

Putting together (4.13), (4.14), (4.17), and (4.18), one obtains (4.7) and the
proof of Lemma 4.1 is finished.

Consider now E1 < 0. In this case we claim the following result.

Lemma 4.2. Assume E1 < 0. For c > 0 sufficiently small, and − c
2
< E1 < 0

we have ∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hr(x+ i0)

∣∣∣dx . ε2. (4.19)

Proof. In this case we write for x < 0

F (x, ε) = E1 − x− g1ε
2
√
|x|+ ε2|x|3/2f(x). (4.20)

From Assumption 2.3 (recall that for F (x, ε) is analytic for x < 0) follows
that ||x|−1/2 d

dx
(|x|3/2f(x))| . 1. The equation for β (the equality of the

derivatives of F and Hr at xb) leads to

β = −g1 + 2
√
|xb| d

dx
(|x|3/2f(x))

∣∣∣
xb

,

which implies
|β + g1| . |xb|. (4.21)

The equation for α is

α− xb + ε2
√
|xb|β = F (xb, ε) = 0.

Using (4.21) we get

α = xb − ε2
√
|xb|β = xb + ε2

√
|xb|g1 + ε2O(|xb|3/2). (4.22)

On the other hand, F (xb, ε) = 0 and (4.20) give

E1 = xb + ε2
√
|xb|g1 + ε2O(|xb|3/2), (4.23)

which together with (4.21) yields

|α− E1| . ε2|xb|3/2. (4.24)
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As in the proof of the previous lemma, we need estimates on |F | and |Hr|.
We claim that

min{|F (x+ i0, ε)|, |Hr(x+ i0)|} ≥ 1

2
((|E1|+ x)2 + g2

1ε
4x)1/2. (4.25)

Concerning |F |, the estimate for the imaginary part is the same as in the
previous lemma, i.e. |I(x)| ≥ 1

2
|g1|ε2

√
x. As for |R(x)|, (4.8) is written as

R(x) = E1 − x(1 + ε2xf1(x)), such that R(x) ≤ E1 − x
2
, and then |R(x)| ≥

1
2
(|E1|+ x). As for |Hr|, from its definition follows

|Hr(x+ i0)|2 = |α− x|2 + ε4β2x. (4.26)

For a sufficiently small ε (and using E1 < 0), the results (4.24) and (3.23)
imply

α ≤ E1 + |α− E1| = E1 +O(ε2|E1|3/2) ≤ E1

2
. (4.27)

On the other hand, for |xb| sufficiently small, we get from (4.21) the estimate

β = −g1 + β + g1 ≥ |g1| − O(|xb|) ≥ |g1|
2
. (4.28)

Putting together (4.26), (4.27), and (4.28), one obtains (4.25). Furthermore,
from (4.20), (3.33), (4.21), and (4.24), we get

|F (x+ i0)−Hr(x+ i0)| = |E1 − α + iε2
√
|x|(g1 + β)|+O(ε2|x|3/2)

. ε2(|xb|3/2 + |xb|
√
|x|+ |x|3/2), (4.29)

which together with (4.25) gives∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hr(x+ i0)

∣∣∣dx . ε2

∫ c

0

|xb|3/2 + |xb|
√|x|+ |x|3/2

(|E1|+ x)2 + g2
1ε

4x
. (4.30)

Consider now various terms in (4.30). Due to (3.23) we have the following
three estimates.

|xb|3/2

∫ c

0

1

(|E1|+ x)2 + g2
1ε

4x
dx ≤ |xb|3/2

∫ c

0

1

(|E1|+ x)2
dx . |xb|3/2

|E1| . 1,

|xb|
∫ c

0

√
x

(|E1|+ x)2 + g2
1ε

4x
dx ≤ |xb|

∫ c

0

√
x

(|E1|+ x)2
dx . |xb|

|E1| . 1,∫ c

0

x3/2

(|E1|+ x)2 + g2
1ε

4x
dx ≤

∫ c

0

1√
x
dx . 1,

which together with (4.30) gives (4.19).

28



Proof of Theorem 3.7. From this point onwards the proof of Theorem 3.7
follows closely the proof of Theorem 3.3 in [8]. For the convenience of the
reader we outline it for the case E1 ≥ 0. We take E1 sufficiently small (e.g.
E1 ≤ c

4
), such that α ≤ c

2
. Then for x ≥ c we have |Hr(x+ i0)|2 & x2 + ε4x.

Using (3.33) we get | ImHr(x+ i0)| . ε2
√
x. Thus∫ ∞

c

| ImHr(x+ i0)|
|Hr(x+ i0)|2 dx . ε2

∫ ∞

c

√
x

x2 + ε4x
dx ≃ ε2. (4.31)

Let now

Ac,ε(t) = lim
ηց0

1

π

∫ c

0

e−itx ImF (x+ iη, ε)−1dx.

Due to Assumption 2.3 the limit η ց 0 can be taken, such that

Ac,ε(t) =
1

π

∫ c

0

e−itx ImF (x+ i0, ε)−1dx. (4.32)

Lemma 4.1 and (4.31) imply that

|Ac,ε(t)− 1

π

∫ ∞

0

e−itx ImHr(x+ i0)−1dx|

.
{
ε2 ln 1

ε
, for 0 ≤ x0 ≤ c

2
,

ε2, for 0 ≤ x0 . εp, any p > 0.
(4.33)

We finish the proof by using “Hunziker’s trick”, see[12]. More precisely,
observe that

|Ac,ε(t)−Aε(t)| ≤ |Ac,ε(0)− Aε(0)| = |Ac,ε(0)− 1|. (4.34)

From [8, Lemma 3.4(i)] we get

1

π

∫ ∞

0

ImHr(x+ i0)−1dx = 1. (4.35)

Putting together (4.33), (4.34), (4.35), and (4.33) for t = 0, finishes the proof
of Theorem 3.7 for the case E1 ≥ 0.

The proof for the case is E1 < 0 similar: use Lemma 4.2 and (see Lemma
3.4(ii) in [8])

− 1
d
dx
Hr(xb)

+
1

π

∫ ∞

0

ImHr(x+ i0)−1dx = 1. (4.36)
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4.4 Proof of Theorem 3.8

The proof consists of the same steps as in the proof of Theorem 3.7. In this
case I(x) = ε2x−1/2(g−1 +O(x)) ≡ ε2x−1/2f2(x) (not the same function that
was also denoted by f)2 above). Consider first the case E1 ≥ 0, such that
x0 ≥ 0 exists.

Lemma 4.3. For c > 0 sufficiently small and 0 ≤ x0 ≤ c
2

we have

∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hs(x+ i0)

∣∣∣dx .


ε2

x
1/2
0

ln
1

ε
, for ε4/3 . x0 ≤ c

2
,

ε4/3, for 0 ≤ x0 . ε4/3.

(4.37)

A computation similar to the one in the proof of Lemma 4.1 leads to∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hs(x+ i0)

∣∣∣dx . ε2

∫ c

0

|x− x0|(x̂+ x−1/2)

|x− x0|2 + ε4x−1
dx, (4.38)

where x̂ lies between x and x0. The term containing x̂ is the same as in the

regular case, so we have to consider only ε2
∫ c

0
|x−x0|x−1/2

|x−x0|2+ε4x−1dx.

Consider first the case x0 & ε4/3. Observe that

ε2 |x− x0|x−1/2

|x− x0|2 + ε4x−1
≤ 1

2
, (4.39)

and then

ε2

∫ ε2

0

|x− x0|x−1/2

|x− x0|2 + ε4x−1
dx ≤ ε2. (4.40)

We use the following estimate

x−1/2 ≤ |x−1/2 − x
−1/2
0 |+ x

−1/2
0 =

1

x−1/2 + x
−1/2
0

|x− x0|
x0x

+ x
−1/2
0

≤ |x− x0|
xx

1/2
0

+ x
−1/2
0 .
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We then get

ε2

∫ c

ε2

|x− x0|x−1/2

|x− x0|2 + ε4x−1
dx ≤ ε2

x
1/2
0

∫ c

ε2

|x− x0|2
x|x− x0|2 + ε4

dx

+
ε2

x
1/2
0

∫ c

ε2

|x− x0|
|x− x0|2 + ε4x−1

dx

. ε2

x
1/2
0

∫ c

ε2

x−1 +
ε2

x
1/2
0

∫ c

ε2

|x− x0|
|x− x0|2 + ε4

dx

. ε2

x
1/2
0

ln
1

ε
.

Consider now the case x0 . ε4/3. Due to (4.39) it remains to estimate∫ c

const. ε4/3. Here one has x
2
≤ x− x0 ≤ x and then∫ c

const. ε4/3

|x− x0|x−1/2

|x− x0|2 + ε4x−1
dx ≤ ε2

∫ c

const. ε4/3

x1/2

x2 + ε4x−1
dx

.
∫ c

const. ε4/3

x−3/2dx . ε4/3, (4.41)

and the proof of Lemma 4.3 is finished.
The next step (still for the case E1 ≥ 0 ) is to control the error when F

is replaced by Hs in the bound state contribution.

Lemma 4.4. Assume E1 ≥ 0. Let x̃b be the unique solution on (−∞, 0) of
the equation Hs(x) = 0. Then

∣∣∣ 1
d
dx
F (xb)

− 1
d
dx
Hs(x̃b)

∣∣∣ .


ε4

x2
0

, for x0 & ε4/3

ε4/3, for x0 . ε4/3.

(4.42)

Proof. ∣∣∣ 1
d
dx
F (xb)

− 1
d
dx
Hs(x̃b)

∣∣∣ ≤ ∣∣∣ 1
d
dx
F (xb)

− 1
d
dx
Hs(xb)

∣∣∣
+

∣∣∣ 1
d
dx
H(xb)

− 1
d
dx
Hs(x̃b)

∣∣∣. (4.43)

Consider the first term in (4.43). Assumption 2.3 and (3.32) follows that∣∣∣ d
dx
F (xb)− d

dx
Hs(xb)

∣∣∣ . |β − g−1| ε2

|xb|3/2
+

ε2

|xb|1/2
, (4.44)
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∣∣∣ d
dx
F (xb)

∣∣∣ ≃ | d
dx
Hs(xb)| ≃ 1 +

ε2

|xb|3/2
. (4.45)

Furthermore, the equation for β is

βε2

|x0|1/2
=

g−1ε
2

|x0|1/2
+ ε2O(x

1/2
0 ),

which implies
β = g−1 +O(x0). (4.46)

Using (4.44), (4.45), and (4.46), we get∣∣∣ 1
d
dx
F (xb)

− 1
d
dx
Hs(xb)

∣∣∣ .
( x0ε

2

|xb|3/2
+

ε2

|xb|1/2

)(
1 +

ε2

|xb|3/2

)−2

. (4.47)

From (3.21) and (2.17) one has

|xb| ≃
ε4/3, if 0 ≤ x0 . ε4/3,
ε4

E2
1

, if x0 & ε4/3.
(4.48)

Combining (4.47) with (4.48) one obtains

∣∣∣ 1
d
dx
F (xb)

− 1
d
dx
Hs(xb)

∣∣∣ .

ε4/3, for 0 ≤ x0 . ε4/3,
ε4

x2
0

, for x0 & ε4/3.
(4.49)

The last step in proving Lemma 4.4 is to estimate
∣∣∣ 1

d
dx

H(xb)
− 1

d
dx

Hs(x̃b)

∣∣∣.
Taylor’s theorem implies

∣∣∣ 1
d
dx
H(xb)

− 1
d
dx
Hs(x̃b)

∣∣∣ .

∣∣ d2

dx2
Hs(u)

∣∣∣∣ d
dx
Hs(u)

∣∣2 |xb − x̃b|, (4.50)

where u lies between x̃b and xb. Since Hs(x̃b) = 0 and | d
dx
H(x)| ≥ 1, we get

|xb − x̃b| ≤ |Hs(xb)|.
Since F (xb) = 0, one has from (2.7), (3.32), (3.35), (3.19), and (4.46) that

|Hs(xb)| = |Hs(xb)− F (xb)|
. |x0 −E1|+ ε2|g−1 − β||xb|−1/2 + ε2|xb|1/2

. ε2(x2
0 + x0|xb|−1/2 + |xb|1/2). (4.51)
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Again we have to consider two cases separately. First we consider the case
x0 . ε4/3. The result (3.35) and the proof of Proposition 3.2, together with
(4.48) leads to

|xb| ≃ |x̃b| ≃ ε4/3.

Since u lies between xb and x̃b, we get | d
dx
H(u)| ≃ 1 and | d2

dx2H(u)| ≃ ε−4/3.
Inserting these results into (4.51) one gets from (4.50) the result∣∣∣ 1

d
dx
H(xb)

− 1
d
dx
Hs(x̃b)

∣∣∣ . ε4/3. (4.52)

Consider now the case x0 & ε4/3. By the same argument as before

|xb| ≃ |x̃b| ≃ |u| ≃ ε4

x2
0

.

Then | d
dx
H(u)| ≃ 1 +

x3
0

ε4 and | d2

dx2H(u)| ≃ x5
0

ε8 , which together with (4.51) and
(4.50) leads to ∣∣∣ 1

d
dx
H(xb)

− 1
d
dx
Hs(x̃b)

∣∣∣ . ε4

x2
0

. (4.53)

Putting together (4.49), (4.52), and (4.53) finishes the proof of the Lemma
4.4.

We are left with the estimate of the error for the case E1 < 0. Since the
pole positions and the residues for F and Hs coincide by the definition of Hs

(see Section 3.5) the error comes only from the positive semi-axis integral.

Lemma 4.5. For c > 0 sufficiently small and − c
2
< E1 < 0,

∫ c

0

∣∣∣ 1

F (x+ i0, ε)
− 1

Hs(x+ i0)

∣∣∣dx .


ε2

|E1|1/2
, for |E1| & ε4/3

ε4/3, for |E1| . ε4/3.

(4.54)

Proof. The arguments that lead to (4.21) (4.24) and (4.11), can be applied
in this case and yield

|β − g−1| . |xb| and |α− E1| . ε2|xb|1/2, (4.55)

and furthermore

|F (x+ i0)−Hs(x+ i0)| = |E1−α+ iε2
√
|x|(g−1−β)|+ ε2O(|x|3/2). (4.56)

33



Using (4.55) in (4.56), one gets

|F (x+ i0)−Hs(x)| . ε2(|xb|1/2 + |xb||x|−1/2 + |x|1/2). (4.57)

Since E1 < 0, one has |R(x)| ≥ (|E1|+ x)/2. Furthermore,

|I(x)| = ε2x−1/2(g−1 +O(x)),

and then

|F (x+ i0)| & (
(|E1|+ x)2 +

ε4

x

)1/2
. (4.58)

The result (3.32) leads to

|Hs(x+ i0)| & (
(α− x)2 +

ε4

x

)1/2
. (4.59)

The problem with |Hs| is that α− x might vanish for some x > 0. However,
for x & ε2, we can use (4.55) to get

x− α =
x

2
− E1 +

x

2
+ E1 − α ≥ x

2
− E1 ≥ x+ |E1|

2
,

and then from (4.57), (4.58) and (4.59) one has∫ c

const. ε2

∣∣∣ 1

F (x+ i0, ε)
− 1

Hs(x+ i0)

∣∣∣dx
. ε2

∫ c

const. ε2

|xb|1/2 + |xb|x−1/2 + x1/2

(|E1|+ x)2 + ε4

x

dx. (4.60)

We estimate (4.60) for |E1| . ε4/3. In this case we get Proposition 3.2(i)
|xb| . ε4/3, and then

ε2

∫ c

const. ε2

|xb|1/2 + |xb|x−1/2 + x1/2

(|E1|+ x)2 + ε4

x

dx

. ε2

∫ c

0

x
ε2/3 + ε4/3x−1/2 + x1/2

x3 + ε4
dx

. ε4/3

∫ ∞

0

1 + y1/2 + y−1/2

1 + y3
dy. (4.61)

Using Proposition 3.2(i) once more, we get for |E1| & ε4/3 that |xb| . |E1|,
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and then that

ε2

∫ c

const. ε2

|xb|1/2 + |xb|x−1/2 + x1/2

(|E1|+ x)2 + ε4

x

dx

. ε2

∫ c

0

|E1|1/2 + |E1|x−1/2 + x1/2

(x+ |E1|)2
dx

. ε2

|E1|1/2

∫ ∞

0

1 + y1/2 + y−1/2

(1 + y)2
dy . ε4/3. (4.62)

The last step is to estimate

ε2

∫ const. ε2

0

|xb|1/2 + |xb|x−1/2 + x1/2

(|E1|+ x)2 + ε4

x

dx.

As before, Proposition 3.2(i) implies for |E1| . ε4/3 that |xb| . ε4/3, and then

ε2

∫ const. ε2

0

|xb|1/2 + |xb|x−1/2 + x1/2

(|E1|+ x)2 + ε4

x

dx

. ε2

∫ const. ε2

0

ε2/3 + ε4/3x−1/2 + x1/2

x3 + ε4

1/2

xdx

. ε4/3

∫ const. ε2/3

0

1 + y1/2 + y−1/2

(1 + y3)1/2
dy. (4.63)

For |E1| & ε4/3, again from Proposition 3.2(i), |xb| . |E1|, and then

ε2

∫ const. ε2

0

|xb|1/2 + |xb|x−1/2 + x1/2

(|E1|+ x)2 + ε4

x

dx

. ε2

∫ const. ε2

0

|E1|1/2 + |E1|x−1/2 + x1/2

(x+ |E1|) ε2

x1/2

dx

=

∫ const. ε2

|E1|

0

1 + y1/2 + y−1/2

1 + y
|E1|dy ≃ ε2. (4.64)

Now (4.54) follows from (4.61) and (4.64), and the proof of the lemma is
finished.

Proof of Theorem 3.8. From this point the proof is the same as the proof of
Theorem 3.7: use Lemmas 4.4 -4.5 and (see the proof of Lemma 3.2 in [8])

− 1
d
dx
Hr(xb)

e−itxb +
1

π

∫ ∞

0

e−itx ImHr(x+ i0)−1dx = 1. (4.65)
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4.5 Proof of Proposition 3.11

Straightforward computation, which we omit.

4.6 Proof of Proposition 3.13

With the notation

r =

√
α− ε4β2

4
. (4.66)

we can write (3.47) and (3.48) as follows.

κj = (−1)j+1ir − ε2β

2
, qj =

1

2
+ (−1)j+1i

ε2β

4r
, j = 1, 2. (4.67)

Note that ε2

r
≃ ε2− p

2 . we have κ1 = κ2. Thus iκ1 and iκ2 lie in the third and
fourth quadrants respectively. Using (A.8) and (4.67), one obtains by direct
computation

Âε,r = 2q2e
itκ2

2 − 1

2
(I1(κ1

√
t) + I1(κ1

√
t)

+ i
βε2

4r
(I1(κ1

√
t)− I1(κ1

√
t). (4.68)

Now using (4.67) and the Taylor expansion for I1(κ1

√
t) around ir

√
t one

gets (with a slight abuse of notation)

I1(κ1

√
t) = I1(ir

√
t)− βε2

2

√
t
d

dz
I1(ir

√
t) +

(βε2

2

√
t
)2 d2

dz2
I1(z̃),

where Im z̃ = r
√
t. This expansion (and the corresponding expansion for

I1(κ1

√
t)) gives, together with (A.5), (A.6), (A.7), and Lemma A.4 the result

Âε,r = 2q2e
itκ2

2 − βε2

2r
I3(ir

√
t) +O

(ε4

r2

)
. (4.69)

Expand once again I3(ir
√
t), this time around i

√
αt, see (4.66), and the proof

of the first part of the proposition is concluded.
For the second part of the proposition, we first note that Ip are uni-

formly bounded on the imaginary axis (see Lemma A.5). In order to com-
pute |Aε(t)|2 up to errors vanishing as ε→ 0, one need only to consider the
first term on the r.h.s. of (3.53). By (3.47) we have Imκ2

2 = βε2r, such that
neglecting the terms vanishing as ε→ 0 in (3.48) we get

|Aε(t)|2 = e−2βrε2t. (4.70)
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To further simplify (4.70), we employ the following elementary inequality.
For a > 0, |b| ≤ a

2
we have

sup
t≥0

|e−(a+b)t − e−at| ≥ 2|b|
a

sup
y≥0

yey. (4.71)

Now (3.55) follows from (4.70), (4.71), and the fact that

r =
√
α(1 +O(

ε4−p)
)
. (4.72)

Finally, the definition of β implies that

β = −g1 +O(εp), (4.73)

which together with (3.55) and (4.71) gives (3.56), and the proof is finished.

4.7 Proof of Proposition 3.14

For the computation of Âε,r(t) we proceed exactly as in the proof of Propo-
sition 3.13, with the difference that here there is no need to use Lemma A.3.
In this case κ1 and κ2 are real,

κj = ±r′ − βε2

2
, r′ =

√
|α|+ β2ε4

4
, j = 1, 2,

and a computation similar to the one leading to (4.69) gives

Âε,r = −iβε
2

2r′
I3(ir

′√t) +O
( ε4

r′2

)
. (4.74)

The contribution of the bound state at xb = −κ2
1 (see (3.36)) reads after a

straightforward computation

− 1
d
dx
Hr(x̃b)

e−itx̃b =
(
1− βε2

2r′

)
eitκ2

1 . (4.75)

Recall that |α| = εp. Thus

r′ =
√
|α|

(
1 +O(

ε4

|α|)
)

=
√
|α|(1 +O(ε4−p)

)
.

Expanding in (4.74) I3(ir
′√t) around i

√|α|t, and using an argument similar
to the one leading to (4.69), one obtains (3.61). Finally (3.62) is a direct
consequence of (3.61).
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4.8 Proof of Proposition 3.15

Recall that |α| = bεp, p > 4. As ε → 0, and |α| << ε4β2

2
, we get κj = κj.

Expanding in (3.47) and (3.48), one gets

κ1 = − α

ε2β

(
1 +O(εp−4)

)
, κ2 = −ε2β

(
1 +O(εp−4)

)
, (4.76)

q1 = O(εp−4), q2 = 1 +O(εp−4). (4.77)

An argument similar to the one leading to (4.69) implies that (see (3.46) and
(A.7))

Âε,r = I1(iε
2β
√
t) +O(εp−4). (4.78)

Thus (4.77) implies that the contribution (when it exists) of the bound state
is also of the order O(εp−4), which together with (4.78) finishes the proof of
(3.64).

4.9 Proof of Proposition 3.17

As the proof of Proposition 3.11 this is a straightforward computation.

4.10 Proof of Proposition 3.18

In what follows we need the formulae for κj. Using the scaled quantities

f = (ε2β)−2/3α, y = (ε2β)−1/3κ, (4.79)

one has
κj = (ε2β)1/3yj (4.80)

where yj are the solutions of

y3 + fy − 1. (4.81)

The Cardano formula gives (for the labelling of κj see the discussion following
Proposition 3.17).

yj = ρj

(
r − f

3r

)
(4.82)

where

ρj = e
2πi
3

(j−3), r =
(1 + (1 + 4f3

27
)1/2

2

)1/3

. (4.83)

In (4.83) the principal determination of fractional powers is taken.
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We recall that we are assuming α = bεp and 0 < p < 4/3. Thus f =

bβ−2/3ε−( 4
3
−p) →∞ as ε→∞. Expanding in (4.82) one obtains

κ1 = i
√
α
(
1 + i

βε2

2α3/2
+O(f−3)

)
κ2 = κ1 (4.84)

κ3 =
βε2

α

(
1 +O(f−3/2)

)
and

q1 =
1

2
− i

βε2

4α3/2
+O(f−3)

q2 = q1 (4.85)

q3 = O(f−3).

Now (4.85) and Lemma A.5 imply that

q3I1(iκ3

√
t) = O(f−3)

uniformly in t > 0, such that up to errors of order ε4−3p, we have

Âε,s(t) = −
2∑

j=1

qjI1(iκj

√
t).

From this point the proof of Proposition 3.18 is a repetition of the proof of
Proposition 3.13.

4.11 Proof of Proposition 3.19

In this case all κj , qj are real, and as ε→ 0 we have

κ2 =
βε2

|α|
(
1 +O(|f |−3/2)

)
κ1 = |α|1/2

(
−1 +

βε2

2|α|3/2
+O(|f |−3)

)
(4.86)

κ3 = |α|1/2

(
1 +

βε2

2|α|3/2
+O(|f |−3)

)
and

q2 = O(|f |−3)
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q3 =
1

2
− βε2

4|α|3/2
+O(|f |−3) (4.87)

q1 =
1

2
+

βε2

4|α|3/2
+O(|f |−3).

Thus we have
q2I1(iκ2

√
t) = O(|f |−3),

uniformly in t > 0, such that up to errors of order ε4−3p,

Âε,s(t) = −
∑
j=1,3

qjI1(iκj

√
t).

Repetition of the proof of (3.60) leads to (3.80). Adding the contribution of
the bound state one obtains (3.81). Finally, taking into account (4.87) one
obtains (3.82) and the proof of Proposition 3.19 is finished.

4.12 Proof of Proposition 3.20

In this case we have f → 0 as ε→ 0. Expanding in (4.82) one obtains

κj = ρjβ
1/3ε2/3(1 +O(εp− 4

3 ), qj =
1

3
+O(εp− 4

3 ). (4.88)

Using the expansion of I1(iκj

√
t) around iρjβ

1/3ε2/3
√
t, one obtains from

(3.71) (by an argument similar to the one leading to (4.69))

Âε,s(t) = −1

3

3∑
j=1

I1(iρjβ
1/3ε2/3

√
t) +O(εp− 4

3 ).

Adding the bound state contribution and using (4.88) in the form

2q3e
iκ3t =

2

3
eiκ3t +O(εp− 4

3 ),

one obtains (3.83).

A The Function Ip
Define for integers p ≥ 1, and for complex z with Im z 6= 0, the function

Ip(z) =
1

iπ

∫ ∞

−∞

e−ix2

(x− z)p
dx. (A.1)
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The integral in (A.1) is absolutely convergent, if p ≥ 2. For p = 1 one can
define it by

I1(z) = lim
A→∞

1

iπ

∫ A

−A

e−ix2

x− z
dx. (A.2)

One can also define

I0(z) = lim
A→∞

1

iπ

∫ A

−A

e−ix2

dx. (A.3)

As an alternative to (A.2) one can use the formula

I1(z) =
2z

iπ

∫ ∞

0

e−ix2

x2 − z2
dx. (A.4)

The functions Ip for p ≥ 2 are up to a multiplicative constant the derivatives
of I1, since we have

Ip(z) =
1

(p− 1)!

dp−1

dzp−1
I1(z) (A.5)

Lemma A.1. For p ≥ 2 we have

|Ip(z)| ≤ 1

π|Im z|p−1

∫ ∞

−∞
(1 + x2)−p/2dx. (A.6)

Proof. The result follows from a simple computation, which we omit.

Lemma A.2. For p ≥ 1 and b ∈ R \ {0} we have

Ip(ib) = (−1)pIp(−ib). (A.7)

Proof. Using (A.4) we get

I1(ib) =
2b

π

∫ ∞

0

e−ix2

x2 + b2
dx = (−1)I1(−ib).

This result, together with (A.5), implies (A.7).

Lemma A.3. Assume that Re z 6= 0 and Im z 6= 0.Then we have the result

I1(z) = I1(−iz)−
(
sign(Re z)− sign(Im z)

)
e−iz2

. (A.8)

Proof. This result follows from the calculus of residues. We sketch the details.
Consider the contour ΓA in the complex plane, as shown in Figure 1. We
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−A

A

Figure 1: The integration path ΓA

assume A > |z|. The residue theorem implies that we have∫
ΓA

e−iζ2

ζ − z
dζ = −(

sign(Re z)− sign(Im z)
)
iπe−iz2

. (A.9)

The contributions from the two circular arcs vanish as A→∞, since sin(2t)
is negative for t satisfying π/2 < t < π and 3π/2 < t < 2π. Thus we have∫ A

−A

e−ix2

x− z
dx+

∫ A

−A

eiy2

y + iz
dy

= −(
sign(Re z)− sign(Im z)

)
iπe−iz2

+ o(1) (A.10)

The result now follows by rewriting the second term on the left using complex
conjugation, and by taking the limit A→∞.

Lemma A.4. For Im z 6= 0 and p ≥ 2 we have

Ip−1(z) + zIp(z) =
ip

2
Ip+1(z). (A.11)

Proof. Follows from an integration by parts. The details are omitted.
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Lemma A.5. We have for all p ≥ 1 that

sup
b>0
|Ip(ib)| <∞. (A.12)

Proof. For p = 1 we use (A.4) to get

|I1(ib)| =
∣∣∣2b
π

∫ ∞

0

e−it2

t2 + b2
dt

∣∣∣ ≤ 2

π

∫ ∞

0

x

t2 + x2
dt = 1.

For p ≥ 2 we get a uniform estimate for b ≥ 1 from (A.6). For 0 < b < 1 we
can deform the integration contour in Ip(ib) into the lower half plane, e.g.
follow the real axis from −∞ to −1, the unit circle in the lower half plane,
and then the real axis from 1 to ∞. Then we get a uniform estimate also in
this case.

We now establish the connections with the error function. To this end we
recall some definitions, see [1, page 297].

erf(z) =
2√
π

∫ z

0

e−t2dt, (A.13)

erfc(z) = 1− erf(z), (A.14)

The integral in (A.13) can be taken along any path in the complex plane
connecting 0 and z. We also need

w(z) = e−z2

erfc(−iz) for Im z > 0, (A.15)

see [1, 7.1.3]. Note that all these functions are entire functions.
We define the function

ŵ(z) =
i

π

∫ ∞

−∞

e−t2

z − t
dt =

2iz

π

∫ ∞

0

e−t2

z2 − t2
dt for Im z 6= 0. (A.16)

We have the result [1, (7.1.3)]

w(z) = ŵ(z) for Im z > 0. (A.17)

In the lemma below, which gives the relation between I1(z) and ŵ(z),
we use Arg z to denote the determination of the argument taking values in
(0, 2π).

Lemma A.6. Assume that Im z 6= 0 and Im(eiπ/4z) 6= 0. Then we have

I1(z) = σ(z)e−iz2

+ ŵ(eiπ/4z), (A.18)
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−A

A

Figure 2: The integration path γA

where

σ(z) =


2, 3π/4 < Arg z < π,

−2, 7π/4 < Arg z < 2π,

0, otherwise.

(A.19)

Proof. Let z be fixed and satisfying the assumption in the Lemma. We
denote by γA the path shown in Figure 2, where A > |z|.

The calculus of residues yields that∫
γA

e−iζ2

ζ − z
dζ = σ(z)πie−iz2

,

where σ(z) is defined in the Lemma.
On the other hand, using the explicit parameterization and the fact that

the contributions from the two circular arcs tend to zero as A→∞, cf. the
proof of Lemma A.3, we also have∫

γA

e−iζ2

ζ − z
dζ =

∫ ∞

−∞

e−ix2

x− z
dx−

∫ ∞

−∞

e−t2

t− eiπ/4z
dt+ o(1).

Thus the result follows by taking the limit A→∞ and using the definitions
of I1(z) and ŵ(z), noting the choice of signs in these definitions.

We finish by giving also the relation between I1(z) and w(z). From (A.17)
and Lemma A.3 one has the result
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Lemma A.7. Let for Im z 6= 0, Σ(z) = sign(Im z). Then

I1(z) = Σ(z) w(Σ(z)eiπ/4z). (A.20)

Proof. For 0 < Arg z < 3π/4 (A.20) follows from (A.17) and Lemma A.3.
By analytic continuation one obtains (A.20) for Σ(z) > 0. Similarly, for
7π/4 < Arg z < 2π, (A.20) follows from (A.17), Lemma A.3, and w(−z) =
2e−z2 − w(z), see [1, 7.1.11].

Acknowledgement. Arne Jensen was partially supported by the grant
“Mathematical Physics” from the Danish Natural Science Research Coun-
cil. Most of the work was carried out, while Gheorghe Nenciu was visiting
professor at Department of Mathematical Sciences, Aalborg University. The
support of the Department is gratefully acknowledged.

References

[1] M. Abramowitz and I. A. Stegun: Handbook of Mathematical Functions,
Dover, New York, 1965.

[2] B. Baumgartner: Interchannel resonances at a threshold, J. Math. Phys.
37 (1996), 5928–5938.

[3] L. Cattaneo, G.M. Graf, and W. Hunziker: A general resonance theory
based on Mourre’s inequality, Ann. H. Poincaré 7 (2006), 583–614.
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