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Abstract. Considering the undeniable relevance of education in today’s
society, it is of great interest to be able to predict the academic perfor-
mance of students in order to change teaching methods and create new
strategies taking into account the situation of the students and their
needs. This study aims to apply data fusion to merge information about
several students and predict variations in their Portuguese Language
or Math grades from one trimester to another, that is, whether the stu-
dents improve, worsen or maintain their grade. The possibility to predict
changes in a student’s grades brings great opportunities for teachers, be-
cause they can get an idea, from the predictions, of possible drops in
grades, and can adapt their teaching and try to prevent such drops from
happening. After the creation of the models, it is possible to suggest
that they are not overfitting, and the metrics indicate that the models
are performing well and appear to have high level of performance. For
the Portuguese Language prediction, we were able to reach an accuracy
of 97.3%, and for the Mathematics prediction we reached 95.8% of accu-
racy.

Keywords: Data fusion - Academic performance - Education - Com-
puter science - Machine Learning.

1 Introduction

The relevance of education in our lives is remarkable. From a very young age
we enter school and start learning not only about writing and reading, but also
about history and science. Education is an essential aspect that plays a huge
role in the modern and industrially driven society. People need a good education
to be able to survive in this competitive world [1]. Educated people are better
able to form opinions about various aspects of life, and they also have better job
opportunities. Education helps us grow and develop.

Despite the importance of education, it is undeniable that there are still stu-
dents who fail, and there aren’t there many ways to predict whether or not a
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student is at risk of failing, one can only conclude this when they get negative
grades or even fail the year. One way to try to prevent this problem may come
from early prediction of school failure, since the accurate detection of students
at risk of failing is of vital importance for educational institutions, it can pro-
vide feedback to support educators in making decisions about how to improve
student’s learning and enable them to apply intervention measures and learning
strategies aimed at improving the academic performance of students [2].

The present world is marked by the abundance of diverse sources of informa-
tion, which makes it difficult to ignore the presence of multiple possibly related
datasets, since they may contain valuable information that will be lost if these re-
lationships are ignored [3]. Data Fusion can take advantage of the large amounts
of data to help create more complete and consistent datasets. This method is
also used in the area of education, namely the area of student performance pre-
diction, due to the amount of different data that can affect the performance
of students, like academic grades, parents’ education level, interest in school,
prospects for the future, etc.

In this paper we propose to predict variations in student’s Portuguese lan-
guage and Mathematics’ classes’ grades from one trimester to another, in order
to be able to know beforehand the possibility of a student’s grade getting worse,
which, in more worrisome cases, can be very useful.

The rest of this paper is organized as follows. In Section II, related work is
reviewed using the PRISMA statement and checklist. The proposal is presented
in Section III, providing in-depth details about how the dataset was created
and processed, about the building of the predictive models, and an analysis of
the experimental results through relevant metrics. Finally, the conclusions and
further considerations are summarized in Section IV.

2 Related Work

2.1 Methodology

This review of articles on Data Fusion in the field of education, namely those
that use Data Fusion to predict student’s academic performance, was based
on the PRISMA (Preferred Reporting Items for Systematic Reviews and Meta-
Analyses) [4].This choice is justified by the fact that PRISMA is widely accepted
by the scientific community in engineering and computing.

The literature search was conducted on March 2023 in the popular database
for computer science: SCOPUS. Considering the field of the study was based on
school failure and student performance, the keywords Student Performance, Aca-
demic Performance, School Failure, School Dropout and Academic Failure were
added to the query to specify the fields of this work. And since this work focus
mainly on data fusion, the keyword Data Fusion was added using a conjunction,
while all the other keywords were aggregated using disjunctions.

The query shown below was used for the search in the SCOPUS repository
applied to the title, keywords and abstract of the documents.
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TITLE-ABS-KEY ( "Data_Fusion" AND ( "Student_Performance"
OR "Academic_Performance" OR "School_Failure"
OR "School_Dropout" OR "Academic_Failure" ))

In order to eliminate unwanted articles among the articles found, some exclusion
criteria were defined. Thus, the documents are excluded if they fall in one of
these:

EC1 Do not come from the field of computer science or engineering;
EC2 Not freely accessible;
EC3 Do not focus on the variables studied or is out of context.

EC4 Were not written in English or Portuguese, as these are the languages
the authors understand.

EC5 Does not show results.
The final query resulted from adding some authors and article titles:

AC1 Articles already studied and considered important for this analysis.

2.2 Data Search Results

The search in the SCOPUS repository identified 15 articles to which the inclusion
and exclusion criteria were subsequently applied.

The inclusion criteria AC1 was introduced because these articles were al-
ready studied and considered essential for this analysis. As a result, two articles
were introduced, which led us to 17 articles in total.

On the search page of the database, the documents that met the first exclu-
sion criteria EC1 were filtered out, leaving us with 16 articles that came from
the field of computer science or engineering. Of these documents received, the
title and abstract were read and it was found that even though all were written
in English (EC4), 2 documents were not freely available(EC2). The remaining
14 articles were read in full, and the third exclusion criteria EC3 was responsible
for eliminating 5 more articles that were considered to be out of the context of
this study.

In Fig. 1 is the PRISMA flow diagram related to this study, which helps in
understanding the whole process described above.
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Fig. 1. PRISMA Flow Diagram

Below, an overview of the remaining 9 articles is given.

The article [5] merged collected and manually aligned student behavior data
with textual data of the course comments to predict student performance, using
a designed multimodal data fusion approach. The empirical research indicated
that the proposed method could fuse two different types of data and achieves
the best classification performance compared to the base methods. The study
outcomes show that the classification method can achieve better classification
results in terms of RECALL, Fl-measure (F1) and the area under the receiver
operating characteristic curve (AUC).

The study conducted in [6], intended to scientifically evaluate the effect of
video teaching mode, find out its advantages and find common rules. For this
purpose, two classes with 30 students were selected, and different teaching meth-
ods were adopted for the two classes: one class adopted the traditional teaching
mode, and the other class used the video teaching method. It was concluded that
in video image teaching, the students could acquire knowledge faster, and their
understanding had been greatly improved. According to the article, adding data
fusion also helps teachers and students to improve teaching methods, to provide
more targeted assistance, so that teachers’ teaching efficiency is continuously
improved, and students’ learning outcomes are constantly increasing.

The article [7] focuses on engineering students using real-life data and focuses
on creating a predictive model, based solely on academic data. The authors of
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this paper believe that applying Feature Engineering techniques has a great
impact on learning predictive systems and discuss numerous processes on data,
such as dealing with redundancy, correlation, missing values, feature creation or
deletion, and data fusion, for example. For part of the study, they worked with
the three datasets in parallel, applying different data processing and feature
engineering techniques, however, at one point they considered it essential to
merge the datasets.

The paper [8] was also accepted in this review as it does not fall in any
exclusion criteria but it is written by the same authors as [9], and it is considered
an initial approaching to solve the proposed problem, so, a review of the article
[9] is presented below.

Data Fusion is also an important role in [9], as this paper proposes to use a
data fusion and mining methodology for predicting students’ final performance
starting from multi- source and multimodal data. It gathers data from several
sources: theory classes, practical sessions, online sessions with Moodle, and the
course final exam. It also applies some pre-process tasks for generating datasets
in two formats: numerical and categorical. Secondly, it uses different data fu-
sion approaches like merging all attributes, selecting the best attributes, using
ensembles, and using ensembles and selecting the best attributes, and several
white-box classification algorithms with the datasets. Finally, after comparing
the predictions produced by the models, the authors conclude that the best re-
sult was produced using the fourth approach of using ensembles and selection of
the best attributes.

The study [13] aimed to develop, train, and test classification models to pre-
dict whether students would persist into the second semester beyond traditional
measures of performance. According to the authors of this article, data that
has been aggregated over time can provide insight into which students are most
likely to fail and may need closer attention, while individual student-level per-
formance data can be used to flag students who may be diverging from success
to failure. Multiple characteristics such as each student’s academic performance,
engagement, and demographic background were made available for this project
from various sources, which were then compared at the student level and merged
into a single dataset.

The article [14] does not aim to predict student performance or failure, in-
stead it proposes a detection framework for detecting students’ mental health.
It was not eliminated from this review because it was still considered relevant,
since it uses data fusion as a main and important part of the development of the
work, it is within the context of education and because we believe that mental
health and student performance are very closely related. The first step of this
work was using representation learning for the fusion of students’ multimodal
information, like social life, academic performance, and physical appearance.

Similarly to the case above, the paper [15] does not predict school failure,
it actually builds and tests prediction models to track middle-school student
distress states during educational gameplay. It was considered relevant due to
the fact that it is within the context of education and uses data fusion as a main



6 R. Teixeira et al.

part of the prediction. In this study multiple types of data from 31 students
was collected during a gameplay session. With the collected multimodal data,
a multimodal data fusion was implemented in order to predict changes in the
outcome variable, which was the state of distress. As a result of this experiment,
it was concluded that the classifier with multimodal data fusion outperformed
the prediction by each of those classifiers with unimodal data sources. These
results led the authors to affirm that the improved performance of the fused
classifier in this study corroborates the usefulness of multimodal data fusion
when building a learning analytics system.

Finally, the article [16] aimed to predict university students’ learning per-
formance using different sources of performance and multimodal data from an
Intelligent Tutoring System. In this paper multimodal data was collected and
preprocessed, and in total three different data fusion approaches and six white-
box classification algorithms were used.

3 Proposal

The importance of being able to predict students’ performance in school is well
established and, as it was possible to confirm in the review above, data fusion is
used in such predictions and allows to reach good results and conclusions.

Figure 2 provides visual representation of the entire system for predict stu-
dent failure. It includes fusion data, the pre-processing steps and the model
used for prediction. The system architecture comprises three main components,
namely fusion, pre-processing, and ML model.

Fusion [ Preprocessing

Social —economic
Data

Standarization Data Cleaning

Data student
results

Fig. 2. Visual representation for predicted failure.

3.1 Data Fusion

We used information from 845 middle school students from a school of Northern
Portugal. We collected student-related data provided by the school, with data
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from a questionnaire to which the students responded, that had questions about
school motivation, long and short-term self-regulation, mastery and performance
motivation, school value, family, friends and teachers’ support and about school
engagement.

The resulting dataset is a fused dataset consisted of 845 instances and 123
attributes. These attributes included: sex, age, school year, parent’s education
level, parent’s marriage status, Portuguese and Mathematics classes’ grades from
the first and second trimester, failure history, satisfaction with grades, tutoring,
number of times of tutoring per week, familiar support, friends’ support, teach-
ers’ support and more.

3.2 Preprocessing of data

We took advantage of the pandas library to handle data as when performing
Data Engineering operations.

The first step of the preprocessing was the standarization. So, after fusing the
data related to each student into the same dataset, we started treating missing
values. We noticed the attributes "Q9-tipo de explicagdo”, type of tutoring, and
"Q10-quantos dias semana”, how many days of tutoring per week the student
has, had 568 and 567 null values each, which meant that 568 students did not
get tutoring. For that matter we decided to replace the null values with the
value 0. We also noticed that some grades from the first trimester were missing,
in this case those rows were dropped. The attributes "bullying vitima", victim
of bullying, and "bullying bully" also had missing values, we decided to replace
those values with the value -1.

Following the process, the second step was data cleaning of handling missing
values. We began dropping columns that we didn’t consider to be relevant to
the context and purpose of this prediction. We noticed the attribute "Autor-
izagdo questiondrio”, authorization to participate in the questionnaire, had the
same value for every instance, so it was dropped. The same happened with the
attribute "Autorizacdo notas”, authorization to provide grades. The attribute
"Cédigo participagdo”, code of participation, was different for each student but
considered irrelevant to this study. The attribute "Escola”, school that the stu-
dent attends, was also dropped, as it was considered insignificant.

With the previous task finished, and since most machine learning algorithms
only work with numeric values, the next step the data scaling. It was convert
categorical features into numerical. The features called "Q24 Sezxo”, gender of the
student, "Q29-existéncia de reprovagao’”, failure occurrence, "Q31-escolaridade
mdae"”, mom’s education level and "Q35-escolaridade pai”, dad’s education level,
were converted to numeric values.

As the resulting dataset had information regarding grades of two different
subjects, and the purpose of the study was to attempt to predict the variation
of the grades of each subject from the first to the second trimester, the team
decided it would be wise to create two identical datasets which would be similar
to the original dataset but each would only have information about either Math
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or Portuguese Language second trimester grades, let’s call them, Port dataset
and Math_ dataset.

Since the dataset didn’t have a target feature, we created one. For each
dataset we subtracted the first trimester grade of one subject from the second
trimester grade of that subject and stored the resulting value in a variable.
Then we checked whether the variable was greater than, less than, or equal to
0, which would mean the student had improved, worsened or maintained the
subject’s grade from one trimester to the other, and the target value would be
0,1 or 2 for each possibility described.

Then, in each dataset, we dropped the column "Q20-nota port. 2.%periodo”,
second trimester grades of the Portuguese Language subject, and the column
"Q26-nota mat 2.%°periodo”, second trimester grades of the Mathematics subject,
respectively.

After studying the amount of each target value, we noted that the dataset
Port_dataset was made of 671 instances with target value 1, 134 with target
value 2 and just 39 with the value 0, meanwhile the dataset Math dataset had
635 instances with target value 1, 134 with target value 2 and 75 with the value
0. Having balanced data for model training is very important, it gives us the
same amount of information to help predict each class and therefore gives a
better idea of how to respond to test data, therefore, our data needed to be
balanced. We decided to apply data augmentation to solve the problem using
random oversampling, resulting in two datasets with 2013 and 1905 instances
each.

Finally, as part of the data pre-processing, we performed feature selection on
both datasets, in order to compare the results given by the resulting datasets
with the results with the bigger datasets. The best features of each dataset were
selected and two new datasets were created with them. For this, a function with
the target name and the number of features desired as input was created, where
the correlation matrix was calculated, and the correlation values of the target
variable with all other features extracted. Then, the top n features with the
highest absolute correlation coefficients were selected and the resulting dataframe
returned. We decided to select the best 20 features for both datasets.

The features resulting from the feature selection for predicting Portuguese
grades were: the risk of failing, first trimester Portuguese grade, first and second
trimester math grade, satisfaction with grades, the three different total values
attributed to the support given by friends, the answer to the first, second, fifth,
sixth and seventh questions about friend’s support, the answer to the first and
fourth questions about short term self-regulation, the total value attributed to
the short-term self-regulation, the answer to the sixth question about family sup-
port, sex, and the answer to the second question about the student’s relationship
with peers.

In turn, the features resulting from the feature selection for predicting Math-
ematics grades were: first trimester Math grade, the answer to the seventh ques-
tion about long-term self-regulation, personal perspective about grades, the an-
swer to the fifth question about short-term self-regulation, the risk of failure, the
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answer to the fourth question about motivation for mastery, satisfaction with
grades, age, how many days a week they have tutoring, school year, the two
different total values assigned to school valuation, second trimester Portuguese
grade, total value attributed to the mastery motivation, the answer to the first
and third questions about school valuation, the total value attributed to the
long-term self-regulation, the answer to the seventh question about teacher’s
support and the answer to the fifth question about school engagement.

3.3 Building of Predictive Models

Two different experiments were conducted in this study, using several classi-
fication algorithms. These being using the classification models with hyper-
parameter optimization, Gridsearch , on the Port_dataset and Math_dataset, or
using the same classification algorithms for the datasets resulting from feature
selection. After those experiments, the results were compared.

Regarding the large number of available classification algorithms and the
enormous possible values to assign to the algorithm hyperparameters, consider-
ations that clearly affect the performance of the models, we decided on some of
the algorithms which have been proved successful in related work, which were
Random Forest [10], XGBoost, [11] and Decision Tree [12].

First we started by creating the test and training datasets for each case of
study. This process consisted of splitting the datasets into 2 parts: the training
dataset containing 80% of the instances of the total dataset, and the test dataset
making up the remaining 20% of the instances.

As already mentioned above, a feature selection function was created, which
had as output the resulting dataframe with the number of features that were
given as input. After several experiments and results comparisons, eventually
the team decided to choose the best 20 features of both datasets, and for that
matter, we finally ended up with a total of 4 datasets, the Port dataset and
Math_ dataset and the two dataframes made up of only the 20 selected features,
were split into training and test datasets, as already stated.

For each classification algorithm, in order to find the best hyperparameters,
we decided to apply grid search instead of random search, since grid search
looks at every possible combination of hyperparameters to find the best model
and random search only selects and tests a random combination of hyperparam-
eters, instead of conducting an exhaustive search. Therefore, for every model, we
defined the parameters to be tuned, created an instance of GridSearchCV and
fit the model, and with the best parameters found, we then made the predictions
for test data and evaluated the results.

In short, we applied 3 different classification algorithms to the four datasets.
The results are shown in the tables below.

In Table 1 we show the results for the Port _dataset and for the one with the
selected 20 features of this dataset, which we well call PF'S dataset.
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Table 1. Results for the Portuguese Language Prediction

Datasets Models Accuracy |F1 Score|Recall|Precision
XGBoost 0.888 0.867 0.888 |0.895

Port_Dataset|Decision Tree |0.834 0.834 0.834 ]0.841
Random Forest|0.817 0.740 0.817 ]0.809
XGBoost 0.973 0.973 0.973 |0.974

PFS _Dataset |Decision Tree |0.948 0.947 0.948 |0.952
Random Forest|0.970 0.970 0.970 |0.971

In Table 2 the results of the Mathematics predictions are shown, for both
datasets that contain information about this specific subject. The dataset re-
sulting from the feature selection we call MFS dataset.

Table 2. Results for the Mathematics Prediction

Datasets Models Accuracy|F1 Score|Recall|Precision
XGBoost 0.775 0.712 0.775 ]0.699

Math_Dataset|Decision Tree |0.763 0.671 0.763 |0.599
Random Forest|0.775 0.677 0.775 1]0.601
XGBoost 0.958 0.957 0.958 (0.960

MFS Dataset |Decision Tree |0.908 0.904 0.908 (0.916
Random Forest|0.942 0.941 0.942 (0.943

For each algorithm that obtained the best results for each dataset we then
applied cross-validation, in order to evaluate the performance of the models, in
terms of overfitting. This way we can assure that the models would also perform
well on new, unseen data. The results are presented in Table 3.

Table 3. Cross-validation

Datasets Mean Accuracy|Standart Deviation
Port _Dataset [0.849 0.034
PFS_ Dataset [0.966 0.009
Math Dataset|0.745 0.030
MFS Dataset |0.940 0.006

Considering the mean accuracy in cross-validation for all four models, the
scores indicate that the models are performing well across multiple folds, with
high values of mean accuracy and relatively low standard deviations. This can
suggest that the models are generalizing well to new data, and are not overfitting
to the training data.

Considering that the models are not overfitting, looking at the values in the
tables 1 and 2, it is possible to state that the models appear to have a high
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level of performance in terms of accuracy, F1 score, recall, and precision. It is
also possible to notice that the models performed better with the datasets that
consisted only of the 20 selected features instead of the original 117.

4 Conclusions and Future Work

It is of high importance for educational institutions to predict students’ grades in
order to create innovative strategies taking into account the students and their
specific cases, since education is key for the formation of opinions and for the
world of employment itself.

In this paper we use data fusion to fuse information about students, their
relatives and a questionnaire to which they participated and responded, and pre-
dict variations in middle school student’s grades in Mathematics and Portuguese
Language. If it becomes possible to predict these variations, teachers and edu-
cators gain an advantage that allows them to shape their teaching according to
the predictions, and instead of being surprised by decreases in grades, they can
avoid them.

After the creation of the models, we can suggest that they are not overfitting,
and the metrics indicate that the models are performing well and appear to have
high level of performance. For the Portuguese Language prediction, we were able
to reach an accuracy of 97.3%, and for the Mathematics prediction we reached
95.8% of accuracy. Even though the best results were achieved using the smaller
datasets, with the 20 selected features, these features were not only answers given
to the questionnaire, but were also grades and characteristics of the students,
information that was initially merged, which proves the importance and relevance
of data fusion in this study.

As a prospect for future work, we believe it would be interesting to take this
to a real-life experience to actually verify whether the model’s predictions would
really help teachers to accurately predict school failure of their students and
whether they would be successful in trying to avoid this failure when shaping
their teaching according to individual student needs. One drawback of this study
is that the predictions were made manually. However, the plan for future research
is to develop a decision support system that can use the prediction results au-
tomatically to guide or alert teachers, parents, and other school personnel. Also
it is possible to address some issues like discrimination issues.
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