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| Abstract

Traditionally, process control systems are designedfigdriand implemented without
consideration of possible extensions of the system in thedu Redesigning a control
system often involve large cost and therefore, many cugremining control systems do
not behave even close to optimal. Furthermore, the sensdracuators of a control sys-
tem are often assumed given when the system design is begwevdr, the selection of
sensors and actuators dictates the performance of thergystéch for many companies
is related to the profit of the company. This problem is adsddy the Plug and Play
Process control system.

This thesis establishes a model of the profit of a power plapable of using three
different fuel systems, which are a coal system, a gas systaoha oil system and a
strategy for maximizing the profit of the power plant by uiitig the three fuel systems
is developed. The profit can be described as the integraltowerof a function of the
system states and some market prices. These prices havébatfied and models of
them have been established using data from the Nordic poagketplace, Nord Pool.

The maximization of the profit has been performed using tditerent approaches
ranging from a search of the input space over static optitimizao Pontryagin’s max-
imum principle. The first approach did not consider the dyicarof the different fuel
systems, instead focus was placed on developing modelsofatue of the business
objectives of the power plant and relating them to the déffiéfuel systems.

The second approach utilized a notion from production endc® where each of
the products (business objectives in this work) is givenieepii.e., the price data was
separated from the models developed in the first approachharsdallowing for price
changes over time. For a given time static optimization vweeglifor maximization.

The final approach included the dynamics of the different fystems in the opti-
mization and both an open loop control and a feedback costirategy were developed
using discrete optimization and maximum principle, resipely. In the open loop con-
trol the profit function was converted to discrete time aredptimization was performed
using quadratic programming, where the production refaéracking was included as a
constraint. Removing the tracking from the constraint aredLiding it as a tracking error
in the objective function made the problem less complex aodrdinuous solution was
obtained using Pontryagin’'s maximum principle.

VI






| Synopsis

Proceskontrolsystemer er traditionelt designet, veriiceg implementeret uden overve-
jelser omkring mulige udvidelser i fremtiden. Hvis et kanistystem skal redesignes in-
volverer det ofte store omkostninger og derfor er der mamgerende kontrolsystem
som ikke opererer optimalPlug and Play Process Contrglrojektet vil afhjeelpe dette
problem. Derudover er sensorer og aktuatorer som ofteagantat vaere kendt nar et
systemdesign er pabegyndt. Dette er dog et problem datwflgensorer og aktuatorer
saette en begraensning for hvilken ydelse der kan forventegségémet og dermed ogsa
firmaets profit.

Denne afhandling opstiller en indtjeningsmodel for et kragrk som er i stand til at
benytte tre forskellige braendselssystemer. De forskelilgendselssystemer er kul-, gas-
og olie-systemer. Derudover udvikles der ogsa en strdtegat maksimere kraftvaer-
kets profit ved at benytte de forskellige breendsler optiméltaftveerkets profit kan
beskrives som et integrale over tid af en funktion af systentitstande og relevante
markedspriser. Disse priser er blevet identificeret og riedr dem er blevet dannet
med udgangspunkti det nordiske elektricitetsmarked k&ded Pool.

Tre forskellige fremgangsmder er bliver benyttet til profitksimeringen og de vari-
erer fra sggning efter den optimale input og statisk optingetil Pontryagins maksi-
mumsprincip. Den farste fremgangsmade tog ikke hgjde yoaohikken af de forskel-
lige breendselssystemer, men i stedet var fokus pa at wdwikideller af de forskellige
forretningsmal for kraftveerket og relaterer dem til desfallige breendselssystemer.

Den anden fremgangsmade brugte et begreb fra produkkonegi hvor hvert pro-
dukt (forretningsmal i dette arbejde) er givet en pris. {iksige at priser blev adskilt fra
modellerne udviklet i den farste fremgangsmade og dettegmuligt at sendre priserne
over tid. Til et givet tidspunkt blev statisk optimering lytuil at maksimere profitten.

Den sidste fremgangsmade inkluderede dynamikken af detiige braendselssys-
temer i optimeringen og bade en abenslgjfe og feedbacingwar udviklet ved brug
af diskret optimering og maksimumsprincip respektivt.beaslgjfekontrolstategien var
profitftunktionen konverteret til diskret tid og optimeregvar udfgrt ved hjeelp af lineaser
programmering hvor produktionsreferencen blev inklutisoen en sidebetingelse. Ved
at fierne sidebetingelsen og i stedet inkluderer refenenkestfunktionen som en refer-
encefejl blev optimeringsproblemet mindre kompleks ogamtikuer Igsning blev fundet
ved hjeelp af Pontryagins maksimumsprincip.







1 | Introduction

In a time where much focus is placed on money and profit, tieisishwill present an idea
of formulation the objective when scheduling productiod asage of actuators as profit
maximization.

In this work we focus on a power plant which is capable of usinmge different fuel
systems and identify the measures which influence the eciosaihthe company.

This chapter describes the motivation of this work, and imtipalar the Plug and Play
Process Control project, which this is part of. Then an oesv\of the state of the art
within sensor/actuator selection and economics of comisalvell as optimal control is
given and finally in the end of this chapter an outline of thissis will be presented.

1.1 Motivation

The vision of the Plug and Play Process Control (P3C) pragdotdevelop a new control
paradigm, which is capable of adapting to changes intradlirténdustrial processes.
The vision is a control system which detects when devicesdded or removed from
the system and automatically reconfigures the control suathaptimum performance is
obtained. An example of P3C could be a heating system in daegome consisting
e.g. of a number of standard heaters and a newly added hdareger. The home
owner might after the installation of the heat exchanger firat temperature in some
areas in his home are not as comfortable as he wished. Theréfinstalls a number
of new temperature sensors and the P3C system should thematidally detect these
new sensors and incorporate their measurements in theotegstem to improve the
indoor climate (for more information of the vision of P3C 4§€8C homepage, 2009],
[Stoustrup, 2009], and [Bendtsen et al., 2008]). Five camgmparticipate in the P3C-
project; Skov, DONG Energy, Danfoss, Grundfos, and FLSmAlitomation. Each of
the companies provides a case study of their Plug and Pldjgmmo
The work of the P3C project has been divided into 6 work paekagpaling with

different aspects of the project. These 6 work packagestnaduced in the following.

Work Package 1 - Integration of hardware, networks and protocols for flexitontrol
systems. The objective of this work package is to develojmiinastructure needed
for the project, i.e., investigate what kind of communioatscheme is need and
how to identify when new hardware is introduced.

Work Package 2 - Correlation based sensor/actuator awareness - This warkage
deals with identifying what and where the introduced hamvis, i.e., identify if it

1



Introduction

is a new sensor or an actuator and what kind of changes cande&i/measured
when the new hardware is in use. Furthermore, the model afytbiem should be
expanded to include the new hardware (this could be eithiacck box or white box

model depending on the situation). For further refereneglseudsen et al., 2008],
[Knudsen, 2009a], [Knudsen, 2009b], and [Bendtsen andghaek, 2008].

Work Package 3 - Structurally based reconfiguration - The objective of thigk pack-
ages is to develop algorithms which incorporate the newvaarelin old controller,
e.g. use an additional sensor to obtain a better estimateeofurrent measure-
ment. For further reference see [Trangbaek et al., 2008ndbaek et al., 2009],
[Stoustrup et al., 2009], and [Trangbaek, 2009].

Work Package 4 - Model-based control performance optimization througkilflle sen-
sor/actuator configuration - This work package is similawtyk package 3, how-
ever, the restructuring of the controller will in this worlagkage be based on ex-
plicit models of the complete system and performance opttion. The perfor-
mance of new hardware needs to be specified such that theizgion knows
how it behaves in accordance with the overall objective.ciMisen et al., 2008],
[Michelsen et al., 2009], and [Michelsen and Trangbaek9200

Work Package 5 - Survivability and performability measures - This work kage is
not part of an complete online P3C-system, as the objedite evaluate which
new hardware should be plugged into the system to obtaierygttformance (if
possible). The work of this work package is currently in tlaadhs of the reader
and will be outlined in more detail later.

Work Package 6 - Decentralized event-based networked nonlinear corargilfig-and-
play process control - The objective of this work packageoisntestigate the
event-based and decentralized perspective of P3C. Thenoptiadding and re-
moving hardware in an existing system will often call forngsiwireless compo-
nents, which have limited communication possibilities am& way either due to
power or noise effects. For further reference see [Persikallesge, 2008], and
[Persis and Kallesge, 2009]

This work concerns with work package 5 and profit maximizatib a power plant.
The basic idea of this work is to automatically propagatelibsiness objectives of a
company to the selection of sensors and actuators - ustiadlygoal of a company is
to maximize profit. In this work it is suggested to maximize grofit by selecting the
optimal sensors and actuators. However, the automati@gaifopn of requirements is dif-
ficult and usually need knowledge of the system [Leveson g1894] and [Foss, 1973].
The later also conclude that many performance measurad@xmocess control system
and which to use is a designer’s choice but no obvious metkistse

“Present practice is based largely on direct observatiomsl &xperience gained by
operators and plant managemenii¥lesarovic, 1970]

Compared to the other work package in the P3C-project, wadkage 5 is used
offline to evaluate which sensors and/or actuators shouldsed, i.e., it answers the
question what (and when) to plug? That is given a profit fuurcf the company and
possible new actuators this work packages will tell if anctwkhe new actuators should
be used. This will be explained in more detail in Chapter 2

2



2 State of the Art and Background

1.2 State of the Art and Background

The line of work in this thesis bears resemblance to sergadsor placement and plant-
wide control but also the economic perspective of impleingnand operating a plant
with a certain sensor and actuator configuration is of istet@ this work. Important
for this work is also the power market, which dictates how wgoplant earns money.
Furthermore, this work leans on methods from optimizatiod & particular optimal
control. In the following the state of the art of these subyeit be described.

1.2.1 Structural Sensor and Actuator Selection

Methods which are used to structure the controller by selgsensors and actuators are
considered in this section. The term structural sensor athtor selection refers to the
fact the these methods should only rely on the plant and rahtplemented controller.
In [Skogestad and Postlethwaite, 2005, chapter 1] the psogEcontrol system de-
sign is presented as 14 steps, which are
1. Study the system (process, plant) to be controlled andirlnitial information
about the control objectives.

. Model the system and simplify the model, if necessary.
. Scale the variables and analyze the resulting modelirdéte its properties.
. Decide which variables are to be controlled (controlletpats).

ga b W N

. Decide on the measurements and manipulated variables sehsors and actuators
will be used and where will they be placed?

. Select the control configuration.
. Decide on the type of controller to be used.
. Decide on performance specifications, based on the deerdfol objectives.

© 00 N O

. Design a controller.

10. Analyze the resulting controlled system to see if theiigations are satisfied; and
if they are not satisfied modify the specifications or the typeontroller.

11. Simulate the resulting controlled system, on eithemamaer or a pilot plant.
12. Repeat from step 2, if necessary.
13. Choose hardware and software and implement the caartroll

14. Test and validate the control system, and tune the dtertom-line, if necessary.

It is concluded in [Skogestad and Postlethwaite, 2005, ted®)] that usually only step
9, which is controller design, is considered by the acaderRiathermore, steps 4, 5,
and 6 are generally overlooked when control systems ardajea i.e., which variables
should be controlled, which sensors and actuators shoults&®, and which controller
structure should be utilized is often assumed known in obttieory. However, in prac-
tice the selection of those quantities are often of impaeazs bad choices often limit
the performance [van de Wal and de Jager, 2001] and it is dgarofaced by the control
engineer of a given plant [Foss, 1973].

In [Foss, 1973] a discussion is given about the gap betweetraddheory and ap-
plications, especially control of chemical processes &aiglstated that the theory has to

3



Introduction

meet up with practice. It is concluded that methods do existdEsigning SISO con-
trol and that SISO control loops can be found by known mett@de such method, the
relative gain array (RGA), is presented in [Bristol, 1966he RGA can be used to pair
inputs and outputs in a MIMO system to enable decentralipettol, i.e., in a way it can

be used to select control structure. The RGA is defined as

RGA(G) =G x (G™HT,

for a plant with a square transfer mafri’. The paring of input and output should
be performed such that the value of the diagonal entries o4 RGlose to one in the
frequency band of interest and negative values should bidedo The relative gain ar-
ray has especially been used when designing control systeohé&mical processes e.g.
in [Papadourakis et al., 1987] RGA is used to asses how toimairts and outputs in
subsystem in a chemical plant. A similar method involvesdingular value decompo-
sition (SVD) of the transfer matrix which can be used to detae how different input
directions influence the output.

Recent contributions [van de Wal and de Jager, 2001], [Skadeand Larsson, 1998],
and [Stephanopoulos and Ng, 2000] have shown that progressnsor and actuator se-
lection and plant wide control in recent years took placedeglly within specific areas
methods have been developed, e.g. flexible structures rwittdrospace (see
[Padula and Kincaid, 1999]). In [van de Wal and de Jager, Péight different selection
criteria are described and they are assessed accordinmdasirable properties which
are

Well-founded: The theory should be sound and complete.

Efficient: The expected computational effort should be small.

Effective: The selection method should be both necessary and sufficient
Generally applicable: Easy to use the method on other problems.
Rigorous: A small number of candidates should be selected.

Quantitative: It should be possible to measure how “far” two sets of actsaod sen-
sors are form each other.

Controller independent: The controller structure should be selected after the senso
and actuators are chosen.

Direct: The selection method should be direct, meaning that therdift sensor-actuator
sets should not be evaluated one by one.

The reviewed selection criteria in [van de Wal and de Jag¥¥1Pcan be divided into
three categories; controllability and observability meas (both qualitative and quan-
titative and with and without noise), efficiency measureg{mization of input/output
energy), and robust methods (robust stability and robusbpeance). Common for all
the presented selection methods is that the problem gropenextially with the num-
ber of possible inputs and outputs. Therefore, [van de WaidenJager, 2001] suggests
two methods which can limit the search if the method is natatir (A) eliminate input-
s/outputs which do not improve control and (B) add inputiggats which do not worsen

1The Relative Gain Array can be extended to non-square pi@gdSkogestad and Postlethwaite, 2005,
Appendix A] for further comments

4



2 State of the Art and Background

control. Most available methods are concluded to be intiige, each combination of
sensors and actuators needs to be checked individually.

1.2.2 Economics of Control

In addition to the previous section, economic considensti@are also important when a
system is instrumented. This subject had some attentidreitate 70s and it has gained
focus again, lately.

Industrial process control system is often built accordmthe scheme illustrated in
Figure 1.1. Typically, the bottom level consists of singigut - single output control
loops of the individual actuators where detailed and comgigmamic are present. The
closed loops at the bottom level makes it possible at the imiddel to modeled the bot-
tom layer with linear dynamics and develop multiple inputsltiple output controllers to
coordinate the different actuators in each process. Adpéet/el the processes is usually
considered without dynamics and economics are considenexlds well as constraints
present in the system. Thus, economic optimization of thepiete plant is performed
at the top level to ensure optimal operation by generatirignah setpoints wrt the plant
economics.

Optimization/Scheduling/Planning
Management . s
Economics, Constraints

MIMO and Supervisory control

Supervisor Coordinator
MPC, LQG, Hy, etc

SISO control

valve pump motor grinder pump PID, Nonlinear dynamics

Figure 1.1: lllustration of how industrial process conspétems are built in a hierarchical
structure.

The line of thinking in Figure 1.1 is described in [Mesarq\i®70], where hierarchi-
cal structures are identified. Basically three differeeraichies are introduced, namely
stratums, complexity-layers and organizational hiergrethelons. Furthermore, some
examples of applications, where hierarchies are usedyasemted in [Mesarovic, 1970],
e.g. power plant grid utilization, ethylene, and steel piaigbn. All of these applications
and the different hierarchy structures have economic apdition as a common feature at
the top level. Itis concluded that total system performaracebe improved by using com-
puter control but it is not more accurate control which idezifor. Instead improvements
in plant operations facilitatésubstantial economic advantagefVlesarovic, 1970].

Optimization of hierarchical systems as presented in [M®8e, 1970] are con-
sidered by [Findeisen et al., 1980] and [Bryds et al., 1988Fr& the control system
can be separated into a number of subsystem. Optimal s&ipfmin each subsys-
tem are considered in the optimization and often from an econ perspective. A
hierarchical structure with economic considerations antthp level is also presented

5



Introduction

in [Skogestad and Postlethwaite, 2005, Chapter 10]. Thissconcluded that economic
considerations are important in control system design.

More recently hierarchical systems have been used by [Rar2@09] for decentral-
ized control, where the objective function is divided inttbeal problem for each sub-
system and a simple global problem, which guarantee thénatigbjective is fulfilled.
Furthermore, local algorithms are given for determining/ffiar the local solution is from
the optimal.

The economic considerations when designing control systeave also gained more
attention lately e.g. [Lu and Skelton, 1999a] and [Lu andlt8ke 1999b] introduced the
Economic Design Problenifor a given performance requirement, design the feedback
control law and distribute signal-to-noise ratios among hstruments (sensors, actua-
tors, A/D, D/A conversion, control processing) such thatitistrumentation cost is min-
imized without compromising the system performantalils, it is assumed that the cost
of a sensor/actuator is proportional to the signal-to-@oégio. In [Skelton and Li, 2004]
this idea has been applied to control of a flexible structuith W8 degrees of freedom
and 21 possible sensors and actuators. The accuracy of thet @ specified and the
proposed iterative algorithm chooses the least precissosem@nd actuators capable of
delivering the specified output accuracy. The method in If8kend Li, 2004] has in
[Li et al., 2006] been converted to a set of LMIs and thus a e@mptimization problem.

The cost to sensors and actuators are often minor compattegldperational cost of a
plant, which in many cases is the main economic concern [&tad and Larsson, 1998].
It is furthermore stated that “The economics of plant operedre usually determined by
steady-state issues,” which indicates that an optimum iiondor dynamic economic
control of a plant is missing.

1.2.3 Electrical Power Market and Power Plants

In this section different aspects of the electrical powerketand related work will be
presented. The chosen subjects are conventional powels pfamoduction economics,
power plant operations, the power market. This sectionemtl with some related work
performed on hydro power plants in Norway.

Traditional thermal power plants, i.e., coal, gas, or oéddipower plants, have been
studied in detail e.g. in [Flynn, 2003]. The thermal powerlis illustrated in Figure 1.2
and basically function by burning a fuel in the boiler whickaporates water to steam
under high pressure. The stream then drives a turbine géngedectrical power which
is delivered to the electrical grid. A thermal power plantrisdeled by first principle
in [Andersen et al., 2005], where the considered fuel is doat which arise from four
coal mills grinding the raw coal.

The detailed model in [Andersen et al., 2005] was used tdkstaan observer for
the flow of coal into the boiler to improve the control of theatmills. Simpler mod-
els for system control are presented in [Edlund et al., 2)08bere the different pos-
sible methods for changing the output from the completefplastof DONG Energy
in Denmark are described. Each of these possible methodsaniging the output is
in [Edlund et al., 2009b] denoted an effectuator and a maddérived. An example of
an effectuator is the boiler load in a thermal power plantofdgan be modeled as a 3rd
order system.

6



2 State of the Art and Background

Smoke Stack

%

Economizer

Flue gas cleaning Superheater

Recirculation

Secondary air

Burners

Evaporator

Benson Boiler

Primary air

Coal mills

Figure 1.2: lllustration of the power plant considered imff&ersen et al., 2005].

The operation of power plants is described in [Joergensah, &006], where a hier-
archy of the control structure for a power plant is presefdéeéd Figure 1.3).

System
Plants

termal, wind, wave

Processes

boiler, superheater, turbine

Servo systems

control valves, pumps

Figure 1.3: lllustration of the multiple levels in a poweapt control system.

The top level is the complete system which is divided intéedént plants in the sec-
ond level and processes in the third level. Finally in thetiolevel is the individual servo
systems consisting of e.g. pumps and control valves. A naditrgperforming optimiza-

7



Introduction

tion of performance in this hierarchy is presented and sedie economic steady-state
optimization on system level. It is, however, concluded tha top level optimization
depends on the low level.

In production economics the all possible outputs from a petidn unit or “firm” are
identified and called the production set [Mas-Colell etE#95, Chapter 5]. The produc-
tion units are seen as black boxes which are capable of tnangfg some goods (input)
to other goods (output). Some assumption are often madé tisoproduction set e.gNo
free lunchandFree disposali.e. the production sel;, cannot contairﬂ@ﬂr as this would
yield production of some quantity without consumption amel¢company can absorb any
additional input without reducing the output. In [Mas-Obét al., 1995, Chapter 5] it is
concluded that the objective of a company is to maximizeritdi) which at first seems
reasonable. However, it is possible to imagine companidshntiiave the objective of
maximizing sales revenue or the size of the company, bueiEttmpany is owned by the
consumers in a market they will agree that profit maximizaisopreferable regardless of
their own preference function.

In the case of power plants there exists a Nordic market plsoed Pool, where
power contracts are negotiated [Nord Pool, 2009]. Here tize pf electricity, as known
by the average electricity consumer, is established asagadither quantities relating to
the quality of the power deliverance. These quantities et on what is called the
elspot market. An example of the quality of the power is whegower plant delivers
more or less electricity to the grid than agreed. This is d&lem as the demand and
supply of electricity should always balance and therefoeed is also a market for trading
regulating power which is used for this balancing. The rating power has two prices,
an up price and a down price, which are used in accordancewtitt the electricity
producers do, i.e. produce more or less electricity thavipusly agreed.

The data from Nord Pool has been used to schedule the usagdraf power plant
in Norway such that the production plan commitment of theenirday is fulfilled while
maximizing the profit of the hydro plant [Fleten and Kriseren, 2008].

1.2.4 Optimization

In this section three different optimization problems valet for this work will be pre-
sented along with solution methods. The three considerallgms are static optimiza-
tion, dynamic optimization, and optimal control, which tfilowing is examples of.
Findz € R that minimize

file) =2 +1, ze[-1,1], (1.1)
find a continuous curve : [a,b] — R that maximizes
b
/ fQ(JJ, t) dta fQ(JJ, t) = _'tha HAES [_17 1]7 ]‘(CL) = Zaq, (12)
and find a control - a measurable functi¢e;b] — R that maximizes

b
/fg(x,u)dt, falz,u)=(z—u), uwel[-1,1], z(a)=2z,

subjectto: = —x 4+ u

(1.3)




2 State of the Art and Background

The above problems are example of static, dynamic, and aptiontrol problems, re-
spectively.

The cost function in these three different problems exishany different forms de-
pending on the optimization problémin this work, it is assumed that optimization means
maximization as a minimization problem can be converteghtequivalent maximization
problem, e.g. the problem in (1.1) is equivalent to

— max (- (®+1)), ze[-1,1.

The argument is, however, the same, e= 0.

Static and Dynamic Optimization

In this section solutions to the problems stated above wilblesented. It will be shown
that an approximated solution to the later problem is pdsdilp means of static opti-
mization. First, Fermat rule is presented, which can beiapplirectly to the static opti-
mization problem. Maximum/minimum of a function is, in gealeobtained at stationary
points, end points, or points where the differential dogsenast.

Fermat's Rule Let f : (a,b) — R be a function and suppose that € (a,b) is a local
extremum off. If f is differentiable at:, then f’(xzq) = 0.

By applying Fermat’s rule to (1.1) it is possible to obtaidusion candidate to the
minimization problem, i.e.,

d(z? +1)

!

= = 2

fl (J?) d.]? €,

which yields the solution: = 0 as a stationary point (and also the point of minimum
in this case). Thus the minimum of (1.1) is 1. A similar apmtoaan be used to solve
the problem in (1.2) when it is realized that it is necessamnaximizef,(z, s) for each

s € [a,b],i.e.,

2
futw) = 0 g,
which yields the solution: = 0 for ¢t > 0 as a stationary point (and also the point of
maximum in this cas®. Thus the maximum of (1.2) is 0. This kind of problem can
also be solved using calculus of variation and the Euler&age equation which will be
explained later.
The last problem is actually an optimal control problem \khig the subject of the

next section but it is possible to obtain an approximationhef solution, given some

2These could be linear or nonlinear. However, most resuits finear problems can be extended to convex
problems as well. Furthermore, the final time in integralldpin the general case, also be infinite time. This
will, however, not be considered in this work.

3If (1.2) was minimized instead of maximized= 0 would still be a stationary point, but one of the end
point of X (x = 1 orx = —1) would yield minimum.
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assumptions, by using static optimization. The assumptimeded is that contral, is
piecewise constant (in time), i.e.,

u(t) =ur, kh<t<(k+1)h,
for each time stepk, and where: is the sample time. Using this assumption and lifting
(see [Chen and Francis, 1995]) it is possible to convert thblpm to discrete time, i.e.,

b N-1

fg(x,u)dt 7 Z cry + duk,,

k=0

wherec andd are constants. The problem in 1.3 can now be rewritten adia efati-
mization problem given as

max Du + C|
u

whereu is a vector ofu;’s by using the fact that the discrete system equations tocdm
be written as

7= ®xg+T7,
with
1 r 0 0 oo 0T
p=| ® |, r=| ar rooi |,
<I>1\}*2 N:—3 N:—4 -0
| ON3D N4 ... T

and® andI are the discrete time system matrices. Thus now the prokédenbe solved
using the methods above.

Optimization problems as presented in this section can,ong they are con-
vex problems, be modeled (and solved) using a optimizatah for Matlab called
yalmip [Lofberg, 2004].

Optimal Control

Optimization problems with dynamic constraints have be®nigd for many years and
different techniques for formulating and solving them h&aened. In this section three
of the techniques will be introduced starting with the otdesich is calculus of variation.
Thereafter dynamic programming and maximum principle balintroduced.

A classical problem of calculus of variation is the Braabistrone problem which
considers a particle sliding (frictionless) along a curxf), between to points where
the objective is to find a curve such that minimum time is otedi[Cesari, 1983]. This
problem was solved by John Bernoulliin 1696. A classicatwlals of variation problem,
such as Brachistochrone problem, is formulated as [Vi2@00]

b
min / L(t, 2(t), (1)) dt.

10



2 State of the Art and Background

A necessary condition for problems as above was found by rEide 1744
[Seierstad and Sydseeter, 2007] and is often referred toeaButer-Lagrange equation,
which states

dor_or
dt 0z~ Oz’

wherez(a) = z, andz(b) = z;, are known and fixed.

In the 1950s during the space race refinements of the calaflusriation de-
veloped for e.g. trajectory planning of rockets. The refieata were dynamic pro-
gramming (Hamilton-Jacobi(-Bellman) equation) devetbbg Bellman [Bellman, 2003]
in the United States and Pontryagin’'s maximum principle eftgved by Pontrya-
gin [Pontryagin et al., 1965] in the Soviet Union. These rodthwere able to handle
a larger variety of problems including problems of findingaptimal control input and
thus these methods, among others, are referred to as omtimizbl. Problems defined
as optimal control problems can often be reformulated a®bl@m of calculus of vari-
ation and vice versa. However, often the choice of solutiethod/problem formulation
depends on the nature of the problem, customs, and what Bness assumptions are
imposed [Clarke, 1990]. In their classical forms the maximprinciple is less restrictive
than calculus of variation and dynamic programming.

Now, a closer look at dynamical programming and in particolaximum principle,
which both have advantages and disadvantages. As an exé&otipleing problem is
considered. The objective is to control a system

i.:f(xvu)a x(()):xo, re UGUCRm,

whereFE is a open subset &” and such that the cost

T
JT(x,u):/o g(z,u)dt + G(z(T)) (1.4)

is minimized [Zabczyk, 2008]. This formulation is often eefed to as a Bolza problem
of optimal control.

Dynamic programming Assume that a real functioi (-, -), defined and continuous
on[0,T] x E, is of classC! on (0,T) x E and satisfies the equation

O~ (gl u) + (Welt, ) f(2,w), (0) € (0.7) x B,

where(+|-) denotes the scalar product and with the boundary condition
W(0,x) =G(z), z¢€E.
Then
Jr(z,u*) = W(T, z)
is the optimal cost and

u” = k(t, ) = arg inf (g(z,u) + (Wa(t, 2)| f (2, u)))

uelU

11
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is the optimal control input (see e.g. [Zabczyk, 2008] arithfson et al., 2009]). Some
properties of dynamic programming is that it gives suffitieondition and a feedback
solution (k(x)) but it is necessary to solve nonlinear @dudifferential equations and the
cost function needs to be sufficiently smooth [Jonsson. g2@09].

Maximum Principle Maximum principle, on the other hand, can be used even when
the cost function is not sufficientlysmooth and usually it is easier to find an optimal
solution than solve partial differential equations as Wéldemonstrated below but maxi-
mum principle only gives necessary condition [Jonssoh g2@09]. The formulation of

the maximum principle which will be given here is for optintantrol problems of the
Lagrange type, i.e., the cost function is given by

T
J(x,u):/o h(x,u)dt

It is possible to convert the Bolza optimal control problem(1.4) to a Lagrange type,
which is given by

T
Jr(z,u) = /0 [g(z,u) +2°]dt, i°=0, 2°(0)=—""

[Cesari, 1983]. Maximum principle for problems with fixetht interval, as the problem
above, states that if a piecewise continuous conti¢t) defined on[0, 7] solves the
problem andc*(¢) is the associated optimal path. Then there exists a consteand a
continuous and piecewise continuously differentiablemefunction A(¢) such that for
allt € [0,T]

(Ao, A) # (0,0),
H (2" (t),u" (), A(t),t) > H(2"(t),u,\(t),t) ¥V ueU,

where
H(z,u, A\ t) = Ao(g(z, u) +2°) + (X, f(z,u)).

Except at points of discontinuities of (¢)

OH (z*(t),u*(t), A(t),t)

(1) - L AT =0,
which is often referred to as the adjoint equation and furtttge Ay = 1
(see [Seierstad and Sydseeter, 2007] for further commeniseomaximum principle as

given here).

The problem of finding a simultaneous solution to the adjebutation and system
equation is referred to as the two-value boundary probletheamitial value is given for
the system equations and the final value is given for the adggjuation and is a hard
problem to solve. Furthermore, numerical tools for solvd@mgoptimal control problem
exist, e.g. DIDO or GPOPS (see [DIDO, 2009] and [GPOPS, 26@%urther details)
which both can handle the Bolza type of problems. They detiveapproximation of the
optimal open loop input and corresponding optimal stafedtary.

“Well, at least not as sufficiently as dynamic programming.

12
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1.3 Outline of the Thesis

This thesis is a collection of publications and it is dividetb two parts; an introduction

and overview of the contribution and the contributions tkelves. As the observant
reader might have noticed part one has already been beguamihtroduction and state
of the art in Chapter 1. The approach taken in this work wilidescribed in Chapter 2

where the contribution will be explained also. Part oneetosith some suggestions for
future work and conclusions on the this work in Chapter 3.

Four of the publications made during this PhD project areeadpd in part two in
chronological order and are listed below. Furthermore,ta nade concerning different
approaches for formulating the problem is appended as aitaimote.

In part two the publications enclosed in this PhD thesis are

Paper A [Kragelund et al., 2008] This is the first paper where themess objectives of
Dong Energy in relation to selection between different$wek formulated. Given
a time the optimization in this paper was performed by seagcthrough the input
space and evaluating the result of all possibilities.

Paper B [Kragelund et al., 2010] This paper is an extension of arofiag@er writing
during this PhD-thesis for European Control Conferencaffétund et al., 2009b].
The problem is in Paper B described in a more formal mannertlamdolution
technique is more mathematical funded. Real measureméamtislased in the
optimization and a discussion is made about the correctrfabe price data and
reference data. Furthermore, a proof of existence of swiub the problem with
dynamics is also included in this paper.

Paper C [Kragelund et al., 2009a] In this paper the dynamics of thel Bystems are
included in the problem formulation. The optimization isfpemed in discrete
time under some assumption of sample-hold and piecewisgamrapproximation
of the time data.

Paper D [Kragelund et al., 2009c] In this paper some of the constsaire reformulated
due to some observations made in Technical Note (see beRamiryagin’s max-
imum principle is then applied to the problem and an optimalut strategy is
developed which is a combined feedback and feedforward.

Technical Note In this note different approaches for formulation the ojtmtion prob-
lem has been examined and compared. The solutions to tleeediffapproaches
have been developed in discrete time.

13






2 | Summary of Contributions

In this chapter the problem is formulated and the relatiawben the different papers in
part two will be explained as well as the ideas behind thesthffit approaches.

2.1 Power Plan Operations

In this work, the focus has been on the fact that the ultimat@ gf a company is to
maximize profit and therefore, a monetary optimization figral, which is price, has
been put on the objectives of the company. This also has trengahe that the different
objectives (with different units) are mentally easy to asagainst each other, i.e., the
designer should try to fulfill the (those) objective(s) thimids the highest profit. In this
work the considered company has been an imagih@@NG Energy operated, power
plant capable of using three different fuel systems. Thédystems considered in this
work consist of a coal system, a gas system, and an oil sy&eaoh of the fuel systems
has certain advantages and disadvantages. Coal is an imsdxpdéuel but using coal
imposes some restrictions on how fast it is allowed to chamg@roduction as the coal is
first grinded in coal mills before the dust is burned in thenage which makes it difficult
to control the production precisely. When using gas or ailttee other hand, it is allowed
to change the production faster as the fuel flow can be medslinectly and controlled
with a simple actuator which makes it easy to control the petidn. Gas and oil are,
however, expensive fuels and thus for a given production&el of electricity they will
deliver a lower profit (a more detailed description of théedé#nt fuels and the advantages
can be found in Paper A and B - see page 39 and page 55). In thisaeoassume that
the dynamics of the different fuel systems are decoupled the concatenated dynamics
yields a block diagonal system matrix. Furthermore, the ehsttucture of each fuel
system is assumed as a third order linear system as in [Eéluadd 2009b] and the time
constants used as, 70s, and90s for gas, oil, and coal respectively. In this work
it is assumed that the boiler model is a static mapping froet fiow to the objective
measures, which are explained next.

DONG Energy has four different business objectives, whiehlgl with Controlla-
bility, Efficiency, Availability, and Life Time. In this wd« the two first objectives are
interpreted in terms of a boiler of different fuel systems,,ithe functions, which in some
manner describes efficiency and controllability is formed.

limaginary in the sense that a power plant capable of usinghtiee considered fuels does not presently
exist. We do, however, consider it a DONG Energy plant as thesiness objectives have been used.

15
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Efficiency is a measure of how efficient different aspects of the compsng.g., the
boiler, the turbine, and management. In this work this dbjeds interpreted as
how much electricity is produced given an amount of fuel, tlee conversion of
fuel flow into electricity.

Controllability is a measure of how well the production can be controlled sirifas
possible to change production. In this work this is intetgideas how much the
electricity production can be changed given a operatinglitiom.

Availability is a measure of how much of the time the company is able to tgperthout
break down. It could also be a measure of much the productiold®e increased.

Life Time is a measure of how long different components in the companybe used
before they exist to work or are used up.

Each of these objectives has been established as maxiomizdteither of them leads to
a greater profit of the company, e.g. if the life time of a powkant is prolonged or if
the produced electricity given an amount of fuel is largentthe profit will over time be
larger than if these life time was short or less electricigsvproduced.

The value of these objectives have been established usingribe data available
at Nord Pool [Nord Pool, 2009] and in collaboration with DONE&ergy by using their
heuristics. E.g the current and historic prices of eleityric available online and are
depicted in Figure 2.1 over a 30 day period (Marts 28th 2008l 26th 2009).

Electricity Price over 24 hour during 30 days
60 T T

Price, EUR/MWh

20 1 1 1 1
0 5 10 15 20 25

Time of Day, HH

Figure 2.1: The efficiency price over 24 hours from Marts 28tApril 26th 2009, where
each day is depicted by a new graph. The dashed graphsdtiesthe data for weekends
and solids are the weekdays. The data used to generate ¢hikgd been found on
www.nordpool.dk

The high level control and planning structure of a power planllustrated in Fig-
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1 Power Plan Operations

ure 2.2 where black illustrates the current configuratiosh lalne indicates the additions
proposed by this work (note that thg = y, when the current configuration is consid-
ered). A production plany,, is provided to the power plant with the next 24 hours of

Y — ™ Planning

*

Yo

* *

u u

T
|
|
|
|
:
|
Y y Y

Yeor — ™|  Operator > Plant -y

A

Figure 2.2: lllustration of the high level control and plampstructure of a power plant.
The blue color indicates the addition proposed by this warkg = y, when the blue
additions are omitted.

operation and traditionally, this production plan is det®d to the operator who controls
the plant. The operator then controls the fuel flow into trenpkuch that the electric-
ity prescribed by the production plan is generated. As tlegliptions used to gener-
ate the production plan not necessarily fit the real life deusaexactly, a correction is

need which is delivered by the electrical grid responsifileis correction signal is fed

to the operator, which adjusts the plant production acogigi(for further details see

[Edlund et al., 2009a] , [Joergensen et al., 2006], and [Edikt al., 2008]).

A prognosis of the next day's electricity consumption is abished by
Energinet.dk[Energinet.dk, 2009] which is responsibleffie electrical grid in Denmark.
The estimated electricity consumption in an area (e.g. Wesinark) is divided between
the different electricity producers in accordance with biigs on Nord Pool and thus a
production plan is generated for each producer. The praztuptan used in this work
has been delivered by DONG Energy and is depicted in Fig@el2uring the night the
production is low and then between 6:00 and 7:00 the exp@ctatliction rises and stays
high during the day as seen in the figure. In the afternoon aadirg the production
fluctuates as production companies shut down and peopi@ tedme from work.

In this work we introduce an additional planning level beftite operator in the op-
eration of the power plant (see Figure 2.2). The planningllselects an optimal actuator
configuration for the particular production plan accordimghe business objectives (this
is illustrated by the “Planning” block in Figure 2.2). Theaphing consists of select-
ing which actuator systems should be used and a referentieefee actuator systems is
delivered to the operator.
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Production Plan
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Figure 2.3: The production during June 29th, 2008. The ds¢a tio generate this plot
has been provided by DONG Energy.

2.2 Relation Between the Contributions

In the following the different papers of this work will be pented along with the relation
between them. The difference between them will be illusttdty block diagrams, show-
ing where the differences arise. The papers have been diiritketwo categories, which
are static optimization and dynamic optimization, whegdistis meant as the dynamics
of the fuel systems are not considered where as the dynamioaghes do consider these
dynamics.

2.2.1 Static Optimization Approaches

In this section the first two papers from part two will be prese in chronological order,
i.e., Paper A entitled “On Propagating Requirements andcBaly Fuels for a Benson
Boiler” and Paper B entitled “Optimal Usage of Coal, Gas, @ildn a Power Plant” are
presented.

Paper A

The primary result of Paper A (see page 39) is a manual higiaicbreakdown of the
considered power plant and the development of models of iffereht business objec-
tives of DONG Energy as function of the different fuel sysseriihe model of the plant
considered in Paper A was a black box model as illustratedbarg 2.4, where the three
inputs are the fuel flow of each of the fuel systems and theutdtpm the black box

is the sum of the company’s incomé%, for the objectives controllability, efficiency,
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ug —_— Plant

Figure 2.4: lllustration of the plant model used in Paper Ajah is a black box model
with three inputs and one output.

and availability. The price of each of the objectives andftlets was considered as con-
stants and included as part of the complete model. The ggtion of the total income
was performed by searching through the different configumaor the solution which
yields the greatest income ﬁ%‘fb—’“ given a certain production load. For each configura-
tion YALMIP [Lofberg, 2004] was used to formulate and sothe problem. This paper
should only be though of as an introduction to the problensitered in this work. The
presented mathematical formulation of the problem andisolare not completely tech-
nical sound, but should be considered as best effort atrtreedf publication. For specific
details the reader is referred to the note at the end of theraya for more rigorous math-
ematical formulation the reader is referred to the latedwmesented below.

Paper B(a)

As the model in Paper A does not reveal much information ahout the prices of the
different objective influence the plant profit a notion fromoguction economics is em-
ployed in [Kragelund et al., 2009b] (this paper will be deatbPaper B(a) in the follow-
ing). In this paper we separate the price on each objectire & measure (or output) of
these objectives. Paper B(a) has not been included in pauftihis thesis as many of the
ideas also are presented in Paper B, however there existdifferences between paper
B and Paper B(a) and they will be explained here as well (sger€i2.5). As revealed
by comparing Figure 2.5 with Figure 2.4 the model of the pfaow includes information
of the price data, where the measure of the objectives areutpeits of the plant which
is fed through a model of the value of each of the objectivestans obtaining the rev-
enue of the company. Furthermore, the:" box calculates the expenses of use the fuel
which is subtracted from the earnings and the profit is obthiiThe parameters ji; are
time varying according to the demands of market as deschpétbrd Pool. However, in
this paper piecewise affine functions are used as approxinsadf the time-varying price
data and production plan delivered to the plant, i.e., taémearket data is approximated
by nice functions in Paper B(a).

The optimization is performed using methods from statidrojzation and taking
advantage of the fact that the optimal input is a vertex ofsin@plex inR? for a given
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production set point. When a time varying production refeeewas introduced it was

U 1 > Yo g
1

Ug - Plant Yo gl pp
Ye

Up > Je g
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Y

Figure 2.5: lllustration of the plant model used in [Kragediet al., 2009b]. During the
development of this model notions from production econanhiave been used and the
price data has been separated from the objective measure.

found that the optimization procedure carried out for thediproduction set point could
be used.

It was concluded that the result of paper B(a) could be usédeoto determine which
fuels to use during the day as described in Section 2.1 botcdfine to determine if a
plant should be instrumented with additional fuels instédins and equipment.

Paper B

In Paper B (see page 55) the same line of thinking as in [Krangkét al., 2009b] is used.
However as seen in Figure 2.6 the block diagram has changidi & I the availability
objective is no longer considered. The reason for removhegatvailability is that the
results in [Kragelund et al., 2009b] reveals that this meadoes not add any additional
information to the optimization, which is due to the methbd availability is modeled.
The availability is modeled ag, = C' — }_ y., where C is a constant and y. = ¥,
which is the given production reference, i.e., the avdlilghs determined by the produc-
tion reference which is given. Furthermore, some trendeérmproduction reference and
price data are established by examining the measuremenbdat a 30 day period and
it is shown that June 29th 2008 is a typical day. Therefoeptioduction reference and
price data in Paper B is the real data for June 29th, 2008.

The same method for optimization as in [Kragelund et al. 9¥)@s used however
additional constraints on how large fuel flow each of the feydtems are capable of
delivering is imposed in the optimization, i.e., an upperitfion the produced electricity
by each system is included. Besides optimizing the profihefiiower plant there is also
given an existence result on the optimal solution in pres@fduel system dynamics.

When the result from this paper is compared to a case wheyecoal is present an
increase in the profit by2% or 8% over 24 hours of operation is obtained depending on
which constraint is imposed on the fuel flows.
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Figure 2.6: lllustration of the plant model used in Paper Bere the availability objective
has been omitted and measurement data has been used iniithiz atiin.

2.2.2 Dynamic Optimization Approaches

Both Paper C and Paper D (see page 79 and page 95) consideptienp when fuel
system dynamics is included. A block diagram of the modetaered in these papers is
depicted in Figure 2.7.

U

Uy >{_TL‘—I"—> Plant
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Y

Figure 2.7: lllustration of the model used in Paper C and PBp&/here the dynamics of
the fuel systems are considered.

As seen in the figure the input for the fuel flow enters a dynarhlock containing
dynamics which in this work is 3rd order linear time-invariaTo reuse the established
objective models the dynamics of production using the teffiéfuel system are assumed
to be completely decoupled from the boiler and other comptsneecessary for power
production. Otherwise, the rest of the model is assumed tieipapers A and B.
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Paper C

In Paper C the profit function is discretiZednd optimization is performed in discrete
time using linear programming, i.e, the method describexl us solve the problem in
(1.3) in Section 1.2.4 is used to convert an optimal controbfem into a discrete time
linear program. The production reference is implementeadside-constraint in the opti-
mization such that the electricity production is within argia of o [M W] to the refer-
ence.

Comparing the results of this work with the results from ttagis optimization ap-
proaches described previously it was concluded that thamjos of the fuel systems
does influence the profit of the company but the fuel usageduine day is comparable
and the profit from mixing fuels are larger than the case of asing coal. Furthermore,
it is concluded that a fullgas and oil system is not necessary as they are only partially
used. The final result in Paper C is an open loop control sighaih optimizes the profit
of the company.

Technical Note

As indicated above it is possible to solve the discrete timealr program, however, it
is time consuming and therefore different alternative apphes for reformulating the
problem to obtain a less computational heavy solution arsidered. These different
approaches are described in Technical Note (see page 1@®)aninclude less frequent
sampling of the tracking side constraint and inclusion eftitacking requirement in the
cost function as a penalty in the quadratic tracking errdre Tess frequent sampling of
the tracking side constraint yielded large fluctuationshim tracking error and therefore
an additional constraint on the allowed changes of the inaistimposed to remedy this.
It is, however, concluded in the Technical Note that the kegition for lowering the
solve time is to include the tracking requirement in the d¢osttion as a penalty on the
quadratic tracking error as this yields the best solve tioragared to the tracking of the
reference.

Paper D

In Paper D the approach of including the reference trackirtheé cost function is taken,
however the problem is formulated in continuous time. Byngsinaximum principle
an optimal control strategy is obtained, which does, howedepend on an unknown
switching function. To approximate this switching functithe problem is converted to
discrete time and the switching instances are obtained.déheloped strategy provides
a continuous time feedback solution which is much more rofouwgards input noise than
the discrete time solution. The developed control strategigs a30% larger profit than
what was possible by using the discrete time input straiegyythe reference tracking is
better.

2The profit function is converted into an discrete time edeivee by assuming the time varying function
can be approximated by piecewise constant functions.
3Full means in this regard a system capable of deliveringffurglll production of the plant.
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2.3 Discussion About the Developed Approaches

In this section a discussion about the different approaphesented above will be given.
Then some results on a problem similar to the one considarpdrt two will be given,
i.e., a power plant capable of using coal and oil will be dssad.

The three approaches above have different advantagessadidntages and e.g. the
first methods are less computational but it is also beliehad they are less accurate
than the latter. Furthermore, the later results does not @il when to use different
actuator systems but also how they should be used to ob&ioptiimal profit. The first
approaches are, however, relevant as they can give a hirpagsable benefit from using
multiple fuels and it is also here the idea of profit maximi@ai@nd models for the later
work is developed.

Online Production Reference Correction

In Paper D the control signal for the power plant is a combiieedforward and a state
feedback (see (7.11) page 103), where the time-varyingdesdrd (; in (7.11)) de-
pends on the production reference and the market price ddtthair derivatives. When
production reference corrections are introduced the dévies need to be calculated,
however, if the reference changes are known a certain anafuirhe in advance it is
possible to approximate the derivatives. Furthermorelaigest component af; is the
reference and it is expected that the production correstima small, therefore it might
be possible to simply ignore the derivatives of the changdise feedforward signal.

2.3.1 Coal Fired Power Plant

A power plant capable of using coal and oil is considered is $siection. This is an

relevant plant to consider as most existing coal fired powartgall under this category,

i.e., a secondary fuel system is needed in a coal fired povest pluring start of the

system. This case has been considered using the methods$*aper C, however the
other methods show similar results. The models are as tesdn these papers with the
exception that the gas system has been removed by omitigritribution in the profit

function.

Linear Optimization with Fuel System Dynamics

The discrete linear optimization method from Paper C is ism $kection applied to a plant
using coal and oil, i.e., the following linear program isv@a and a optimal input se-
quence is found.

max Vu + C,

ucU
whereu is a vector of the inputs at each sample time &handC makes up the sampled
counterpart of the profit function developed in Paper C. Tiiéntal input sequence vs.
time is depicted in Figure 2.8 along with the profit vs. timéebil system is used slightly
during periods where the production reference changedlyagé seen in the figure and
at the end of the day the final profit of the compan§(8000 dkk. When comparing this
result to a plant using only coal, the profit is actually low€he profit of a power plant
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Figure 2.8: Optimization results for a plant capable of gginal and oil. The final profit
of the company is at the end of the d238000 ddk.

capable of using only coal is depicted in Figure 2.9 and a seére figure the profit is
slightly larger at the end of the day.

Both the coal only plant and the plant capable of using oil eodl have a larger
tracking error than the plant considered in Paper C andduntbre, the profit of the plant
in paper C is larger. Thus a plant capable of using gas is mglefhd the above suggests
that current coal plants should have been instrumentedanstcondary gas fuel system
instead of an oil system.
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Figure 2.9: Optimization results for a plant using only aldoal system. The final profit
is 315000 dkk at the end of the day.
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3 | Concluding Remarks

In this chapter some concluding remarks about the work sittiesis will be given. First,
some suggestions to future work and notes on the perspgatiliebe given and last
conclusions will be drawn.

3.1 Future work and Perspectives

Some suggestions for future work will be presented in thisise. Some of the sugges-
tions arise from the different papers which have not beesymd further by this work
while others are of a more general nature.

e This work assumes that the business objectives of a companype€ propagated
to the actuators of the plant such that profit maximizatiothefjointed economic
value of the business objectives leads to a usage plan fbr afaihe actuators.
However, it would be relevant to develop methods (or a propg)dto automatic
propagate the business objective to the instrumental &f\take plant.

e In this work simple models of two of the business objectivessbeen formulated
but more detailed models might reveal additional benefitk ronre precise esti-
mates of economical gain from using additional fuels - eslganodeling of the
remaining business objectives could be relevant.

e The market models could be expanded by e.g. using predsctbmprices and
demand further into the future and in particular the modethef controllability
price could be improved. Furthermore, models of the Nord Baltling system
and settling of the price could be incorporated as well agenmental perspectives
such ag”’ 0O, emission, which has gained more focus in recent years.

o With the recent focus on environmental friendly energy picitbn the current elec-
tric market is going to change during the next couple of yaarmore of these re-
newable energy systems are incorporated into the powerGyidnsure integrity of
the electrical grid with the (rapid) varying productionrnghese renewable energy
system, itis expected that new “actuator” systems will Ineeavailable e.g. decen-
tral short-time storage of energy in form of electrical ceed [Edison Net, 2009]
and [Better Place, 2009]). An obvious extension of the mashn this work is to
incorporate these new “actuator” systems in the optinorati
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e As a consequence of the above constraints involving theériglalcgrid-capabilities
are necessary. However, including such constraints cdsatdlee interesting to-
gether with prediction of the wind, i.e., if models of theatgity production from
wind energy is included in the optimization it would be possito perform better
planning of the electricity production on thermal powena

e The above suggests optimization on multiple power plardscaordination of pro-
duction. The distribution of electricity production bewvedifferent power plant
within the same company has been studied by [Edlund et @19&Qvhere the co-
ordination between DONG Energy’s power plant in Westerfadatis considered
(automatic generation control). A scheme for a stable doatwn controller is
proposed where participation factors are used to distithé total production be-
tween the different plants.

e As noted earlier, new electricity producing devices (eegesvable energy system)
are added to the grid over time, which suggests that onlidéiad of new devices
could be considered to allow for plug and play of these device

e As there are discontinuous switches in the profit functioea giroblem de-
scribed in this thesis could be an obvious candidate for moash analysis
(see [Clarke, 1990]). Techniques from nonsmooth analysi® libeen applied to
optimal control and maximum principle [Vinter, 2000] ancttifore, it would be
quite straight forward to formulate the problem using noasth functions. Ap-
plying nonsmooth analysis and a nhonsmooth version of maxirptinciple, on
the other hand, would require more work but it is believed thes would be an
interesting subject for further investigation.

e Last suggestion for future work deals with the feedforwarBaper D, which con-
sists mainly of the production reference signal (and déviea as noted earlier) and
it might be possible to utilize this when correction in theguction reference is
provided by the electrical grid operator.

3.2 Conclusion

Three approaches for developing a control strategy for meig the profit of a power
plant have been presented. The first approach uses an blackdutel of the plant and
optimization is preformed using search of the input space given time. The second
approach utilizes a notion from production economics, Wisigggests dividing the price
data from the objective measure. This enables changes pfitteedata over time, which
can be used in the optimization. The third approach inclidedynamics of the fuel
systems in the optimization and methods from discrete aptition and optimal control
are used.

This work has shown that, using the developed models of tembéss objectives, it
is possible to enlarge the profit of a coal fired power planbwih to30% during a day if
the plant is capable of using an additional gas system.
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1 Introduction

Abstract

In this paper, the problem of optimal choice of sensors atubéars is addressed.
Given a functional encapsulating information of the desperformance and produc-
tion economy the objective is to choose a control instruet@n from a given set to
comply with its minimum. The objective of the work is twofoldeformulation of
the business objectives into mathematical terms and grayisblution to the given
optimization. Commonly, there exist overall business ciijes which dictate how
a plant should be instrumented and operated either directigdirectly. The work
shows how to propagate a global objective to local subsyst&articular focus is on
a boiler in a power plant operated by DONG Energy - a danishggreupplier. The
business objectives have been propagated to the actuatbtdeallow for selection
of an actuator configuration.

1 Introduction

The selection of sensors and actuators has usually depgmdatly on the designer’s
system knowledge, however, in recent years more focus hexs tbade on developing
tools to aid the designer during this phase as processegeoeing more complex and
difficult to assess. One such tool is the Relative Gain Amdyich is used to pair inputs
and outputs in a multiple input multiple output system toldeaecentralized single input
single output control [1, page 90].

The placement of sensors and actuators has been studigfidozmt applications and
[2] reviews methods used in the aerospace industry. Morergépurpose methods for
selecting and placing sensors and actuators have beermmdla [3] and [4], which in-
clude e.g. methods relying on controllability measuressigcstate reachability and more
sophisticated methods using robust performance meagtiealso concluded in [3] that
the choice of sensors and actuators dictates the expendesrétware, implementation,
operation, and maintenance.

A software requirement specification procedure is preseint§s] which is used on
an industrial aircraft collision avoidance system (TCASThey conclude that the model
used during specification should resemble the real worlditsvahe designer to used
his/her system knowledge.

The requirements for a process control system are specdiethé very top level.
They reflect cost, reliability, availability, survivaliii and dependability. The aim of this
work is to investigate how the selection and placement dd@erand actuators influence
such measures and eventually how the measures influencaldlcéian and placement of
sensors and actuators.

1.1 Ouitline

This paper presents the first results gained from the casly sfua power plant oper-
ated by DONG Energy. The objective is to gain an insight inteatwchallenges arise
when propagating business objectives to the selectionnsiose and actuators. First, an
introduction to the problem is given in Section 2 includingr@sentation of the plant
used to illustrate the problem. Thereafter, our approagbropagate the objectives is
presented in Section 3 along with some preliminary resultaciuator selection for the
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Business segment

System level

Boiler case study,
Process level
/ Instrumental level

Figure 4.1: Business hierarchy showing the location of thieebcase study.

presented plant. Finally a discussion is made about thétsesd the future work within
this program.

2 Problem Statement

The top level business objectives for DONG Energy deal wifitiéncy, Availability,
Controllability, and Life Time but the ultimate goal is to Riaize DONG Energy'’s profit.
In the collaboration with DONG Energy a coal fired boiler - tabtomponent of a power
plant - is used in a test process as it possesses many of grsfr propagating business
level objectives to subsystem requirements and thus icts&heof sensors and actuators.
Figure 4.1 illustrates how the boiler is placed in an overafliness hierarchy.

The model considered in this paper consists of the followimgponents:

Coal mills The coal mills grind the coal to small dust particles whichrbguickly and
efficiently. However, it is difficult to control the amount oiust the coal mills
deliver as it is not possible to measure the dust flow into tinedce.

Furnace The furnace is a module where the coal dust (or other fuelsjirised thereby
delivering heat to the boiler.

Evaporator The evaporator is fed with water, which is evaporated undgr pressure
by the heat from the burners.

Superheater The superheater (super) heats the steam from the evaporator

Economizer The economizer uses some of the remaining heat in the fluegasheat
the feed water before it enters the evaporator.

The individual parts of the model are illustrated in Figur2.However, the model does
not consider the flue gas cleaning and smoke stack. Furtherriege conversion from
steam power to electrical power is also omitted but it is asdithat when running at full
load the electrical power produced will amountt) M V.

To simplify this test process it is chosen to focus on theatois in the system and
the current model is added two additional fuels, which are giad heavy oil. Some
characteristics of the different fuels are:
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Smoke Stack

Figure 4.2: Benson boiler model.

Coal is advantageous when considering the price per Giga JouledfGtored energy,
however, it is difficult to control as the nature of the coallsnintroduces fluctua-
tions in the coal flow, which are impossible to measure. Thglies that changing
the operating point of the system should be done slowly. Heuniore, the coal
mills use some electrical energy to grind and dry the coattvinieeds to be con-
sidered.

Gas arrives at the power plant under high pressure which is lediersing a turbine
generating electrical energy. Furthermore, gas is moreresipe than coal and
energy within the gas is not converted to steam as efficientitascoal due to the
layout of the chosen boiler. However, gas is much easierntrabas it is possible
to measure the flow.

Heavy oil is, with the current market prices, the more expensive ottinee fuels but
does have other advantages; it is possible to measure tllewiinto the boiler.
However, it needs to be heated before entering the boiletlaadequires energy
placing oil between gas and coal when considering the ovmswmption.

To get a better view of the different subsystems and thegrawtion the boiler model
has been divided in a hierarchical manner depicted in FiguB€only the fuel part has
been completed to actuator level). Using this breakdowhebbiler model it is possible
to determine how to propagate requirements from boiler kevthe individual actuators
and ideally this propagation and selection would happeoraatically.

1in this paper the system knowledge of the DONG Energy cotktboes is used.
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Boiler

Fuel Feed Water Super Heater Flue Gas

Coal System QOil System Gas System

Coal mill 1 Coal mill 4 Oil burner 1 | - | Oil burner 16 Gas burner 1 | | Gas burner 16

Figure 4.3: Example of how a boiler consists of multiple siahsms which can be used
to propagate requirements from boiler level to the indiaiddubsystems.

3 Performance Specification

In this paper the idea is to propagate the business objettbe bottom of the hierarchy
manually by setting up functions relating the objectivethinput and output of the sys-
tem. If possible this task should with time be automatic deast some framework aiding
the designer in this task should be developed, howeveridrpiper a heuristic approach
has been applied using DONG Energy’s system knowledge. ineibns should map
to some monetary value of using the different fuels in refato the business objectives
and thus enable selection of an actuator configuration. Sittee parameters reflecting
the different objectives change in time, e.g. the priceseftiels and the demands of the
electrical market. However, in this paper a certain marikeéton is considered and thus
the problem becomes a static optimization problem. Fumtloeg, the functions set up is
affine (or close to) and it is therefore chosen to use a lineagramming framework to
solve the optimization problem.

Three of the business level objectives - Efficiency, Avalilgh and Controllability -
have been translated directly to the actuator level, iimple functions describing the
objectives in terms of the individual fuels have been ei&hbt. Each fuel system com-
prises multiple sensors, actuators, and control loop, kiewéhey are seen as individual
actuators in this paper.

3.1 Efficiency Objective

Bearing in mind that the focus is the fuel system a high efficyeis desirable as less
fuel will be needed yielding less expenses. Certainly, tpeases also depend on what
kind of fuel is used as the market prices for gas, oil, and acahot the same. Further-
more, the three fuels have different efficiency in convertime energy stored in the fuel
into steam/electricity, The costs of preprocessing of the three fuels is also diffieas
mention earlier.

2The different efficiencies are assumed to be caused by theenttre individual fuels burn
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3 Performance Specification

In this paper the income from production has been smmq% which was approx-
imately what DONG Energy was paid when this study was estaddl. The fuel prices
have been set a2 2%, 1045%%E. and 180;4%- for coal, gas, and oil respectively
(these prices were taken from a DONG Energy document). Eurtbre, the preprocess-
ing costs have been evaluated as constant loss or gain igyengach coal mill uses
approximatelyl MWW, however, the energy consumption is dependent on the lotigeof
mill but in this paper the total consumption of the four mslimodelled as a constant loss
of AMW . No data has been found on the energy consumption of therhessé for the
oil but it is regarded as substantially lower than the codlsraind has therefore been set
to 1MW . Finally, the gas turbine used to lower the gas pressurergesss M 1V .

The efficiency has been found from measurement data from tmepstations oper-
ated by DONG Energy and a function has been fitted to the meesunt data for each
fuel. The total expenses is calculated as total energy pemtidivided by the efficiency,
i.e., the efficiency objective has been modelled as

dkk
(1‘1:4+4MW)72M—WL

0.00018x1.4+0.44
dkk

Jo(z) = 2002k — | (w520 5MW)104 77777 4.1
() MWh 0.0003125.50+0.37 (4.1)
dkk

(z21:36+1MW)180 MWh
0.00018x21.36+0.37

wherex is a vector with 36 entries containing the load\ifi? of four coal mills, 16 gas
burners, and 16 oil burners respectively. Figure 4.4 degjcdphs of functiory, (when
the cost of coal, gas, and oil is added individually) and @&nsa coal is the only fuel
yielding any income when only considering the efficiencyealtive. That is the price
of gas and oil is too high when only considering the storedgnand discarding other
benefits these fuels have.

%10 Efficiency
T T

Income [dkk/h]
’

<~ == coal

gas

~ = = =il

-10 L L L L L L L I I I I
0 40 80 120 160 200 240 280 320 360 400 440

Load [MW]

Figure 4.4: Graph of the income from the efficiency objectifrthe three different fuels.
The horizontal axis illustrates the plant productionlifit” and the vertical axis denotes
the income per houfrt .
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3.2 Controllability Objective

A power plant is not only paid by the amount electricity prodd but also the capability
to change production as the available power always needghe turrent demand of the
electrical market. The ability to change production haerdfore, also a certain mone-
tary value or income for a power plant. An expense associateontrollability is the
fluctuations in the production, i.e., if a plant produces litie or too much power it is
penalized.

The changes possible with the plant considered is depiot&igure 4.5, i.e., when
running the plant in the intervg0 A/ W, 200M W] and[360M W, 400M W] itis possi-
ble to change the load with’ 2™ and in the interval200M W, 360M W] itis possible to
change the load with 22X and822Y for coal and gas/oil respectively. These limits are
set from the ability to control the dlfferent fuels and temgiare constraints in the boiler,
i.e., in order not to stress the metal in the boiler tempeeaguadients need to be under
a certain limit which is ensured by using these limits. Figng describing the possible

MW
min

8+

0 100 200 300 400 MW

Figure 4.5: Possible load changes given certain runnirdy(ealid: gas/oil, dashed: coal.)

change for coali. (1), and oil and gady 4, (1), are defined as

MW
——, 0<1<200
MW
he(l) = 4 225 900 < 1 < 360 (4.2)
MW
——, 360 <1 <400
MW
f, 0 <1 <200
MW
heoll) = ¢ 2225~ 200 <1< 360 (4.3)
MW
“ 360 < 1 < 400,

wherel is the load inM W
The monetary value of the ability to change load has beemrdated from an internal

DONG Energy document stating that it is possible to MOOO% each year

from this ability. The expense associated to the noise inothtput of the system is
considered to be proportional to the variance in the oututthermore, the variance is
assumed to be proportional to the load of the plant. Whergusilor gas the plant can
be controlled better than when using coal, therefore, thianee of the three fuels have

been estimated t0.015%2, O.OOZWWZ, andO.OO3WW2 for coal, gas, and oil respectively.
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3 Performance Specification

x 10 Controllability
. : .
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Figure 4.6: Graph of the income from the controllability etfjve of the three different
fuels. The horizontal axis illustrates the plant produttio A/ W and the vertical axis
denotes the income per hodk.

The conversion factor from variance to monetary value has et to the same as for the
income - at least in numerical sense. The income from cdabitity is calculated as

he (D14 0lx1.4
Je(®) = 6850gfps | hgo(l)®si20 | — 685037y | og@s20 (4.4)

° hgo(l)$21:36 T,221:36

wherez is the load inM W of four coal mills, 16 gas burners, and 16 oil burners respec-
tively ando?, o7, ando? are the variances for coal, gas, and oil respectively asetifin
above. Figure 4.6 depicts graphs of the functipnas seen gas yields the greatestincome
with regards to controllability - closely followed by oil.

3.3 Availability Objective

The last business objective considered in this example déti availability which eval-
uates extra actuation power as it can be used to overcomibledisallts in the system.
The available actuation power depends on how many actuat®sed, the maximum
possible actuation, and as mentioned the current actupteer. The maximum load
possible with the different actuatorsi82M W, 452 MW, and4830 MW for coal, gas,
and oil respectively. Furthermore, when using coal founaitirs is considered (the four
coal mills) and for gas and oil 16 actuators are modelledi(tti®idual burners), i.e., one
actuator is sufficient for respectivelg3 M W, 28.25 MW, and30M W of production for
coal, gas, and oil. Therefore, if a production of more thag\/ W, when using coal, is
needed this implies that an additional actuator must be. usetthis paper the available
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Availability
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Figure 4.7: Graph of the income from the availability objeebf the three different fuels.
The horizontal axis illustrates the plant productionlifit” and the vertical axis denotes
the income per houft.

actuation power is modelled as

MW
133< 5 - Laz1 — T14

ha(w) = 28.25 I\fg/tv - 11621 — ®5:20 , (45)
30 Jtz[("/tv 11621 — T21:36

wherel,.; is a matrix witha rows and columns all with ones, and is the load inA/ W
of coal, gas, and oil respectively. The monetary value haa peced tat00 M“’éf ;- which
yields a maximum income of approximately half of what is plolesfrom production.

The income from availability is calculated as

Ja(@) = ha(x) - 400555 (4.6)

Figure 4.7 depicts graphs of the function for availability the three different fuels when
the minimum number of actuators of are used.

3.4 Total Income

When choosing a fuel it is necessary to evaluate all of theatles and as each of them
returns a monetary value they can be added. The selectiohiohviuel to use can then
be based on which fuel yields the greatest overall income.tdtal income is

Ji(x) = Jo(x) + Jo(x) + Jo(x), 2 € R3S, 4.7)

whereJ.(x), J.(x), andJ,(x) are defined in (4.1), (4.4), and (4.6) respectively. Fig-
ure 4.8 shows the graph of the total income functiésiz), when considering the three
different fuels individually and when the minimum numberaaftuators are used. The
function J;(x) for the production of the individual actuators MW gives income per

dkk
hour, =,
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x 10" Total Income
T

Income [dkk/h]

—gas

= = =oil

g ———————

N
A
(SN

-~

-8 L L L L L L L I I I I
0 40 80 120 160 200 240 280 320 360 400 440

Load [MW]

Figure 4.8: Graph of the total income of the three differeet$ when combining the three
objectives. The horizontal axis illustrates the plant pcitbn in MW and the vertical
axis denotes the income per ho@,fg#.

As seen in the figure coal yields the greatest income in low &&d high load, how-
ever, there are loads where gas yields the greatest incartb@sit is preferable. This is,
however, evaluated by assuming that the minimum numbertotars is used e.g. when
using coal if the total load is belod33M W only one actuator is used. This assumption
is used to simplify the calculations of the total income.

3.5 Mixing Fuels

It is possible to investigate the monetary benefit of mixingl$ when considering the
contribution in load from the three fuels (36 actuators) éisear combination yielding

the desired total load. The optimal cost of using a mixtur¢hef36 actuators can be
calculated as

In(l) = max YJi(a x x) (4.8)
s.t. <a,r>=]

wherex denotes the schur-product or element by element product,

36
A:{QGR36|Zai:]—7ai>O}v (49)

i=1

x is the load inM W of coal, gas, and oil respectively, denotes the mixing ratio of 4
coal burners, 16 oil burners and 16 gas burneissthe desired total production load and
Ji(x) is defined in (4.7). By solving this optimization problemstpossible to choose
which of actuators that should be used. If a actuator is ruded in the optimal mix
then it can be discarded.
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x 10" Total Income
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Figure 4.9: Graph of the total income possible when mixirgod coal. The horizontal
axis illustrates the plant production M 17 and the vertical axis denotes the income per

dkk
hour, 5.

The optimization problem is formulated in the linear pragnaing framework such
that YALMIP® can be used to solve the problem. The affine functions have inee
plemented by introducing auxiliary variables and equalitpstraints. Furthermore, an
upper bound has been imposed on the income for extra avadablation power, i.e.J,
is bounded. The motivation is that given a certain markagsion only a limited amount
of extra actuation has a value.

A graph ofJ,, (1) is depicted in Figure 4.9 along with the total income of thdivid-
ual fuels. As seen in the figure it is possible to obtain a high@ome when mixing the
fuel types in an optimal manner. This is believed to be dubéceitra controllability and
availability obtain in the mixed fuel. The limit in availdiy was set tol50M W.

The actuator configuration and loads of the individual acgaproposed by the al-
gorithms atloO0 M W, 200M W, and400M W is given in below.

100MW: At 100M W load production 5 actuators are used. 1 coal mill @MW, 2
gas burners aiM W, and 2 oil burners @iMW.

200MW: At 200M W load production 10 actuators are used. 0 coal mills, 8 gasesir
at25M W, and 2 oil burners aiM .

400MW: At 400 MW load production 11 actuators are used. 2 coal mills3atv/ W, 8
gas burnersat- 28 MW, 23MW, and3 - 0M W, and 2 oil burners &aM .

As seen the configuration changes as the load of the poweriplelmanged. Thus to
find the actuators needed to run the power plant such thatéa¢egt income is generated
the configuration at all the desired loads must be evaluatddta minimum configu-
ration can then be found. However, it would also be possiblevaluate if anything is

SYALMIP is a toolbox for Matlab which can be used defining antlsm optimization problems
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4 Discussion and Future Work

gained by e.g. adding 4 gas burners to a coal fired plant. snetkkdmple the optimal
configuration is to equip the plant with 2 coal mills, 8 gasr®rs, and 2 oil burners.

4 Discussion and Future Work

This paper has presented a manually hierarchical breakeédwrboiler model, which
is used to determine how business level objectives can heapeted to the individual
subsystems. A business model of the top level objectives baen established using
simple functions of the input and output of the system. Giaarertain production load
the functions return an income #ﬁ— which can be used to select which fuel to use
under different operation conditions. Using the businesdeha maximization problem
has been posed which yields the greatest possible income mhéng three different
fuels. The maximization problem has been solved using thieM#® toolbox to find the
optimal actuator configuration at different productiondea

Future work include developing formal methods which can $edufor propagating
the business objectives and determining how differentdfetsnsors and actuators should
be evaluated such that an optimal selection can be performed
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5 Erratum

e The unitsﬁ’;{,’“h on page 43 is wrong and should be dropped completely (in fact a

units should be dropped).

e Equation (4.1) should read as follows

(£L'1;4 +4- 14301)72 X (000018(1514 +0.44 - 14301)
Jo(x) = 2000 — | (2590 — 5 - L16e1)104 x (0.000315.20 + 0.37 - 11601)
(£L'21:36 + 116351)180 X (0.000181’21;36 +0.37- 116301)

whereJ . € R35 is a vector of the efficiency objective of the individual aatiors,
x is element-wise multiplication (schur produdh), ; is a vector with elements
through; of h, z € R3%, and1,,; is a matrix withi rows and; columns and all
elements are ones.

e Equation (4.4) should read as follows

he (D14 Olx1
Jo(z) = 6850 | hgo(l)T520 | — 6850 aéxmo
hgo(l)x21:36 05T21:36

whereJ . € R3S is a vector of the controllability objective of the individiactua-
tors,

36
l= Z i,
=1
andh, hy, andoy, k = {c, g, o} are as given in the paper
e Equation (4.5) should read as follows

133 - 1451 — @14
ha(w) = 28.25 - 1163:1 — T5:20 ’
30 - 11621 — T21:36

and as a consequence (4.6) should be
Ja() = h() - 400,
whereJ,, € R3S is a vector of the availability objective of the individuaitaators.
e The total income in (4.7) should then yield
Ji(x) = Jo(x) + Je(x) + Jo(x), € R,

whereJ; € R3S is a vector of the total income of the individual actuators.
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5 Erratum

e As a consequence the mixing of fuels should be change,4.8),&nd (4.9) should
be changed to

36
I (1) = Ianeai{ z; Ji (e X @)
1=
s.t. <o, Ty, >=1

wherex denotes the schur-product or element by element progyct R36 is a
vector of the maximum of each actuator, and

36
A:{aeR36|Zai:1,a¢20},

i=1

with «; denoting the mixing ratio of each actuator, i®;z,,, gives the production
from actuator.
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1 Introduction

Abstract

This paper addresses the problem of an optimal actuatati&elevhen economic
value is considered. The objective is to minimize the ecdnahtost of operating a
given plant. The problem has been formulated using mathiemations from eco-
nomics. Functionals describing the business objectivepefating a power plant has
been established. The selection of actuator configuratisrbken limited to the fuel
system which in the considered plant consists of threerdifitefuels - coal, gas, and
oil. The changes over 24 hours of operation is establishddatrategy for using a
plant utilizing the three fuels is developed which will yded greater profit than a coal
fired plant.

1 Introduction

The requirements for a complex process control system aralygderived from a top
level (business) requirement to the entire system whiclo ismé&ximize the income or
profit of the company. However, the requirements speciboatbr the process control
system rarely includes profit maximization directly andéasl the designer works with
requirements to settling time, rise time, bandwidth, distunce rejection etc., as these are
easy to evaluate through simulation and well defined witpeesto transfer functions
and the pole placement of the closed loop system. All of thesasures assume that a set
of actuators and sensors is given. However, the choice ot and sensors influences
the cost and performance of the system greatly - this willdiressed in this paper.

The selection of sensors and actuators has, to a great estpended on the de-
signer’s system knowledge and experience, however, imtgears more focus has been
payed to developing tools to aid the designer during thiselas processes are becoming
more complex and difficult to assess. One such tool is thetiRel&ain Array (RGA),
which can be used to pair inputs and outputs in a multipletinpuitiple output system
to enable a decentralized control (single input single siutpntrol) [1, page 90]. Further
advances using RGA have been examined in [2] where it is géped to multiple output
multiple input control structures.

The placement of sensors and actuators has been studiedféoernt specific ap-
plications especially flexible structures in the aerosgadestry for which the methods
are usually based on search algorithms, however these deetlre difficult to general-
ize to other applications [3] as they consider the physi@tgment of actuator along a
vibrating beam.

More general purpose methods for selecting and placingpseland actuators have
been evaluated in [4] and [5], which include e.g. methodgmglon controllability mea-
sures such as state reachability and more sophisticatéwdeetising robust performance
measures. Itis also concluded in [4] that the choice of serend actuators dictates the
expenses for hardware, implementation, operation, andtarence.

The methods mentioned above do not directly consider théprofit associated with
the selection of actuators and sensors. The economicabteshsors and actuators has,
on the other hand, been considered in the selection metlesgmpied in [6], where the
precision of a sensor or an actuator is assumed to be propaltio its cost. By intro-
ducing a bound on the economical cost of the instrumentdtisrpossible to formulate
the design problem as a convex optimization. This helps ésigder to select the right
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instrumentation. However, this method only considers thglémentation cost and not
the operational cost which in many cases is the main concemihimization [7].

As the requirements for a process control system usuallylarged from business
objectives it would be natural to include these businessativies when configuring the
sensor/actuator layout of a plant. An attempt of this has\hesented in [8] where
functionals describing the business objectives are maxithiln [8] heuristics was used
to solve the problem and the functionals encapsulated th&thtetonomical value and
business objective measures.

The work in [9] was extended to utilize notions from prodanteconomics. When
viewing a market from the production perspective one ugwdfines a number of com-
panies and the goods they are capable of producing. The firengi@wed as a black
box able to transform inputs to outputs [10]. In [9] this apgeh was used by formulat-
ing functionals which describe DONG Energyisbjectives for a power plant, which is
a complex process control system, as outputs and the ambfugl aised as input. The
price of producing the output and price of using the fuelfinpas described by approxi-
mating data from a power trading market.

This paper will use two of the three business functionalsnff®] which the third
objective, availability, is discarded as it does not depamthe actuator selection. The re-
sults are in this paper, furthermore, extended to real pmcedemand data and a scenario
with only partial production capabilities in the coal andsggstem will be considered,
which is interesting as most coal plants are started usia@gail. This paper shows that
a power plant capable of using coal as well as gas and oil wiliie to generate a larger
profit during normal operating conditions than a purely dwal plant - in particular June
29th, 2008 is considered, however, the result would be airfolr any given day. During
this day a profitincrease a2% is possible.

The work in this paper should be seen in relation to the Plagrday Process Control
(P3C) project [11]. The P3C project is investigating how &velop control algorithms
and infrastructure to make plug-and-play, as known fronpérsonal computer industry,
possible in process control system. However, when shoulhregdware be plugged
in and what are the benefits? These kinds of questions arstigated in this paper
using a power plant as an example, i.e., two questions aresskt; when should “new”
hardware (fuel systems) be used and what is the benefit (edoalprofit).

1.1 Outline

The plant considered in this work is presented in Sectiordzlaen the problem is formu-
lated. Two of DONG Energy’s business objectives - Efficieang Controllability - are
described in Section 3 as static models for three differetizior systems; coal, gas, and
oil. In Section 4 the problem of profit maximization is solueging the static models and
the results are presented. The static models are expan@etiion 5 to include the dy-
namic nature of electricity prices and production refegetharing 24 hours. The dynamic
formulation is solved in Section 6 and it is shown that a poplant with multiple fuels
can provide a greater profit than a traditional coal fired pgul@n. Finally a discussion
about the results is brought in Section 9.

1IDONG Energy is a Danish energy supplier
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2 Problem Formulation

2 Problem Formulation

The problem in this work has been formulated in collaboratisth DONG Energy -
a Danish power company. The goal of any company is to maxiftézprofit and for
DONG Energy the profit maximization has been divided intorfidividual business
objectives which can be described by Efficiency, Contrdliigb Availability, and Life
Time (to simplify the model only the first two objectives amnsidered in this work)
which will be defined in Section 3. The problem formulatedaséd on a model of a coal
fired boiler - a vital component of a power plant - which is awgited with two additional
fuels system; gas and oil.

2.1 Plant Description

The power plant considered in this paper consists of thevdtlg components:

Fuel system The fuel system prepares the different fuels for burning, #he coal mills
grind the coal to small dust particles which burn quickly affitiently.

Burners The burners deliver the fuel to specific places in the boilehsthat the heat
transfer is maximized.

Boiler The boiler is a module where the fuels are burned therebyiseativered to the
evaporator.

Evaporator The evaporator is fed with water, which is evaporated undgr pressure
by the heat from the burners.

Superheater The superheater (super) heats the steam from the evaporator

Economizer The economizer uses some of the remaining heat in the fluegasheat
the feed water before it enters the evaporator.

The individual parts of the model are illustrated in Figure.5

The power plant has the possibility to use three differestsuvhich have certain
advantages and disadvantages e.g. gas is easy to contesl bypensive fuel. Some of
the characteristics of the different fuels are:

Coal is advantageous when considering the price per stored grergever, it is diffi-
cult to control as unmeasurable fluctuations in the coal flmitroduces by the
coal mill when the coal is ground to coal dust. This impliesttthanging the op-
erating point of the system should be done slowly. Furtheegtbe coal mills use
some electrical energy to grind and dry the coal which neete tconsidered.

Gas is more expensive than coal and energy is not converted amsés efficient with
gas as with coal due to the layout of the chosen boiler. Howeas arrives at
the power plant under high pressure which is lowered usinglzrte generating
electrical energy. Furthermore, gas is much easier to gbag it is possible to
measure the flow.
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Figure 5.1: Power plant model including the different masulfrom fuel processing to
steam delivery.

Oil is, with the current market prices, the most expensive oftthee fuels and has to be
heated before entering the boiler. This process demandgyeitself. Nevertheless,
oil is considered in this work as it is possible to measurenthi#gow into the boiler
making it easy to control. Furthermore, oil is present in tedgsting coal fired
plants as oil is used in the period of starting the plant.

2.2 Problem

The focus of this work is to derive a mixture of the three fudlsscribed above, which
will yield the greatest profit under consideration of the tusiness objectives; Efficiency
and Controllability. The idea is to develop simple modeldha& business objectives to
evaluate if there is an economical gain of mixing fuels. I§iadvantageous to mix fuels
a strategy for using the fuels will be developed. The idedis work is not to develop
controller for the plant as it is assumed this is done or wélldone by other known
methods.

3 Static Plant Model

In the sequel, models of the efficiency and controllabilibjextives will be derived for
the input of coal, gas, and oil. Furthermore, the input angghwuspaces are described.
The input space is a polytope (more precisely a simplex) inci@ean space. Its coor-
dinates are flows of coal, gas, and oil. The power plant pribalués characterized by a
map taking the fuel flow into a pair of production objectivesficiency - actual power
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3 Static Plant Model

production in[A/ W] and controllability - ability to adjust the production testantaneous
needs of the market. The production objectives have agsdqiice which is related to
markets demands. The profit can now be calculated as theue¥sym efficiency and
controllability minus the expenses of using fuel. The &etapplies static optimization to
devise a fuel utilization plan for coal, gas and oil such thatprofit is maximal and the
demand for production is satisfied.

LetR3 denote the positive quadrantiR?, i.e.,R3 = {v € R3|v > 0} where the
inequality is to be understood coordinate wise (this notetvill be used throughout this
work).

The input space is now given by

X ={veR3|0< (vu) <c}, (5.1)

where(-|-) is the Euclidean inner product, and the vecior= (uy,us, u3) € R3 with
u > 0 and scalar: € R are to be determined later. Note ti#atis the 3-simplex (iriR{i)
with vertices0, (¢/u1,0,0), (0, ¢/us,0), and(0, 0, ¢/us). Each input

© = (e, 29,70) € X, ([kg/s],[kg/s], [kg/s]),

to the system describes the flow of coal, gas, and oil resgdgtmeasured in kilogram
per secondkg/s] (brackets|-], will be used for denoting units throughout this work). In
the sequel we lef = {c, g, 0} where the elements of the index etefers to the three
different fuels. Occasionally the identification g, 0) = (1, 2, 3) will be used.

The output spacF = Y; x Y5 is a subset oR? where each outptit

Y= (yevyc) €Y, ([MW]’[MW/S])’

of the system describes one of the two objectives; efficiemzycontrollability, respec-
tively, i.e., y. is a measure of the efficiency apd is a measure of the controllability.
Both of these quantities contain contributions from coak,@nd oil as will be explained
next, where simple functions describing these two busiobgtives at steady state are
derived.

3.1 Efficiency

The efficiency objectivey., expresses how much electricity is produced from a certain
amount of fuel. Three affine functions describing the ctitiion of the individual fuels

to the efficiency objective have been established using uneasent data from two Danish
power plants. These function are given by

yec(xc) = €cke t+ ei;a
Yeg(Tg) = €gg + e;,
yeo(wo) = €0%o t+ 6;,

where
(ec, €q,€0) = (10.77,18.87,15.77),

2MW is an abbreviation for Mega Watt.

59



Paper B

are measures of how much energy is stored in the individeds {ir® [M .J/kg]) and

(e, ey, e,) = (—1.76,1.85, —0.37),
are the own-consumptions of the different fuels|[(i1¥]) as explained in Section 2.1.
The values above have been established using measurentemirdeided by DONG
Energy.

The total amount of efficiency (at steady state) is descridyetthe function

X =Y o ye(x Zy” z;) = (z|u) + ¢, (5.2)
€T

wherec’ = )" e, andu = (e, e4, €,) Which also should be used in (5.1). The constant
in (5.1) can now be determined ly= 400 — ¢/, where 400 refers to the maximum effi-
ciency (in[MW]) produced by the plant ardis an expression of the own-consumption
of the complete plant which is lost in the electricity protlon. Finally Y; can be deter-
mined byY; = (0, 400].

3.2 Controllability

The controllability objectivey., gives a measure of how fast the production of electricity
can be changed. Allowed change in the production is limibeaidertain gradient depend-
ing on the current efficiency.. The reason for this limit is a compliance to maximum
temperature gradients in the boiler (the temperature grasihave not been explicit mod-
elled and are therefore indirectly considered this way) ewWiunning the plant in ranges

0 [MW] to 200 [MW] and360 [M W] to 400 [M W] it is allowed to change production
by 0.133 [M'W/s] independent of fuel. However, in the ran2@) [M W] to 360 [M W]

the allowed changes are dependent of which fuel is used.alfisased it is allowed to
change production b§.267 [MW/s] and when using oil and gas the allowed change is
0.534 [MWW/s]. The changes allowed is modelled as piece-wise constantidmsc

hi: Y1 =R ([MW]— [MW/s]), i € {1,2,3},

given by

_ i=1,2 (5.3)
0.267-i 11 € [200,360]

hs = hs. (5.4)

0.133 € (0,200) U (360, 400
n@g:{ y1 € (0,200) U ( ]

If a mixture of the three fuels are used it is assumed that loeved change is a
certain convex combination of the allowed change of thesiddil fuels. More precisely,
the total amount of controllability is expressed by the tiort

X = Yai ye(®) = D yeil®) (5.5)
1€EL

3MJ is an abbreviation for Mega Joule.
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where

eol) = Y=g ) (),

Ye(T)
N _ Yeg(@g) "
veole) = ELE oy (),
_ Yeo(wo) T
Yeo(T) = ve (@) h3(ye(z)).

The values in this model have been established in collalooraith DONG Energy.

3.3 Prices

At steady state the cost of using inpeitrevenue from production of outpyt and the
profit of operating the power plant can now be determined.allove constructions yield
a product (or output) functiorny , of the system given by

Yp: X =Y 2 (ye(x), ye(x))-

For the system, the growth of cost and growth of revenue diaeteby the following
functiond

go: X = Ry x = (z|pc) [DKK/s],
gr:Y = R; y = (ylpg) [DKK/s],

with price vectors

Pc = (pCpr%pCB) = (12073747600)7

Pr = (pRlapRQ) - (0165 247)7
fixed and in unit§ DK K /kg] for pcs, [DKK/MW s] for pry, and[DK K/MW] for
pre. The prices correspond to the maximum market prices Jurtg 2908 (see Sec-

tion 5).
The growth of profit is defined by the function

X xY =R (z,9) — gr(y) — gc(z),
which for the system yields
gr: X = Ry &= gr(yp()) — go(z).

Hence the profit is given by

¢
P:Ry — R t»—>/ gp(x)dr.
0

4DKK is an abbreviation for the Danish currency.
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4 Static Optimization

In the following we wish to find the optimal static fuel confrgtion,z*, such that the
growth of profit, and thus the profit, is maximized. For a giedficiencyy, € Y; we
consider the maximum growth of profit

max gp(x), (5.6)

zcy, (yr)
where we note thag; ! (y,) is the 2-simplex (inX c R%) with vertices
= ((yT )/u17050)7

(0, (yr — &) /u2,0), (5.7)
= (0,0, (yr — ) /us).

Sincegp restricted to the sefx € X|z € y_ (1)} is affine, the optimal configuration
is given by

o
vy =
v3 = (0
v; = (0

x* =arg max gp(x) € {vj}, (5.8)
TEYe (Ur)
for eachy,., i.e.,

max gp(x) € {gp(vi)},
x€ye  (yr)

and that we may describe the maximum growth of profit and thienabconfiguration as
functions of the efficiency by

Y1 - R; y. — max gp(x), (5.9)
zcy: ' (yr)
Y1 — X5 yp > arg  max gp(x). (5.10)
TEYe (Ur)

Figure 5.2-top depicts the graph of (5.9), i.e., the maxingrowth of profit versus the
efficiency. The bottom figure depicts the graph of (5.10), tlee optimal configuration
versus the efficiency where the values onaffeaxis should be read with the identification
(1,2,3) = (v, v3,v%). As seen in the figure the optimal configuration is changeehfro
using only coal to using only gas when the efficiency is in thege[200, 360]. The
gradient of the growth of profit is negative when using gascilig caused by the higher
gas price. However, the growth of profit caused by the colafdity, ., still makes gas
advantageous.

The results above suggests that gas should be used whene\edfitiency is in the
range([200, 360] and coal otherwise. However, things are not as obvious aseins
because the prices of the objectiyg; change during the day. These changes of the
prices will be considered in the following section.

5 Dynamic Plant Model

The electricity production of a power plant is not constauning the year or even during
24 hours. However, prediction of the demand of power 24 himtesthe future makes it
possible to plan production ahead of time. During this piagrior the entire electrical
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Optimal Profit Growth
T

Profit Growth, DKK/s

I I I I I I I
50 100 150 200 250 300 350 400
Power Production, MW

Actuator Configuration
~

05 I I I I I I I
0 50 100 150 200 250 300 350 400
Power Production, MW

Figure 5.2: Top: Optimal profit growth. Bottom: Fuel configtion 2" axis should be
read with the identificatio(l, 2, 3) = (v, v}, v3})).

grid (consisting of multiple power plants throughout Demk)@ production plan is fitted

to the capabilities of the individual plants, i.e. a prodieplan . reference) is delivered

to each power plant. The prices of efficiency and contrdilgbare also established
during this planning. In the following these changes willdescribed and models of the
effects will be derived.

5.1 Production Plan

The total power production in West Denmark over 24 hoursrdu80 days is depicted
in Figure 5.3. The data used to generate this plot has beamnedtfrom Nord Podl
and the graphs for the individual days have been normaligélddomaximum production
during that day. In West Denmark there are multiple powentsland the total power
production is obviously a sum of the production of theseviitlial plants. It is expected
that the production plan for the individual plants follovagttrends in Figure 5.3. Hence,
the production is low at night and in the morning around 612€r¢ is a large increase
in production and finally, in the afternoon the productiorcfuates a bit. In this work
we will consider a particular day, where the relevant dattbeen provided by DONG
Energy and Nord Pool. However, the methods presented caseokfor any given day of
the year. The production plan for the day considered in tloikuws depicted in Figure 5.4.
The graph depicts the production from midnight June 29tB82ehd 24 hour ahead. As
seen in the figure the production is rather low during the nigh at 6:00-7:00 in the
morning there is a steep gradient caused by the increas@guoyption when people and
companies start to use electricity. During the afternoath evening some fluctuations
are seen. The production plan is modelled as an approximatithe graph depicted in
Figure 5.4 and is denoted

s yo(t). (5.11)

5Nord Pool is a marketplace for trading power contracts (Wvandpool.dk).
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I I I I
0 5 10 15 20 25
Time of Day, HH

Figure 5.3: Total power production over 24 hours during 3@sdaThe data used to
generate this plot has been found on www.nordpool.dk.

Electricity Production
400 T T

h A

Production, MW

50 I I I I
0 5 10 15 20 25
Time of day, HH

Figure 5.4: A production plan over 24 hours June 29th, 200t data used to generate
this plot has been provided by DONG Energy.

5.2 Efficiency Price

The price of electricitypr1, changes during the day as the demand changes, i.e., during
the middle of the day when the demand is greatest the pridsdagher than during the
early morning. The trading prices for electricity over 24ihoduring 30 days is depicted

in Figure 5.5 where the average is depicted as well.

The electricity price from the day considered in this workn@ 29th, 2008) is depicted

in Figure 5.6 where the data has been found at the archive rat Raol. The price is
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Electricity Price during 30 days
T

N

Price, DKK/MWs

Time of Day, HH

Figure 5.5: The efficiency price over 24 hours during 30 days average price (thick
dashed). The data used to generate this plot has been fowmshemordpool.dk

Price of Electricity

Price, DKK/MWs

0.02 I I I I

10 15 20 25
Time of day, HH

Figure 5.6: The efficiency price during the 29th of June 200& data used to generate
this plot has been found on www.nordpool.dk

modelled as an approximation of this graph and is denoted

t = pri(t). (5.12)

5.3 Controllability Price

Large gradients in the production plan, as seen in Figureafmdnd 6:00-7:00, yield a
high price on controllability as it is likely that some plardre not capable of generating
the gradients needed.

According to DONG Energy, the controllability price would,general, be related to the
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Price of Controllability
250 T T

150

Price, DKK/MW
.
o
3

50

_50 1 1 1 I
0 5 10 15 20 25
Time of day, HH

Figure 5.7: Modelled controllability price during June B92008. The data in this plot
has been established in collaboration with DONG Energy.

derivative of the production plan. Hence, the price is higihg&ring the periods in the
morning and afternoon/evening where there exists steapegns as seen in Figure 5.4.
The approximation of the controllability price is defined as

¢ pralt) = | 0] 519)

where3 = 1000 is a factor which has been determined in collaboration wiNG
Energy. We remark that established model is simplifying @ glicated price model but
is considered sufficient for this work. The modelled cor#allity price, pr2, is depicted
in Figure 5.7.

5.4 Fuel Price

Obviously the fuel prices change over time, however, thésages are slow compared
to the changes described in the previous sections. The pareis a matter of weeks and
is therefore, compared to the above, roughly constant svéfibre the fuel prices given
in Section 3 are used.

5.5 Discussion of Prices

The average price for efficiency@sl1 [D K K /MW s] and the average price for control-
lability is 17.2 [DK K /MW which might seem as a large difference or an unrealistic
high price on controllability. However, the values of thé@&ncy measure and control-
lability measure are also different as the efficiency outpun the rangg0, 400] and
controllability output is in the rang®.133,0.534]. At a load of300 [M W] the instanta-
neous incom@from efficiency is32 [D K K /s] and from controllability the instantaneous

SHere the term instantaneous income is used instead of grafwilofit as only the revenue of efficiency
and controllability is considered.
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income is betweend.6 and9.2 [DK K /s] (using the average prices). At 6:30 the instan-
taneous incomes a9 [DK K /s| and11 [DK K/ s| for efficiency and controllability,
respectively. On average, that is, the determining factordvenue is the efficiency mea-
sure but at certain periods during the day the controlighiieasure becomes significant.

6 Fuel Selection in Dynamic Case

In the following the static optimization problem given incien 4 is expanded to in-
clude the time dependence described in Section 5. The griwifofit and the profit is
maximized during 24 hours of operation.

Since the prices on the outputs are time dependent the grofamtévenue for the
system will now be defined by

gr: Y xRy = R; (y,t) =~ (ylpg(t),

wherepr(t) = (pr1(t), pra(t)) with the coordinate functions as defined in (5.12) and
(5.13).
Hence, the growth of profit will be time dependent and given by

X xY x RJr — R; (wayvt) = gR(yat) - gC(w)v
which for the system yields
gr: X xRy = R; (2,1) = gr(yp(x),1) — go(z). (5.14)

The objective is now to let the efficiency, follow some predefined time dependent
reference signal (see Section 5.1), ive.= y.(t).
For givent* we consider the maximum growth of profit

max  gp(x,t*).
zeys ! (yr(t7))

Hence, as in Section 4 we obtain

x*(t*) = arg max gp(x,t*) € {vi(t")},
@ey: (yr(t*))

and for each*

max  gp(x,t") € {gp(vi(t7),t7)},
zE€Ye  (yr(t*))

where thev}s are as in (5.7) witly, replaced by, (¢*). The optimal fuel configuration
is now described by the curve

Ry — {vi}; t— x*(t), (5.15)
so the maximum growth of profit and maximum profit as functiohme are given by
Gp :RJr — R; tng(w*(t),t), (516)

t
P:Ry - R; t— / Gp(r)dr. (5.17)
0
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In the following results the real data sets have been used.foy, pri1(t), andpgra(t).
Figure 5.8 top shows the graph@b, i.e., the maximum growth of profit versus time and
the bottom figure depicts the graph of (5.15), i.e., the oalifuel configuration versus
time, where the identificatiofl, 2, 3) = (v}, v}, v3) is used.

Optimal Profit Growth
T T

100

Profit Growth, DKK/s

N
&

Actuator Configuration
~

05 i i i i
0 5 10 15 20 25
Time of Day, HH

Figure 5.8: Top: Growth of profit. Bottom: Optimal fuel coniigtion. Both plotted over
24 hours of operation June 29th, 2008.

The growth of profit is, as seen in the figure, negative duriregdarly morning hours
where the price of efficiency is low (see Figure 5.6). Funtihare, some spikes are present
around 6:00-7:00 and between 20:00-24:00 which are causetitting fuel from coal
to gas and vice versa. As depicted in the figure, coal is usedgimost of the day. The
use of coal at night is partially expected from the statidrofation as the efficiency
reference is low, however, due to a low price on controligbduring the middle of the
day coal is used instead for gas as expected from the stdtiination. In the evening
gas is used to cope with the changes in the demand of eleotsierp

In Figure 5.9 the graph aP, defined in (5.17), is depicted, i.e., the maximum profit
versus time. The profit is low during the morning and actuafigative most of the day
until around 19:00, however, during the evening when theieficy price is high the
profit grows.

In Figure 5.10 the profit is compared to a plant using only cB&nts using only gas
or oil will at the end of the day have a deficit of respectively and5.5 million DKK
and these are, therefore, not depicted. As seen in the figenerofit from the two plants
are equal until around 7:00 where gas is used in the mixedofaat. The difference in
profit is during the day enlarged and at the end of the day thelyausing a mixed fuel
is around40000D K K or 12% more compared to the plant using only coal.

7 Change of Parameters

In this section a discussion is made about how the resultsyewahen two of the param-
eters in the model of the plant are changed. The parametestdeved are the controlla-
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X 10° Optimal Profit
T T

Profit, DKK

-2 I I 1 I
0 5 10 15 20 25
Time of day, HH

Figure 5.9: Optimal profit over 24 hours June 29th, 2008.

B x 10° Comparison of Optimal Profit to Coal
T T

Profit, DKK

Mixture

~ = = =Coal
T

0 5 10 15 20 25
Time of day, HH

Figure 5.10: Profit for a plant using a mixture of fuels is carga to a plant using only
coal over 24 hours of operation June 29th, 2008.

bility price and the production capabilities of oil and gas.

7.1 Controllability Price

This section discuss how the results are influenced by chgrin the controllability
price (see (5.13)). If the fuel configuration in Figure 5.8dsnpared to the controllability
price in Figure 5.7 it can be observed that gas is chosen wieecantrollability price is
abovel00[DK K /MW | and thus changing will influence how often and how long time
gasis used. IB is enlarged it is expected that gas will be used more oftentfaumlit will
be more valuable to be able to use both gas and coal. The dptituator configuration
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is depicted in Figure 5.11 where = 10000 andS = 100 are used. As seen gas is not
selected whe? = 100 is used but as expected gas is selected more during the day whe
B8 = 10000.

Configuration with p = 10000
T T

Loounn

I I
15 20 25

Actuator Configuration
~
T

05 L
[ 5

Time of Day, HH

Configuration with B = 100
T T

Actuator Configuration
~
T
I

05 I I I I
0 5 10 15 20 25

Time of Day, HH

Figure 5.11: Optimal actuator configuration wjth= 10000 and = 100 over 24 hours
of operation during the June 29th, 2008.

7.2 Partial Production Capabilities

The three different fuel systems considered in this workcaraprised of multiple actua-
tors, e.g. the coal system consists of four coal mills andyieeand oil system consists of
16 burners each. Furthermore, it can be argued that thréensysapable of delivering
fuel to full production might not be feasible as the cost gbiementing this is large when
2/3 of the actuation power is not in use. Therefore, in this sedti will be investigated
how the result changes when the gas and oil systems onlystafigl burners each, i.e.,
25% of what is considered in Section 6. This configuratiomteriesting because the
burners are usually implemented in sets of four and at le@stet is present in existing
coal fired plants as it is necessary in order to start up tha&.pla

The solution to this problem follows the procedure from thevjpus sections where
y- (y,) in (5.7) changes from a simplex to a polytope of dimensionjZdeing on the
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Figure 5.12: lllustration of the input space where the optinonfiguration is located on
one of the vertices.

value ofy,.. More precisely the vertices gf ! (y,.) becomes
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The vertices and thus the potential optimal configuratioedlastrated in Figure 5.12;
it arises as the intersection between the efficiency pladdlaconstraint set.

The results from the static optimization are depicted inuFég5.13 where the top
graph is the growth of profit as a function of the efficiency.eTdottom graph depicts
the fuel configuration with the identificatiof, 2, 3,4, 5,6) = (v}, v3, v}, v}, vi, v),
with v} defined as above. As the figure shows the oil system is now usie interval

Optimal Profit Growth
T T

Profit Growth, DKK/s

I I I I I I I
50 100 150 200 250 300 350 400
Power Production, MW

Actuator Configuration
O Lk N ®w & o o N
T
I

I I I I I I I
50 100 150 200 250 300 350 400
Power Production, MW

o

Figure 5.13: Top: Optimal profit growth with 25% productioapabilities of gas
and oil. Bottom: Fuel configuratior2{ axis should be read with the identification
(172)374) 576) = (’UT7US)’U§7UZ)UE)U%))

[200, 240].

The results of introducing the limit in the gas and oil sysiarthe dynamic case are
depicted in Figure 5.14, where the top graph is the profitdy®4 hours of operation and
the bottom graph is the fuel configuration with the identiiima as above. This is very
similar to the results without the limit and it can be con@ddhat oil is not used at all.
A limit of 25% of full production in gas and oil results in a gadf 16000D K K or 5%
compared to the case of only using coal, i.e, a reduction @f ifgproduction capabilities
of the two fuels results in a reduction of 60% of the net income

8 Including Plant Dynamics

In this section a brief discussion will be made of the optetizn problem when plant
dynamics is considered.
First, let

Z = {z = (21,29, ..., 29) € R%|(21, 24, 27) € X} ,
be an auxiliary state space, which is used when describexgythamics of the fuel flows.

The fuel flow,z(t), into the power plant is governed by third order differeirgiguations
(these equations also include a simple model for the poveet plynamics). The control
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Optimal Profit
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Figure 5.14: Profit and optimal fuel configuration over 24 tsoaf operation during June
29th, 2008 with 25% production capabilities of gas and oil.

signal to the valves controlling these flows is denoted= (u.,uq,u,) € U and the

system equations are given by

5.18
2(t) = C=(1) 519
where
i Ac 03273 03.’163_ [ 0 1 0
A= |033 A; O03,3(, A; o 0 1],
_03.’163 033 A, | _ku kiz k73
[ B. 03,1 0341 [0
B = 03.’1)1 Bg 03.’1)1 ) B’L 0 )
10521 0351 B, | | Kio
[C1 01,3 0143]
C=|01,3 Ci 03|, Ci=[1 0 0],
10123 0123 C1 |

andk;;,i € Z, are constants describing the dynamics of the three fuesgswhich are
obtained from transfer functions of the forl (s) = (7;5 + 1) =2 wherer;,i € Z, is 90,
60, and70, respectively. In the sequel the control 8ets assumed compact and convex.

Moreover the function

h(z,t) =Yz + (1), (5.19)
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is introduced with

[ 3]
wo=| Tmiuire]

Henceh is constructed such that the s&t = {(z,t) | h(z,t) > 0} determines a “ref-
erence band” around the referenge(t). Herea should be thought of as a parameter
dictating the size of the reference band.

In the sequel the magpp, defined by (5.14), needs to be continuous. To obtain this
it is assumed that the non continuous contributions, ienthpsh; defined by (5.3), are
replaced by continuous approximations. The obtained mép lwi abuse of notation,
also be denoted byp

Combining the above the optimization problem is formulaied

T
max Cz(t),t)dt, 5.20
[ e (5.20)
subject to
5(t) = Az(t) + Bu(t), 0<t<T, (5.21)
ut)eU, 0<t<T, (5.22)
h(z(t),t) >0, 0<t<T, (5.23)

where( is the set of admissibliepairs(z(t), u(t)). Note that by choosing the control set
U and parameter in (5.19) appropriat€ is assumed non empty.
Now since (the reference band} is compact and the set

Q(z,t) ={(s,q) | s > gp(z,t), = Az + Bu, u € U},

is convex for everyz,t) € Z’, the Filippov Existence Theorem (see [12, p. 199]) may
be used to conclude that the above optimization problemimabsolute maximum if.

The approach described above will be studied in detail inr&upapers. In particular
we remark that some results have been obtained in the paflexfiere linear program-
ming is used to solve the problem. This is obtained by appmatinggp by a piece-wise
affine function and converting the dynamics, profit functiand constraint function in to
discrete time.

9 Discussion

In this work models of two of DONG Energy’s business objeetiyEfficiency and Con-
trollability) have been formulated such that a selectiotwieen three different fuels can
be performed in an optimal manner. Profit maximization issidered as a optimality
measure as this is an important measure for companies today.

"That is z(t) is absolutely continuousy(t) is (Lebesgue) measurable anft), u(t) satisfying (5.21),
(5.22) and (5.23).
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A static modelling and optimization is performed such that dptimal configuration
can be found for a given production setpoint. The developitdhgzation method is then
expanded to handle changes in prices and production refrenhe result from this
expansion is compared to a case where only coal is preserthangse multiple fuels
does increase the profit B2% over 24 hours of operation.

How the result is affected by a reduction of 75% in the gas adnglystem is, further-
more, examined. The gain of mixing the fuels is reduced, Weweluring 24 hours of
operation the difference in profit compared to only using ©8&%.

The result from this work can be used in two way; online to daitee which fuels to
use during the day and offline to determine if a plant couldhbgiumented with additional
fuels such that the profit is increased.

An extension to fault detection could be relevant as thiskea@ould be used online
in combination with fault detection methods [14]. Two pbésiscenarios are relevant
depending on the seriousness of the detected fault; remuplémning to optimize the
profit given the new conditions or schedule maintenancendyrériods the failed actuator
system is not in use.

Furthermore, with the changes in the demand for environahémendly energy the
current electric market is going to change dramaticallyirduthe next couple of years
where more renewable energy will come into play. As many efrénewable energy
systems are dependent of the forces of nature, the use afitd@cghort-time storage of
energy will increase (e.g. electric cars [15] and [16]). §dshort-time storage sources
could be seen as an additional actuator in the methods peesenthis work and thus
planing for the entire electrical grid (in some region) iscsgible extension of this work.
Similar, work in this direction has been seen in [17] for Negian hydro-power plants.
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1 Introduction

Abstract

This paper addresses the problem of planning the usage wdtacd optimally
in an economic perspective. The objective is to maximizepttudit of operating
a given plant during 24 hours of operation. Models of two bess objectives are
formulated in terms of system states and the monetary vdltlgese objectives is
established. Based on these and the cost of using the diffactuators a profit
function has been formulated. The optimization of the pnsfiformulated as an
optimal control problem where the constraints include tieadhics of the plant as
well as a requirement to reference tracking. A power placoissidered in this paper,
where the fuel system consists of three different fuelst, gzes, and oil.

1 Introduction

The requirements for a complex process control system aralygderived from a top
level (business) requirement to the entire system whiahnsaximize the income or profit
of a company. However, the requirements specification fooegss control system rarely
includes profit maximization directly. Instead the desigwerks with requirements on
settling time, rise time, bandwidth, disturbance rejetdad so on, because these are easy
to evaluate through simulation and are well defined witheesf transfer functions and
the pole placement of the closed loop system. All of thesesores assume that a set
of actuators and sensors is given. The choice of this settahtrs and sensors does,
however, influences the operating cost and performancesadytitem greatly - this will
be addressed in this paper.

The economical cost of instrumenting a plant with sensodsaantuators has, on the
other hand, been considered in the selection method pessienftl], where the precision
of a sensor or an actuator is assumed to be proportionaldosts By introducing a bound
on the economical cost of the instrumentation it is possibofermulate the design prob-
lem as convex optimization. This helps the designer to s#ecright instrumentation.
However, this method only considers the implementatioh@od not the operational cost
which in many cases is the main concern for minimization [2].

As the requirements for a process control system usuallylarged from business
objectives it would be natural to include these businessatives when configuring the
sensor/actuator layout of a plant. An attempt of this hasilgresented in [3] where
functionals describing the business objectives are maxicthiThe functionals have been
established using data from nordpbehich is a marketplace for trading power contracts.
This marketplace has also been used by [4] where the corftvedter resources in Nor-
way is considered. An optimization of how to use differendityplants is performed on
basis of market prices and commitments.

This work will extend the work in [5] where notions from praztion economics have
been used to formulate the objectives of a Danish power plampany. The outputs of
the system are measures of the business objectives angtitednhe flow of fuels. The
optimization performed in [5] does not consider the dynawtthe plant and assumes
that it is possible to switch from one fuel to another instaeusly.

Iwww.nordpool.dk
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In this work the dynamics of the fuel systems are includedhendptimization and it
is shown that the dynamics influence the gain in profit. Owrltésa production strategy
which maximizes the profit during 24 hours of operation.

1.1 Outline

A description of the problem considered in this paper is gmésd in Section 2 and the
relevant models are then developed in Section 3. Thesediathe time varying param-
eters, the dynamics of the plant, and measures of the bgsifgsctives. In Section 4
the problem is stated in mathematical terms as an optimatagroblem. The optimal
control problem is discretized using zero-order hold samgnd the resulting optimiza-
tion problem is approximated by a linear program. The nucaéresults are presented in
Section 5 and some final remarks are made in Section 6.

2 Problem Description

The problem in this work has been formulated in collaboratidth DONG Energy - a

Danish power provider. The goal of any company is to maxiritizprofit and for DONG

Energy the profit maximization has been divided into fouiiitial business objectives;
efficiency, controllability, availability, and life time However, to simplify the model,
only the two first objectives are considered in this work. Teblem formulation is

based on a model of a coal fired boiler - a vital component ofvagpglant - which is

augmented with two additional fuel systems; gas and oil. fhiree different fuels have
certain advantages and disadvantages e.g. gas is easytitol boihis an expensive fuel.
Some of the characteristics of the different fuels are:

Coal is advantageous when considering the price per storederergever, it is diffi-
cult to control as unmeasurable fluctuations in the coal flewistroduced by the
coal mill when the coal is ground to coal dust. This implieasttthanging the op-
erating point of the system should be done slowly. Furtheegibe coal mills use
some electrical energy to grind the coal which needs to bseidered.

Gas is more expensive than coal and energy is not convertedamsas efficiently with
gas as with coal due to the layout of the chosen boiler. Howeas arrives at
the power plant under high pressure which is lowered usinglzrte generating
electrical energy. Furthermore, gas is much easier to gbag it is possible to
measure the flow.

Oil is, with the current market prices, the most expensive oftthee fuels and has to be
heated before entering the boiler. This process demandgyeitself. Nevertheless,
oil is considered in this work as it is possible to measureothi#gow into the boiler
and this makes it easy to control. Furthermore, oil is presemost existing coal
fired plants as oil is used to start up the plant.

The focus of this work is to derive a plan for optimal usagenefthree fuels described
above during 24 hours of operation. Optimal usage is defisedaximizing the profit
in terms of the two considered objectives; efficiency andmatiability. Efficiency is a
measure of how efficient a fuel is converted into electriaitgd controllability is a measure
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of the plant’s capability to change the production levelitRermore, the production level
of the plant should follow a time varying reference as clpsal possible.

3 Plant Model

Due to changes in demand the electricity production of a p@lant is not constant dur-
ing the year or even during 24 hours. It is, however, possiblaake a prediction of the
demands in the future and each power plant therefore knaegbected production plan
24 hours ahead. Besides the production plan the prices dfieley and controllability
are also known in advance. Using these three parameterbpanthey change, it is pos-
sible to plan the usage of fuels. In the following a desooipis given of how the prices
and production changes (a description of the planning cdawe in [6]).

3.1 Production Plan

An example of a production plan for the considered plant @icted in Figure 6.1. The
graph depicts the production from midnight the 29th of J2898 and 24 hours forward.
As seen in the figure the production is low during the nigh&t@ 00-7:00 in the morning
there is a steep gradient caused by the increase in consumgien people and compa-
nies start to use electricity. The production plan is matktis an smooth approximation

Production Plan
400 T T

I T

250~ b

200~ b

Production, MW

150 —

1001‘ Lo E N

50 I I I I
0 5 10 15 20 25
Time of day, HH

Figure 6.1: The production during June 29th, 2008. The ds¢@ o generate this plot
has been provided by DONG Energy.

of the graph depicted in Figure 6.1 and is denoted by
t—y(t) [MW]. (6.1)

The smoothness assumption is purely theoretical (se€ (th¥imulation the production
plan (6.1) will be replaced by the non-smooth function defibg the graph in Figure 6.1.

2[] indicates the units and in this cagg(t) is measured in Mega Watt.
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3.2 Efficiency Price

The price of electricitypr1, changes during the day as the demand changes, i.e., during
the middle of the day when the demand is greatest the pridsdagher than during the
early morning. The electricity price from the 29th of Jun®@s depicted in Figure 6.2.

In this work®

Price of Efficiency

Price, DKK/MWs

25

Time of day, HH

Figure 6.2: The electricity price during June 29th, 2008e Biata used to generate this
plot has been found on www.nordpool.dk

tpri(t) [DKK/MWs). (6.2)

denote the efficiency price defined by the graph in Figure 6.2.

3.3 Controllability Price

Large gradients in the production plan, as seen in Figureaind 6:00-7:00, yield a
high price on controllability as it is likely that some plardre not capable of generating
the gradients needed. In general this would be related tdeheative of the production
plan and thus the price is higher during the periods in theningrand afternoon/evening
where there exists steep gradients in Figure 6.1. The déatiiiity price is defined as

., [DKK/MW], (6.3)

¢ pralt) = B im0

where = 1000 is a factor which has been determined in collaboration wiNG
Energy.

In the simulations the differential quotient in (6.3) is leged by a difference due to
the non-smooth properties of (6.1). The resulting grapthefsimulated version of (6.3)
is depicted in Figure 6.3.

3DKK is the Danish currency, kroner.
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Price of Controllability
T T

250 b

N

151

5}
T
I

Price, DKK/IMW
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=
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0 5 10 15 20
Time of day HH

Figure 6.3: Modelled controllability price during the 29ithJune, 2008. The data in this
plot has been established in collaboration with DONG Energy

3.4 Fuel Price

Obviously the fuel prices change over time, however, théseges are slow compared
to the changes in the efficiency and controllability priceghee time span is a matter of
weeks. Therefore, the fuel prices are considered as cdastad the fuel prices are given
as

pc = (Pc1,pe2, pes) = (1.20,3.74,6.00) (6.4)
with unitin [DK K /kg].

3.5 Input-Output Mapping

LetR3 denote the set of positive elementsii, i.e.,R3 = {v € R3|v > 0} where the
inequality is to be understood coordinate-wise (this notawill be used throughout this
work). The input spacd/, and the flow space¥, are now given by

U = {1} S Ri_|0 S UTeu S Cu}7

6.5
X:{UER1|OS’UT6.’L‘ SC.’L‘}7 ( )

where the vectoe; = (e;,,ej,,¢€;,) € R3 with e; > 0 and scalar; € R for j € {u,z}
are to be determined later where their physical interpetaiso will be given. Note that
U (resp. X) is the 3-simplex inR3. with vertices0, (c, /ey, ,0,0), (0,c,/eu,,0), and
(0,0, cu/eus), (resp. 0, (cz/es,,0,0), (0,cy/es,,0), and (0,0, cz/es,)). Each (flow)
state

@ = (t0,20,00) € X, ([kg/s),[kg/s], [kg/s]),

in the system describe the flow of coal, gas, and oil, resgagti In the sequel we let
T = {c,g,0} where the elements of the index $etefers to the three different fuels.
Occasionally the identificatioft, g, 0) = (1, 2, 3) will be used.
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The output spac¥ = Y; x Y, is a subset oR? where each output

Y= (yevyc) €y, ([MW]’[MW/S])’

of the system describe the two objectives; efficiency androdability, respectively.
Both of these quantities contain contributions from coals,gand oil as they will be
defined as functions of the fuels later.

Furthermore, a state spacg,is defined as

Z= {z = (21,22, .., 20) € R%|(21, 24, 27) € X} )

which is used when describing the dynamics of the fuel flows.

Plant Dynamics

The fuel flow,z(t), into the power plant is governed by third order differeireiguations
(these equations also include the power plant dynamic® cohtrol signal to the valves
controlling these flows is denoted= (u.,ug4, u,) € U and the dynamics is given by

2(t) = Az(t) + Bu(t
(t) (t) (t) 6.6)
2(t) = Cx(1),
where
[ Ac 03:163 03373— _ 0 1 0
A= 03:3 Ag 03231 A@ = 0 0 1 ,
_03:163 0343 A, i _hil hiQ hig
[ Bc OBwl 033:1- [ 0
B= {031 By O03:1|, Bij=|0],
10321 0321 Bo | | i
[C1 01u3 0143]
C= 10,3 Ci Op3l, Ci=[1 0 0],
10123 0123 Ch |

andh;,,i € Z, are constants describing the dynamics of the three fuesysswhich are
obtained from transfer functions of the form

1

Hi(s) = m7

wherer;,i € Z, is 90, 60, and70, respectively. The three fuel systems may have some
shared dynamics but to simplify the model in this work thetelys are assumed decou-
pled.

Functions describing the two business objectives are eléiivthe following.

Efficiency

The efficiency objectivey. = y.(z), deals with how much electricity is produced from a
certain amount of fuel. Three affine functions describirggdbntribution of the individual
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fuels to the efficiency objective have been establishedgusieasurement data from two
Danish power plants and can be expressed as

Y.(z) = Qz+ b, (6.7)
where

Q =diage,)C, e, = (10.77,18.87,15.77),
b= (-1.76,1.85,—0.37),

andC defined in (6.6). The values ef, andb have been established using measurement
data and are measured[if J/kg] and[M W] respectively. The energy used for prepro-
cessing the individual fuels is expressed by &He and thee,,’s are conversion factors
which are a combination of the boiler efficiency and energyegje in the different fuels.
Note the constard,, in (6.5) is now defined.

The total amount of efficiency is described by the function

Z =Y 20 ye(2) =17 9.(2),

where

~¥=(1,1,1).
The constant,, in (6.5), can now be determined by = 400 — ~”'b, where 400 refers
to the maximum efficiency (ifd/W]) produced by the plant ang’d is the total own-
consumption of the plant used for preprocessing the threls.fuMe letc, = ¢, and
e, = e, in (6.5) since (6.6) has negative real eigenvalues and daglgtstate gain is 1
which guarantees that(¢) € X during any steady state operation.

Controllability

The controllability objectivey. = y.(z), deals with a measure of how fast the production
of electricity can be changed. Allowed changes in the prtdaogs limited to a certain
gradient depending on the current efficiency. The reasotthfsdimit is a compliance
to maximum temperature gradients in the boiler (these havbeen explicitly modelled
and are therefore indirectly considered by limiting thewkd changes). When using coal
it is allowed to change production with133 [M W/ s] when running the plant at low and
high production an®.267 [M W/ s] in the middle range fror200 [M W] to 360 [M W].
When using oil or gas the values &rd33 [MW/s] and0.534 [MW/s]. If a mixture
of the three fuels are used it is assumed that the allowedgehiare linear combination
of the allowed change of the individual fuels. The controllity objective is, therefore,
modelled as
0.133 ye(z) c 5
Z =Yy 2= ye(z) = —EZ?(Z()Z) Ye(2) € So (6.8)
0.133  ye(2) € Ss,
where

€ =(0.267,0.534,0.534), S; = {s e R|0<s <200},
So = {s € R|200 < s < 360}, and
Sz = {s € R|360 < s < 400}.
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3.6 Prices

The cost of using the fuek;, revenue from production of outpuy, and the profit of op-
erating the power plant can now be determined. The abovercatiens yields a product
(or output) functionyp, of the system given by

yp: Z = Y5 20 (Ye(2),9e(2))-

The growth of cost and growth of revenue for the system araeétyy the following
functions (both with units in [DKK/s])

goc:Z - R; z zTCTpC,
gr:Y xRy = R; (y,t) =y pr(t), pgrlt) >0,
wherep, is as defined in (6.4) and
Pr(t) = (Pr1(t), pR2())

with the coordinate functions as defined in (6.2) and (6.3).
The growth of profit is hence defined by

ZxY xRy = R (2,9,t) = gr(y,t) — gc(2),
which for the system yields the function
gp: Z xRy = R; (2,1) = gr(yp(2),t) — go(2).

Therefore, the profit is given by

P:Ry —>R;t— /t gp(z(7), T)dT. (6.9)
0

4  Optimization

The objective of the company is to maximize its profit overglaning horizon]’, such
that the production plan is fulfilled with the available figgistems. This optimization is
stated as

P(T
max P(T)

subject to (6.10)
2 = Az + Bu,
h(z(t),t) = Yz(t) + (t) = 0,

where

_7TQ _'YTb +yr(t) +

“4The prices used in this work corresponds to the market ptim&9th of June, 2008 and has been estab-
lished using internal DONG Energy documents and the arafigwwer price at www.nordpool.dk, which is a
marketplace for trading power contracts.

r:{ VTQ}, ¢(t):[ AT =y, (t) + o
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Hence the functiork(z(t),t) is constructed such that the efficiengy(z), follows the
production plany,(t), within a bounda. We have omitted the constraint ar{t), i.e.,
x(t) € X. Itis easy to include in the optimization but here we haveidkgt to just
verified this a posteori.

The growth of profit function can be simplified when the refexeis followed per-
fectly, i.e.,a = 0. Theny.(z(t)) = y.(t) which yields

gpr(z(t),t) = ©(t)z(t) + »(1), (6.11)
where
O(t) = pr1(t)y" Q — pLC + pra¥(t),
o(t) = pri(t)y" b+ pral(t),

andd¥(t) and¢(t) makes up for the switching function in (6.8), i.e.,

0 yT(t) c 5 0.133 yr(t) € 51
ﬂ(t) = 57—(?) yr(t) € 527 <(t) = y%(ltf’) yr(t) € SQ,
0 yr(t) € Ss 0.133 y.(t) € S3

with the functions, constants, and sets as previously d&fiffde assumption. = 0,
might not be feasible because the demand might change qufcke what is possible
with the dynamics of the fuel systems. However, (6.11) wallused as an approximation
for the realg, (z(t)) whena # 0.

4.1 Discrete optimization

In this section the cost, constraint, and system from theipus section will be converted
into discrete time. From the discrete time cost, constraintl system a linear program
formulation of the problem will be obtained.

First, however, some assumptions about the problem willbgenThe time perio@
is divided into N equally sized time units, i.e., T = Nh. It is assumed tha®(t), ¢(t),
andi(t) can be approximated by piecewise constant functions fdr gae step, i.e.,

O) =0k, kh<t<(k+1)h,
o(t) =i, kh<t<(k+1)h,
W(t) =, kh<t<(k+1)h.

Furthermore, the control will be assumed piecewise cohstaucustomary when digital
to analogue conversion is performed using sample-holdité.c

Using a fact from [7] the continuous time statét) in the dynamic system in (6.6)
can be described by

t
2(t) = ez +/ A=) Bug(s)ds
0

S (kU

(6.12)
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where[ is an identity matrix with appropriate dimension. Usingl@. it is possible
to derive the following formula which is used during the detzation of the cost and

constraint.
h h
/ eAtdt:eAh/ e~ A=t gy
0 0
h
=Mt ((Ah .0+/ e*A<h*t>1dt) (6.13)
0
Ah —-A I 0
=e [I O]exp{{ 0 O}h}{I}
4.2 System

The system equation is sampled forming the well known disggstem equations
Zptr1 = Pz + Tuy,

where

tr41—tk
P = eAltr1=t) gndll = / eA*dsB.
0

4.3 Cost

When deriving a sampled version of the cost the integrallisigmo a sum of NV integrals
and then (6.12) and (6.13) are used to derive a discrete wostidn, i.e.,

N-1 (k+1)h
P =Y / (©()=(t) + (1)) dt
k=0 * kh

N-1 h t
= ek/ (eAtszr/ eA“*S)Bdsuk) dt + hog
k=0 0 0
N-1 h - >
= G)k/[I O]eAt{ k}dt—s—hgok
k=0 0 Uk
ey A A 0 z
Ah Ah k
St e [z]om
k=0
N-1
= Crzi + Dyuy + Ej,
k=0

where
Cr—©.[I 0] [ 1 O]eAh{
D=0, [T 0] T o]e*‘h{
. —A 1] - A B
E’“:h”’“A:{ 0 0]"4:{0 0]’

and/ denoting identity matrices of appropriate dimensions.
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4.4 Constraint

The constraint needs to be satisfied at all times which, ofsegus not guaranteed by
ensuring the constraint is satisfied at each sample timerderdo approximate this, the
constraint is sampled L times between each sample of the Tbst discrete version of
the constraint is described by

h(z(t),t) = Y=(t) +4(?)
Lp
=7 <6A£hzk +/L eA(éhS)BdS’u,k> +'l/f(%h+kh)
0
=Wz, + ILuy, + Qg

where

Lh
U, = YeATh T :’I‘/ eALh=%) Bds. and
0

l
Q= ’t/J(Eh + kh).

Now, the problem in (6.10) can be approximated by a lineaggzm where the con-
straint is not guaranteed to be satisfied at all times but ihdsvever, satisfied at N
equally spaced points in time. Furthermore, the cost fonds approximated by (6.11)
which is a good approximation whenis small. To ensure thia is made time-varying
and the cost function is augmented with @term (and appropriate weighit’;). The
linear program can thus be stated as

N-1
max Z (Crzi + Dyuy + Ej, — Wyay,)
u €

a>0 k=0

subjectto zpy1 = Pzi + Tuy,
W,z + ILu, + Q. > 0.

5 Results
The linear program stated in the previous section has beenfated using YALMIP [8]

and solved using SeDukRliln this section the results will be presented where thefoll
ing values have been used

500000

T = 86400s, N =432, h =200s, L =5, W, = NI

Figure 6.4 depicts vs time which shows that the approximation of the cost fuomcti
is good as the values are below 14 at all times, which is wisthft of full production
(and less at most times).

5SeDuMi is a software package used to solve optimization lprod (see
http://sedumi.ie.lehigh.edu/content/view/17/53/)
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The value of a vs time
14 T T

12r B

4l 4

T 1111 |

10 15 20 25
Time of day, HH

Figure 6.4: The efficiency is also equal to the productiom p&ference at all times as
is small.

The profit over time,P(t), is depicted in Figure 6.5 and is low during most of the
morning. Actually, from approximately 2:00-10:00 the gairprofit is negative which is
caused by the low price on efficiengy,. At 10:00 the profit starts to grow and at the
end of the day the total profit is approximat880000D K K.

B x 10° Running Profit
T T

Profit, DKK

-2 L L L I

0 5 10 15 20 25
Time of day, HH

Figure 6.5: Optimal profit during 24 hours of operation Ju&22008.

The usage of the three fuel systems is illustrated in Figilevéhere the input signals
to the coal, gas, and oil systems are depicted. Coal is usibe gsimary fuel during the
day, but at times the gas system is used to compensate folothesal system during
transients. This can especially be observed around 6@@ahnd at the evening.
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Input signals

35 3 T T
= = =Coal -?

Gas
== Qil

30

0 5 10 15 20 25
Time of day, HH

Figure 6.6: The input signal to the fuel systems shows thgtaral and gas is used.

6 Discussion

Comparing the results of this work with the results from fghere no dynamics were

present, it can, as expected, be concluded that the dynahtcgd be considered as the
profit is different. However, the usage of fuels are complarab gas is used during peri-
ods with large gradients in the reference. The profit fourf8éntion 4 is smaller than the
profit obtained without dynamics in [5], but it also greatean the profit obtained when

running the plan only with coal. Thus, mixing fuels is beniefiander consideration of

the two business objectives presented in this paper.

Furthermore, the usage of the fuels does not switch contplietam one fuel to an-
other and thus the gas and oil systems are not fully used -itlsgstem is actually not
used at all. This would suggest that a new plant should onipgteumented with a full
coal system and a partial gas system.

Future work could include expanding the business modefstade more detail about
the bidding and settling of prices performed at Nordpooparticular, the controllability
model and price have been simplified in this work.
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1 Introduction

Abstract

This paper addresses the problem of profit maximization obwep plant by
utilizing three different fuel systems in an optimal mann@pntryagin’s maximum
principle is used to derive properties of the optimal cargtategy. These properties
give rise to a switching function. Subsequently, certaiartstics are introduced and
used in combination with discrete optimization to obtainiritial trajectory of the
switch function. An iterative procedure is proposed whisksithe initial trajectory
for the computation of the optimal control strategy. Thetoalrstrategy derived is a
combination of a state feedback and time-varying feedfaiverm. Its performance
is tested against input noise.

1 Introduction

The economic perspective is rarely considered when dewgjamntrol structures and
strategies for process control systems. Indeed, requirenaee most frequently imposed
on disturbance rejection, pole placement or other well kmsystem theoretic properties.
Nonetheless, the economics of control has gained some focesample the selection
of sensor and actuator [1] and the design of controller sired2]. Furthermore, optimal
steady state operations have been studied [3].

In [4], the hydro power production in Norway is considerednigximizing the profit
of a hydro plant such that the production commitment of theemnt day is fulfilled. The
electrical market is considered in the optimization anchpiag of the production for
which stochastic programming is used.

The work in this paper is similar to the work in [4] as profit nrakzation in electricity
production is considered. However, a traditional powenplaill be considered, and
optimal control will be used for the profit optimization ([&}).

A problem of the optimal operation of a power plant in a libezictricity market
is a subject of [7]. In this work, two types of power plants amnsidered: a hydro-
electric and a thermal power plant. The main focus is on theadyc modeling of
electricity-production and the price of electricity. Bodii them are described by ran-
dom processes. As a consequence, the suggested approbetofiiimal operation of a
power plant is stochastic optimization, which is formuthite terms of nonlinear partial-
integro-differential equations. To solve them, the authae a finite difference scheme.

In like manner, [8] addresses the problem of balancing thespon electricity market
consisting of wind energy and hydropower. Also in this waHe demand for balancing
power and the electricity price are described by stochastidels. Subsequently, the
hydropower-scheduling of trading decisions are formulate a stochastic optimization
problem. To solve it, the stochastic variables are apprateéchby a finite set of scenar-
ios, so called scenario-trees. Afterward, the optimizagiooblem is solved by means of
stochastic programming.

A power plant capable of using a number of different fuelissidered in this paper.
The fuels of interest are coal, gas, and oil. They certaialyehcertain advantages and
disadvantages, e.g., coal is an inexpensive fuel, but iffisult to control. The objective
of this work is to maximize the profit of the power plant whefidaing a predefined
production reference.
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The problem stated above has been discussed in [9], [10], g¢bdl [12]. In partic-
ular, the formulation in [12] which includes plant dynamgiges the basis of this work.
In the previous works, a function for the instantaneous pfiofiv has been determined,
which includes time-varying measures of business objestnd time varying price data
obtained from Nord Poél The objective is to maximize the integral of the instantarse
profit flow over time, i.e., maximizing the profit of the comganThe requirement of
following a predefined reference has been formulated asacsidstraint in the optimiza-
tion, which has been solved in discrete time. Whereas, swtloirk the tracking will be
included as a penalty term in the objective function. Thédds a simpler problem, which
substantially reduces the computation time.

In this work, a continuous control strategy is given that imazes the profit of a
power plant. The strategy is obtained by using Pontryagwagimum principle to devise
some properties of the optimal control input. The optiméison consists primarily of
singular arcs which is known to make the optimal control peobmore difficult to solve
numerically. In this work, we propose an approach that tesnla combined feedback
and feedforward solution, which yields a prd¥ii% greater than using an input signal
obtained by discrete optimization.

The results in this paper could be of interest in a model ptawi control (MPC)
context. Indeed, if the optimal solution is known to consissingular arcs then this
information should be used. By computing the feedback lat ¢fenerates the singular
arcs better performance and lower sampling rate may beaghieThis should be par-
ticularly useful when the model and the data is provided intiomous time over a large
time horizon.

1.1 Outline

A model of the plant considered in this work is presented inti§a 2. Furthermore,

the models of the business objectives and optimizationlprolare presented here. In
Section 3, Pontryagin’s maximum principle is applied to timtimization problem and

some properties of the optimal input are derived. As thenagitinput is dependent on
an unknown switch function, the optimization problem iswented to discrete time, and
subsequently, an estimate of the switch function is computdis procedure is carried
out in Section 4. The switch function is applied to the optimput strategy in Section 5,

and the resulting profit is compared to what was possible thighdiscrete optimization.

In Section 6, the control strategy is evaluated when inpigenis present, and finally, in
Section 7, a discussion of the results is given. Furtherptseappendices are included
where the optimal continuous control strategy and a discvetsion of the objective

function are given.

2 Problem Formulation

In this section the models from our previous work will be feghand then the optimiza-
tion problem will be presented. First, an introduction te tonsidered plant is given.

The problem considered in this work is based on a coal fireléijoower plant which
is depicted in Figure 7.1 and consists of the following comgras:

INord Pool is the Nordic electrical market, where power catts are traded.
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Smoke Stack

Economizer

Flue gas cleaning Superheater

Secondary air

Benson Boiler

Primary air |

-

Fuel System

Figure 7.1: Benson boiler model.

Coal mills  The coal mills grind the coal to small dust particles whichrbguickly and
efficiently. However, it is difficult to control the amount dfist the coal mills deliver as
it is not possible to measure the dust flow into the furnace.

Furnace The furnace is a module where the coal dust (or other fuels)rised; thereby,
heat is delivered to the boiler.

Evaporator The evaporator is fed with water, which is evaporated undgr pressure
by the heat from the burners.

Superheater The superheater (super) heats the steam from the evaporator

Economizer The economizer uses some of the remaining heat in the flue gasheat
the feed water before it enters the evaporator.

The illustrated model does not depict the flue gas cleanidgsaroke stack and the
conversion from steam power to electrical power is also deft It is, however, as-
sumed that when the plant is running at full load the eleatpower produced amounts
to 400 M W. Furthermore, the power plant is in this work augmented it additional
fuel systems: gas and oil.

The three different fuels have certain advantages anddiséages, e.g., gas is easy
to control, but is an expensive fuel. Some of the charatiesief the different fuels are:

Coal is advantageous when considering the price per storederegever, it is diffi-
cult to control as unmeasurable fluctuations in the coal flesvistroduced when
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the coal is ground to coal dust in the coal mill. This implieattchanging the op-
erating point of the system should be done slowly. Furtheegibe coal mills use
some electrical energy to grind the coal, which needs to bsidered.

Gas is more expensive than coal and energy is not convertedamsas efficiently with
gas as with coal due to the layout of the chosen boiler. Howeas arrives at
the power plant under high pressure, which is lowered usitgline generating
electrical energy. Furthermore, gas is much easier to aba# it is possible to
measure the flow.

Oil is, with the current market prices, the most expensive oftlinee fuels and has
to be pre-heated before entering the boiler. This processmdds energy itself.
Nevertheless, oil is considered in this work as it is possiblmeasure the oil flow
into the boiler and this makes it easy to control. Furtheemoil is present in most
existing coal fired plants as oil is used to start up the plant.

In this work, it is assumed that the plant is controlled. Hfere, linear dynamics are
sufficient to model it [13]. Indeed, it is shown in [13] thattkkthange in the produced
electricity caused by changing the fuel flow can be captuyetthind order dynamics. In
the following, it is assumed that the fuel flow referencekify s) of coal, gas, and oil is
the input to the system, i.eu, = (uc,uq,u,) iS a vector of the coal, gas, and oil flow
references respectively. The state vector consists ofdtuakflow of the different fuels
and their first and second derivative, i.e.,= (z1, 22, 2z3) is the coal flow into the boiler
and its first and second derivative. Similarly, for the gad @ihsystemsz, = (24, 25, 26)
andz, = (z7,2s,29). Therefore, the full state vecteris given byz = (z., 24, 2,).
Furthermore, the complete dynamics of the three diffenggltgystems considered in this
work is given by

7.1
xz(t) = Cz(t), (7.1)
where
[A. 03,3 03.3] [0 1 0
A= 0343 Ag 0323 , Az = 0 0 1 ’
10323 0323 Ao | L hiy hiy D
i Bc 033:1 033:1- i 0
B=|03;1 By O03,1|,B;,=|0],
10521 0351 B, | | g
[C1 01,3 01,3
C= (01,3 Ci O0p3|,Ci=[1 0 0],
10123 0123 C |

andh;;,i € T = {c, g, 0}, are constants describing the dynamics of the three fuel sys
tems, which are obtained from transfer functions of the form

1

H;(s) = ma
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wherer;,i € Z, is90s, 60s, and70s, respectively. See [12] for further comments on the
above quantities.

The objective of this work is to derive a plan for optimal usad the three fuels de-
scribed above during 24 hours of operation. Optimal usadefised as maximizing the
profit in terms of two business objectives: efficiency andtaalability. The models used
in this work for business objectives are based on the foligwEfficiency deals with a
measure of efficiency of the conversion of a fuel into eleity? and controllability is a
measure of the plant’s capability to change the producgwall In addition to maximiz-
ing the profit, the production level of the plant is to followime varying reference, (¢)
(also called a production plan) as closely as possible.

The efficiency objective is modeled as

ye(z) =77 Qz +~4"b, (7.2)
where

Q =diage,)C, e, = (10.77,18.87,15.77),
b= (—1.76,1.85,—0.37),y = (1,1,1),

with C as in (7.1). The value of the entries@f andb has been established using mea-
surement data provided by DONG Enetgyhe elements oé,, are conversion factors
from mass flows to electrical-energy flows, and the entridsark energy used or gener-
ated in preprocessing of the fuels.

The controllability objective is modeled as

Ye(z,t) = I(t)z + ((2), (7.3)
where
0 yr(t) € S; ={s € R0 < s <200}
B(t) = &y, (t) € Sy = {s € R[200 < 5 < 360}
0 yr(t) € S3 = {s € R|360 < s < 400},

0.133 yr(t) S S1
(=488 y)es,
0.133 yr(t) € Ss,

with & = (0.267,0.534,0.534) and Sy, S», and S5 denote different operating regions.
The operating regions arise as maximum temperature gitadie®imposed in the boiler
due to wear and tear of the building materials. Therefoeectntrollability measure also
changes depending on the current production.

The value of the objectives have been established using geta available at Nord
Pool and in collaboration with DONG Energy by using their hgtics. That is. current

2The model for efficiency in this work is often also referreda® production but as it depends on the
efficiency of the power plant and fuel system this notatioh g used in this work.
SDONG Energy is a power producer in Denmark
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and historic prices of electricity, which available onlihas been used as price of the
efficiency measure. The instantaneous profit flow is fornedlats in [12], i.e.,

9p(z,1) = O(t)z + &(1), (7.4)
where

Ot) = pri(t)YTQ — PEC + pra(t)I(1),
G(t) = pri(t)y" b+ pr2(t)((1),

with p the price of the different fuels, angk, andpr, are prices imposed on the two
business objectives, efficiency and controllability retjyely, as explained above quan-
tities. The functions in (7.4) are in this work assumed sigfitly smooth C? is enough
as shown in Appendix 1). Further description and explanaifdhe above quantities can
be foundin [9], [10], [11], and [12].

A prognosis of the next days'’s electricity consumption taleished by Energinet.dk
which is responsible for the electrical grid in Denmark. Estimated electricity con-
sumption in an area (e.g. Vest Denmark) is divided betweenlifferent electricity pro-
ducers in accordance with the bids on Nord Pool; and thusy@ugtion plan is generated
for each producer. The production plan used in this work is@roximation of a produc-
tion plan delivered by DONG Energy. These are depicted infeig.2 (for more details
on the production plan see [11]) The plant should follow teeeyated production plan

Electricity Production
400 T T

350(- ﬂ}%’l L b |
1
1 N .

300

250~

200~

Production, MW

50 I I I I
0

15
Time of day, HH

Figure 7.2: Production plan for June 29th, 2008. The datd tsgenerate this plot has
been delivered by DONG Energy (solid). The approximaticeduis this work consists
of piece-wise affine function (dashed).

such that power balance can be upheld. The tracking reqeireiniincluded by adding

4Energinet.dk a Danish Transmission System Operator, TSO.
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the quadratic tracking error,

te(z,) = |le(2) — v ()]

- 2
= H’YTQZ +77b - yr(t)H
= 27Q Q= — 24, ()Y Q= + v, (1)2, (7.5)

as a penalty term in the objective function in the optimizati This approach has been
taken as the computational complexity is lowered by inclgdihe requirement in the
objective function and not as an additional constraint.[14]

As a result, the optimization problem is expressed as

T

mas [ S0 (7.6)

subjectto 2(t) = Az(t) + Bu(t),
where the input space is given by
U={uecR:|elu<cye, >0},
with e, = e, andc, = 400 — vTb as in [12], andf given by
f(zvt) = gp(zvt) - ﬁqte(z7t)
=—2"Qz +29(t)"z + o(1),
with
~T T =
Q=05Q ' Q
1 -
a(t)" = 300 + By (7" Q
p(t) = ¢(t) — Bayr(t)?,

andj, a positive weighting factor, which can be described as aeaf®e penalty factor.
In the remaining sections, this paper deals with solvingagmization problem in
(7.6).

3 Continuous Optimization

In this section, Pontryagin’s maximum principle will be dipd to the optimization prob-
lem described above.

However, first, remark that by replacing the (non-contirg)dunctionsqg and by
continuous approximations, such thfabecomes continuous, Filippov’s existence theo-
rem [15, pp. 199] may be applied. Hence, in the continuous,¢here exists an optimal
solution to the optimization problem. Nonetheless, thestjae of existence for the dis-
continuous case will not be pursued here (see e.g. [15, §.f88@& statement in this
direction) since numerical solutions to the optimizatioalgem are to be used, and since
the above continuous approximations may be chosen with igen grecision [16].
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The Hamiltonian approach is now used, i.e., necessary tonsliare deduced, by
means of Pontryagin’s maximum principle, to obtain cangiddor optimal solutions.
The Hamiltonian for the optimization problem is

H(z,u\t)
= f(z,t) + AT (Az + Bu),

and thus, the adjoint equation is given by

).‘(t) - 0z
_ 0f(=(1),1)
=2Qz(t) — 2q(t) — ATX(¢), (7.7)

with the transversality condition(7") = 0. Point-wise maximization off then yields

max H(z(t), u, A(t),t) =f(2(t),t) + A(t)T Az(t)

+ max A\(t)T Bu.
UEU e —r
ot)T
Note thato (¢) is not known. However, by examining the sign of the coordinatif the

vector o (t), it is possible to determine the following properties of tgtimal input,
u*(t),

oi(t) <0=ul(t)=0. (7.8)

Now, let
U(t)Z{UGI/{|’LLlZOIf O’Z‘(t) <0},

and letE(t) be the matrix which by projection removes the negative etgmefo (¢),
e.g., ifo1(t) < 0andoq(t),o3(t) > 0, we have

so- (03]

Note that the mapping (¢) is injective when restricted i (¢).
Leto(t) = E(t)o(t). Two cases now remain to be analyzed.

Casel: a(t) >0A>.6;#0.

Case 2: a(t) =0. (7.9)

In Case 1, the optimal control input(¢) is found from
u*(t) = arg max &(t)TE(t)u
()= g max ()7 B(1) 7,10

subjectto efu = c,,

which, for each time, searches through corners of a 2-simplex, 1-simplex, om@iex
in R3.

102



4 Discrete Optimization

Case 2 is an singular optimal control problem [17, 18]. Theénog@l control input in
Case 2 is found from (26) in Appendix 1 as

C.(u*(t) = C.(O)z(t) + C-(t), u*(t) €U). (7.11)

Here, the time dependence which was left out in the appesdeintroduced as the entire
time horizon is considered. Note th@t,(¢) is not generally a square matrix. However,
by introducing the following relation

u=Et)"a, (7.12)
and inserting itin (7.11),
C.HEt)Ta(t) = C.(t)z(t) + C.(t)
is obtained. Sinc€,(t)E(t)” is square and non-singulai(t) is given by

a(t) =(Cu()E®)") 1 Cx(t)2(1)
+(Cu(EM®T)TIC ().

Now, au*(t) € U(t) can again be constructed by using (7.12),

u'(t) =E@t)" (C.()E()") ' C.(1)2(t)
+E)" (Cu()E®)") ' CA (1) (7.13)

In conclusion, in Case 1, the optimal control input is an ofweap controller; and
in Case 2, a combination of a piece-wise constant state &kdbnd a time varying
feedforward. The combination of Case 1 and Case 2 will in tilewing be denoted
“feedback/feedforward”.

Now, a strategy for finding the optimal control input is dedshowever, the switch-
ing functiono (t), which is required in the control law, is unknown and thus tihee
instances of switching between the two cases (and diffdZét)) can not be determined.

The next two sections of this paper will present a solutiothts problem. It will
be based on an approximated solution to the optimizatioblpno. The approximated
solution will then be used to solve the adjoint equation dn tobtain an approximated
solution fore (t). The approximated solution will be found using a discreteetformu-
lation of the optimization problem. This procedure is expda in the next section.

4 Discrete Optimization

The optimization problem in (7.6) has been addressed inti@re the tracking of the
reference was formulated as a constraint. As a consequi¢hes, not been modeled in
the objective function. This is done in this work. In this e, we will apply the pro-
cedure in [12] to the quadratic objective function, i.e.,wik formulate the optimization
problem in discrete time. In Appendix 2, lifting [19] is ajmad to the objective function

in (7.6) to obtain a discrete-time expression. However,esassumptions are imposed.
In particular, it is assumed thaft) andy(t) can be approximated by piecewise constant
functions, and that the contralis piecewise constant.
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The discrete time objective function can be formulated as

([ zi  uf }N{ i}; } +Mzzk+Muuk+h€0k)7

where
NZZ NZ?I,
N=- { N.. N., }

with the matricesN .., N .y, Nuz, Ny, M., and M, as given by (31) and (37)
in Appendix 2. The optimization problem in (7.6) can be réteri by introducing the
following notation

I (p() ].
@2 901 ].
(i: (I) 9 (70: P2 ) 1: 1 9
| @V 2 PN-1 1
B 0 0 0 1
T 0 0
I = or r ,
: : . 0
| @V 7°r oV 'r ... T |

and the matrice® = e4" andI’ = foh’ e“s Bds are the discrete time equivalences of the
system matrices given in (7.1). Furthermapeg,is given by (28) in Appendix 2.

Using the above discrete time system and considerings a function oty andwuy,
it is possible to formulate the following optimization pitetn, which is the discrete time
equivalent of (7.6)

ma\)}wTWU + Lv +g, (7.14)
ve
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where

Uo
u;

UN-—2
V={v e R"W Dy, cUd,ic{0,1,2,..,N - 2}},

W=-T IoN..)T-T (I&N.,)
_(I®N1Lz)f‘_I®Nuu;
L=1"@M,+ (1" ® M.)T
—2Te" (I®N2u+I®Nfz)
—ZgéT(I®sz+I®NZz)f7
g:(1T®Mz) (i)Z()'f‘h].T(:O—Zg(i)T (I®sz) éZO,

with ® the Kronecker product.
The optimization in (7.14) has been implemented using YABMIith the following
constants used for the parameters in (31) and (37)

h=192s, [,=0.05, T =86400s, N =450,

and solved using the quadratic solver BPMPD. Remark thasanepling time ofl92 s
yielding 450 discrete points in time is close to the limit of the capatgifitof the computer
used for the optimization.

Figure 7.3-top depicts the profit and the value of the objectunction. Remark
that the word “profit” is used for the real profit of the comparsy, the objective function
value without the quadratic tracking penatty,and the expression “value of the objective
function” is used when the quadratic tracking penalty isuded. The profit computed
in this work is in the same order of magnitude as the resultsioéd in [12] where the
tracking requirement was implemented as a constraintadstéincluded in the objective
function as in this work.

The usage of fuels are also comparable to [12] except thandrd:00 when the gas
system is not used, as seen in Figure 7.3-bottom.

5 Optimal Feedback

In this section, the idea of a continuous feedback/feeddoiirom Section 3 is revisited.
The reason for this is the usual robust behavior of a feedbgatiem with regards to noise
compared with pure feedforward control (this is furthecdssed in Section 6).

Let us begin by remarking that an essential part of the opétion problem is to
follow the predefined reference. In particular, there stidod no market situation such
that a large deviation from reference is beneficial. Thisafrse, depends on the value
of g8 which in this work has been chosen such that the above idigdtis

As stated at the end of Section 3, the reason for not usingettdbfick/feedforward
solution is thato (¢) is unknown. To compensate for this, we introduce an algarith
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Figure 7.3: The result of the discrete optimization. Tope Pinofit and value of objective
function during 24 hours. Bottom: The control signal for thfferent fuel systems.

whose purpose is to approximaa€t). In short, we need to approximad€t¢) which
depends orx(t). As an input for the algorithm we use the discretized soluti¢t) =
(zo, ..., ZN—2) given by@zo + I'v as described in the previous section. Note tha}
can be viewed as a small perturbation of the optimal solutitft). As a result, the
algorithm is, as follows:

1. Usez(t) to obtainA(t) in (7.7) with transversality conditioA(7") = 0. In simu-
lations, this step is preformed using Matlab’s ode45.

2. Use(t) to computes(t) = BT A(t) and the projection(t) as described in
Section 3.

3. For each time determine, by evaluating(t), whether case 1 or 2 in (7.9) holds:

I. If case 1 use (7.10) to compute ().

II. If case 2 use\(t) andE(t) to computeC;(t), i = z,u, t given by (27). Then
computeu*(t) using (7.13). We remark that due to numerical imprecision, i
simulations, we have placed a band around 0 of width 1 in walioblements

are set to zero.

4. Usew*(t) to obtainz(t) in (7.1). In simulations, this step is preformed using
Matlab’s ode45.

5. Returnto 1.

The switch functiong(t) = BT A(t) is depicted in Figure 7.4, where the solution
to the adjoint equatiot\(¢) is computed using the discrete state trajectertts)) , tx €
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Plot of the switch function, o(t)
40 T T

—20F
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Figure 7.4: Graph of the switch function obtained by usirg state trajectory from the
discrete optimization.

{0,h,2h,--- (N —1)h}, i.e., the first iteration of the algorithm described aboAfer
300 iterations, the above algorithm shows no sign of corerseg. This is illustrated
in Figure 7.5, where the graph ef(t) is depicted for iteration 295-300. The solutions
switch between two different profiles, this can be explaiasdollows: First, note that
the adjoint equation is solved backwards and hence an dguiyaroblem can be stated
as

A=ATA +¢, (7.15)
with
c=-2Qz(t) +2q(t)
= —2Q" 7 (ye(=(1)) + Bur () + O(2). (7.16)

Further, note tha” is stable and thaj,.(t) and®(t) are not affected by the iterations.
Now, if o is positive in iteration k as a consequence:dfeing positive in iteration k-1,
then in iteration K this results in maximum efficiency asdult from (7.10). This results
in a negative:, and thus, the solution of (7.15) will also become negativeonclusion,
c oscillates. This implies the divergence of the algorithm.

Moreover, the reason for the oscilating behavior of the @tlgm described above is
illustrated in Figure 7.4. More precisely, the initial estite ofo(¢) is less than zero
in [0,0:15. According to (7.8),u(t) = 0, ¢t € [0,0:15. As a result, the efficiency
outputy. deviates from the referengg causing the increase of the error calculated by
(7.5). This behavior is also present in the intervidl8:45 21] and [22:3Q 24] and in
the intervalg0:45 1:05 [6, 7:30 and[21,22:30. Due to the choice of, as discussion
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above, this behavior cannot result in an optimal solutidrer&fore, subsequent iterations
will not improve the estimate of the parameters, and in paldr noto (t) as seen in
Figure 7.5. Remark that it is well known that numerical pesh$ may appear in problems
with singular arcs. In conclusion the above method has to ddified in order to obtain
reference tracking as discussed above.

Tracjectory of iteration 300 Tracjectory of iteration 299
1000 1000

500 500

-500 ||| -500

-1000 -1000
0 5 10 15 20 25 0

1000

1000

500 500

-500 || -500

~1000 L H - - -1000
0 5 10 15 20 25

1000 1000

500 500

-500 | -500 | i}

-1000 -1000
0 5 10 15 20 25 0 5 10 15 20 25

Figure 7.5: Graph of the switch function calculated in itenas 295-300.

Some heuristics are, therefore, introduced to avoid thereete deviations (and non-
optimal behavior). From the discrete optimization, it issebved that only one fuel is
used at the time, which has also been suggested by earli&r[h@r11]. As a conse-
quenceg; ;(t) < 0 at any given time, where the notatief; means coordinatesand
j of the vectorz. Therefore, the introduced heuristics is to use only theedament of
u(t) corresponding to the largest elemeniodft). To recapitulate, item 3. in the above
algorithm is replaced with

3'. Determine the largest element®ft), sayo;(t), and letE(¢) be thel x 3 matrix
with 1 at placd and zero’s elsewhere, and then, use (7.13) to compte.

Using this conceptit is possible to obtain an control inputlascribed in Section 3 which
yields better behavior. When applied, this input strategl/provide another state tra-
jectory and thus a different trajectory ef(t). For the given case study, this procedure
stabilizes, which might not be true in general. Remark that in order todtwmt a rigor-
ous mathematical discuss about the convergence propertiesthematical model of the

5The procedure has been executed 30 times and after step $baiilizes.
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5 Optimal Feedback

above algorithm has to be devised. Such a model can only bp@mnxmation of the
above algorithm due to the introduced heuristics when defiRi(¢). This is further com-
plicated by the discrete behavior®ft) andE(t). However, by the heuristic construction
of E(t), reference tracking is maintained. This implies that (Y H&&comes

c=—-20" v (e+(1— By (t)) +O)

for smalle, i.e, c is not affected by the iterations due to reference trackkga result,
only small perturbation of the stable linear system (7.$5hiroduced in each iteration.
This results in convergence of the proposed algorithm.

In this paper, the first four iterations of this procedure basn applied, where the
state trajectory from the discrete optimization is usedfferinitial iteration. Figure 7.6
depicts the convergence of the switch function from theedét iterations, where;;
denotes coordinate one for iteration oag; coordinate one from iteration two, etc. As

Plot of the convergence of Sigma 1, g,

-0
50 T T T T u
: : : : - =0
0=t i, . . I i 12
' 1 i R
-50 it it i i (] o
5 10 15 20 25 1
Time of day, HH
Plot of the convergence of Sigma 2, g, 5
100 T T T T -t
: : : : - C
0l - R R - | 22
: : : ] ¥ O3
-100 i i i i [] o
0 5 10 15 20 25 24
Time of day, HH
Plot of the convergence of Sigma 3, a, p
100 T T T T -t
: : : : - =0
ok moa - , 032
: : : i 133
-100 ! : ; \ ' a
0 5 10 15 20 25 34

Time of day, HH

Figure 7.6: Convergence of the coordinates of the switcletfan - four iterations are
depicted. Note that iteration two, three, and four are atrangop of each other.

seen in the figure, Coordinate three always converges taia \eds than zero. Thus, the
oil system should not be used at all and could be omitted wikeplant is instrumented.
Coordinate two is less than zero for large periods duringltye hence, gas should not
be used during these periods. Coordinate one, on the othdr isazero most of the time.
The input strategy for each of the four iterations has begiiegpto the model of
the plant. Figure 7.7 depicts the graphs of the resultingaibje function values for the
four iterations of the adjoint equation along with the olijeefunction value from the
discrete optimizations. The legends refer to the value efdiscrete objective function
and continuous objective function from iteration 1, 2, 3d&n As seen in the figure,
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x 10 Value of objective function
8 T T

-2

-4 1 1 1 1
0 5 10 15 20 25
Time of day, HH

Figure 7.7: The value of the objective function when using itiput from the discrete
optimization and the four iterations of the switch functidlote that the graph of iteration
two, three, and four are almost on top of each other.

the value of the objective function increases substaptfatim the discrete to the first
iteration and from the first iteration to the second itematiblowever, iteration three and
four do not change the value of the objective function sigaiiily.

The final input strategy is evaluated in Figure 7.8, wherettipefigure depicts the
profit and objective function value, and the bottom figureidspptimal input. As seen
in the top figure, the profit and objective function values agey close to each other.
Thus, the production tracks the reference closely whenptienal feedback/feedforward
is used. The final profit is approximately8000 [dkk] or 30% larger than what was
obtained using the input from the discrete optimizationrtfi@rmore, the optimal input
is different from the input obtained in the discrete optiatian. This is specially seen
in the usage of gas in the period 6:30-7:00 as depicted imibotigure. The spikes in
the input signal is due to the discontinuous switches in)(7wever, these spikes do
not affect the output as they are of very short time span.hieamore, notice that gas is
used briefly in the period 20:20-20:40. Obviously, it migbt be feasible in practice to
switch between system within very short time intervals.sT¢ould be circumvented by
adding a cost of switching a fuel system on, but this is reg@ias outside the scope of
this work. Yet,20 minutes is believed to be sufficient time considering a sarggime
of 10 seconds.

6 Noise and System Uncertainty

The performance of the two solutions presented above wihim section be discussed
with respect to noise and system uncertainty. As noted pusly, a system with feedback
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. x 10° Profit/Objective function value
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Figure 7.8: Result of using the optimal input from the foutr#hation. Top: The profitand

value of objective function during 24 hours. Bottom: The ttohsignal for the different

fuel systems. The spikes in the control signal arise fronsthiéching between the sets
Sl, SQ, andS;;.

is typically more robust towards system noise than with feedard control. To evaluate
this supposition, input noise will be considered. The nddda this work assumed to be
Gaussian white noise with a standard deviatiof%fof the maximum input signal.

The value of the objective function during 24 hours with rois depicted in Fig-
ure 7.9. As seen in the figure, the value is lower than witheaigenfor both the discrete
case and the optimal feedback/feedforward. However, theevaf the objective func-
tion when using optimal feedback/feedforward is subssdigtiarger than when using the
discrete input. The reason for this is that the optimal feetlfeedforward tracks the
reference better.

The tracking errors for the two input strategies are degigtd=igure 7.10. As seen
in the figure, the error using the optimal feedback/feedéwdns smaller than the error
resulting from the discrete input. The mean tracking es@r40 [M W] when using the
optimal feedback/feedforward arid.73 [M' W] when using the input from the discrete
optimization. Furthermore, the standard deviation of ijeda is also smaller using the
feedback/feedforward solution as the values &t [M W] and 6.54 [M W] for feed-
back/feedforward and discrete, respectively.

The optimal feedback/feedforward is also superior in pres®f noise wrt. the profit
of the company. However, the difference it not as signifieethen the tracking term
is included. This can be observed in Figure 7.11 where theauogal profit for the two
solutions are depicted. The difference is abtiit000 [dkk], and thus, the gain of using
the optimal feedback/feedforward is approximat&lf.

When system uncertainties are introduced, both methodsidegtte equally much; in
the sense that, some stationary tracking error arises,harsd the value of the objective
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x10° Value of objective function
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Figure 7.9: The value of the objective function using theutgbtained from the discrete
and continuous optimization when input noise is present.

function is lowered in both cases.

7 Discussion

In this work, Pontryagin’s maximum principle has been aggbto a problem dealing with
profit maximization of a power plant. An optimal input stigyeconsisting of a combined
feedback and feedforward has been developed such thatiprofiximized over 24 hours
of operation. The developed strategy is based on propeftig® optimal control input
and an initial solution of the adjoint equations obtainexhfrdiscrete optimization. The
two solutions, discrete input strategy and continuousiiaekl/feedforward, are evaluated
both with and without input noise. As a result, the optimaldback/feedforward yields a
greater profit in both cases. In the presence of input ndisgeiedback/feedforward so-
lution yields a profit5% larger than what is possible by using the discrete inputegisa

Future work in line with this paper would include improvirftgtinitial estimate of
the switch function. In particular, a method using pseugectral techniques to obtain a
solution to the adjoint equation is proposed [20]. Using thiethod, it might be possible
to obtain a sufficiently accurate estimate of the switch fiomor (¢) within less iterations
of the algorithm suggested in this work. This could decrédseomputational complex-
ity and solve time making the proposed method interestingftine implementation as
a receding horizon.

112



7 Discussion
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Figure 7.10: The tracking error resulting from using theuingbtained from the discrete
and continuous optimization.
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In this appendix, the optimal control input is found by examg the singular solution [17,
18], i.e., the equality

a(t)=E(t)B"A(t)=0 17)

is considered point-wise on a nondegenerate time intefa. matrixE (¢) is constant
in this time interval and will in the following be denoted liy to avoid confusion when
taking the time derivative.

Some notation is introduced to simplify the equations thfeut this appendix

R(r,s,1)=2EBT A" Q° A (18)
D(i,t)="> (-1)"R(n,0,0)q" " (t), (19)

where A" = T]7_,; A", with A°" = T andq"/)(t) is the jth time derivative with

q (1) =q(1).
Differentiation of (17) yields

(t)=EBTA(t)=0
Inserting the adjoint equation, (7.7), yields
&(t)= EBT (2Qz(t) — 2q(t) — AT)\(t)) 0

R(1,0,0)A(t)

s (20)

D(0,t) = R(0,1,0) z(t) —
N——

0o

115



Paper D

where R(0,1,0) = 0 follows from the structure o®, B and their sparsity, i.e., the
relative degrees of the individual fuel systems are 3; and,tthe first and second time
derivative will yield zero. Differentiating once more anuserting the adjoint equation
yields the following equalities

D(0,t) =— 5
D(0,t) =—R(1,0,0)Qz=(t) + R(1,0,0)q(t)
+R(1, 0, OQ)AT)\(t)
D(1,1) = R(1,1,0) (1) + TELOAO, (21)

whereR(1,1,0) = 0 follows from the structure of), B, andA as withR(0,1,0) =0
above. Now, it is possible to determidt) using (17), (20), and (21). However, the
objective is to find the optimal control input, thereforel)2s differentiated once more
which yields

b,y =E 0,20)A(t)

D(1,t) =R(2,0,0)Qx=(t) — R(2,0,0)q(¢)

R(2,0,0)ATX(¢)
2

D(2,t) =R(2,1,0)z(t) —

2
when the adjoint equations is inserted. R§2, 1, 0) # 0, (22) is differentiated again and
the adjoint and system equations, (7.7) and (7.1), aretegs@rich yields

R(3,0,0)A(t)

2
D(2,t) =R(2,1,0) (Az(t) + Bu(t))

R(3,0,0) (2Q=(t) — 2q(t) — ATX(t))
2
D(2,t) =R(2,1,0) (Az(t) + Bu(t))
—R(3,0,0)Qz=(t) + R(3,0,0)q(t)
R(3,0,00)ATX(¢)
2

D(3,t) =(R(2,1,1) — R(3,1,0)) z(t)
R(4,0,0)A(t)

2 b

D(2,t) =R(2,1,0)2(t) —

+

+R(2,1,0)Bu(t) +
N———

(0]

(23)

whereR(2,1,0)B = 0 is attributed the relative degree equals 3. Equation (28iffisr-
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entiated again which yields

D(3,t) =(R(2,1,1) — R(3,1,0)) 2(t)
R, 0,20))\(15)

D(3,t) =(R(2,1,1) — R(3,1,0)) (Az(t) + Bu(t))
R(4,0,0) (2Q=(t) — 2q(t) — ATA(t))
2

D(3,t) =(R(2,1,2) — R(3,1,1)) z(t)
+(R(2,1,1) — R(3,1,0)) Bu(t)

+

FR(4,1,0)2(t) — R(4,0,0)q(t)
R(5,0,0)A()
2
D(4,t) =(R(2,1,2) — R(3,1,1) + R(4,1,0)) 2(t)
_R(5,0,0A(1)
—=,

(24)

and(R(2,1,1) — R(3,1,0)) B = 0 due to the relative degree of 3. Using (22), (23),
and (24) itis possible to calculatgt). To obtain an expression fa(¢), equation (24) is
differentiated and adjoint and system equations are iedert

D(4,t) =(R(2,1,2) — R(3,1,1) + R(4,1,0)) 2(t)
_ R(5,0,0A(t)
2
D(4,t) =(R(2,1,2) — R(3,1,1) + R(4,1,0)) Az(t)
+(R(2,1,2) — R(3,1,1) + R(4,1,0)) Bu(t)
~ R(5,0,0) (2Q=(t) — 2q(t) — ATA(t))
2
D(4,t) =(R(2,1,3) — R(3,1,2) + R(4,1,1)) 2(t)
+(R(2,1,2) — R(3,1,1) + R(4,1,0)) Bu(t)
—R(5,0,0)Qz(t) + R(5,0,0)q(t)
+R( 0, OQ)AT)\( )
D(5,t) =(R(2,1,3) — R(3,1,2)
+R(4,1,1) — R(5,1,0)) z(t)
+(R(2,1,2) — R(3,1,1) + R(4,1,0)) Bu(t)

L RG. 0,20))\(15) (25)
Using (25), it is possible to obtain an expressiongt)
C,u(t) =C.z(t)+ C-(t), wu(t)€U(t) (26)
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where
C.=-(R(2,1,2) — R(3,1,1) + R(4,1,0)) B
C.=R(2,1,3) - R(3,1,2) + R(4,1,1) — R(5,1,0) 27)
c. (1) RO b )
2

In this appendix, we will derive the lifting of the cost furan, which is used in the
discrete optimization. The term

T T
P(T) :/0 —z(t)TQz(t)dt+/O 2q(t)" z(t) + p(t)dt

Py (T) P (T)

is divided into two part during the discretization, i.e.e thuadratic and affine terms are
treated separately.

Itis assumed thaj(t) andy(¢) can be approximated by piecewise constant functions
for each time step, i.e.,

qt) =qi, kh<t<(k+1)h,
o(t) =i, kh<t<(k+1)h, (28)

whereh is the sampling time. Furthermore, the control is assumedepiise constant as
customary when digital to analogue conversion is perforasialg sample-hold circuits.

Using a fact from [21], the continuous time statg) in the dynamic system in (7.1)
with constant inpuit, can be described by

t

2(t) = eAlzy + / eA=%) Buy(s)ds
0 (29)

rrote{[ 2 2102 ]

wherel is an identity matrix with appropriate dimension andis the initial state. Using
(29), it is possible to derive the following formula

h h
/ eAtdt — 6Ah\/ e—A(h—t)dt
0 0

= At ((Ah ~0+/0h e*A<h*t>1dt) (30)
o[ DTRN 2]
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The affine term is lifted by first using (29) and then (30)

A - | " (2a(0"=(0) + olt)) at

N-1

h ¢
— 2q(t)T/ (eAtzk +/ eA“*S)Bdsuk) dt
o 0 0

2
L

N-1

- }dt+hz¢k

k=0

>
Il
<}

Il
Do
Q
=
=
N
)ﬂ
S—
>
~
o
®
e
| —
N
ol

2
L

N-1

2q(t) e [ 1 o]e*‘h{?Hii :|+h2§0k

k=0

Il
DN

(M .z + Myur + hor) (31)

£
Il

o

where

with

0 O 0 O

and the matrice$ and0 are of appropriate dimensions. Next, the quadratic teriiftésl|
by using (29)

[#4) 4[5 2]

T
PQ(T)_/ —z(t)"Qz(t)dt
0
N—-1 .p t
= Z/ (z{eATt-i-uf/ BTeAT“*S)ds)Q
0 0

k=0
t
(eAtzk —|—/ eA(t_S)Bdsuk) dt
0

h ATy | T
S / [ 24 wui Je {O]Q
k= 0

=S [ 2f Wl 1Ay (R)e { Zk ] (32)
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whereA is as above and

oo -
Y(h):/ e Qe A gy (33)
0
o [5]ors o1

The integral in (33) is the solution to a matrix differengguation

Y (h) :/h e AT Qe A= gy
0

—C%Y(h) _ATY (W) +Y(WA—-Q, Y(0)=o. (34)

Using the Ve¢:) notation which is defined as
b1

Ve P)=| : |, (35)
Pn

wherep; is the columns ofP, it is possible to formulated (34) as

_dVed(Y (h))

o =FVedY (t)) — Vec(Q) (36)

where
F= (I@AT+AT®I)
and® denotes the Kronecker product. By using the solution todstedhvector differential

equation and (30), the solution to (36) is given by

Veo(Y (h)) = / PO drved(Q)

0

=M I O}eﬁh[?]Vec(Q)

=" FVedQ),
where
F=[1I o}eF’L[H, F:[lg H
That is (32) can be expressed as
PT) == 3 [+ o | [ N N } [ :i’,: ] 37)
k=0
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where
N..=[T 0]cA"Vec! (" FVec(Q)) e
N.u=[1 0]cA""Vec™ (<M FedQ)

N,.=[0 I]eA "ec! (eF"FVedQ)

B
>
NO ON NO OMN

Nuy=[0 I]eA " Vec (thﬁ‘Vec(Q) eAn

with Vec™!(-) denoting the inverse of the Vec-operator in (35), i.e., agéihg the vector
into a matrix.
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In this note five difference formulations/implementatimighe problem below are
considered. The original problem formulation is as follows

T
max P(T) = [, gp(z,t)dt

: (1.2)
subjectto z = Az + Bu,

and moreovery.(z) should track a predefined reference signalit). Depending on
how the reference tracking is formulated, different (disertime) optimization problems
arise.

The profit growth functiongp, can wheny. ~ y,. be approximated by

9p(2z,t) = O(t)z + (1),
where
O(t) = pri()Y"Q — pr2(t)PEC + V(t),
() = pri(t)y" b + pra(t)( (1),

and¥(t) and {(t) makes up for the switching function in original formulatiof the
controllability, i.e.,

0 yr(t) S 51
()= 52 y(t) € S
0 yr(t) € S,

The time period” is divided into N equally sized time units, i.e., T = Nh. Itis as-
sumed tha®(t), ¢(t), ¥ (t), y-(t) can be approximated by piecewise constant functions
for each time step, i.e.,

Ot) =0k, kh<t<(k+1)h,

o(t) =vr, kh<t<(k+1)h,

yr(t) =y, kh <t < (k+1)h.
Furthermore, the control will be assumed piecewise cohstaucustomary when digital
to analogue conversion is performed using sample-holdits.c

Using a fact from [1] the continuous time statét) in the dynamic system in (1.1)
can be described by

t
2(t) = ez +/ e~ Bug(s)ds
0

s (kU

(1.2)
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wherel is an identity matrix with appropriate dimension. Using2{lit is possible to
derive the following formula which is used during the diga&tion of the cost and con-

straint.
h h
/ At gy 6Ah/ o A1) gy
0 0
h
— At ((Ah .0+/ e*A<h*t>1dt) (1.3)
0

et o[ (3]

The objective functionP(T"), in the optimization problem in (1.1) is converted to
discrete time by using the above, i.e.,

N=1 .(k+1)h

Py =3 [ @) + ()
k=0 kh
N-—1

h ¢
(eAtzk +/ eA(ts)Bdsuk) dt + hey
0

h

I
o
N

Il
Z >
oy
@

S—

wl [T o}eAt[z’;]dt+hgok

T
|
- o

O.[I 0]eA[1 o}ef‘ih[?Hz’;]+h¢k,

Eal
Il
o

where

o[ ][4 2)

The optimization problem can now be formulated as

N-1

max chzk + Dyui, + Ey,
ur €U o

subjectto zyy1 = Pzi + Duy,

where

Co=0,[T 0]eA[ 1 O}BMHHH’

De=©.[I 0]cA[ T thHH?],

tpy1—tr
Ei, = hey, ® = eAte+17%) andl’ = / eA*dsB
0

when the tracking is disregarded.

When considering the reference tracking different apgreacan be used to formu-
late them. In this note three different methods are consitlexhich will be described
briefly below.
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1 Hard Constraint

Hard Constraint: In this approach the tracking is formulated as a constraitité opti-
mization such that the reference is followed within a refieesband.

Norm u: In this approach the tracking is formulated as above, wheseconstraint is
only guaranteed at certain times and then the deviationeafigiv control from the
old control is minimized. The advantages of this approac¢hasthe discrete time
formulation has much less constraints which might speedhemptimization and
the limit on the new control limits “bang-bang” behavior adl ve seen later.

Quadratic: Inthis approach the tracking constraint is included in tredipfunction as a
norm of the difference between the efficiency and the referamd thus penalizing
deviations. This approach also has few constraints in theretie times implemen-
tation but does, however, also introduce quadratic ternise@bjective function.

Furthermore, the method including a reference band willdresidered in three dif-
ferent discrete formulations, where the difference is higwnous the tracking constraint

is guaranteed fulfilled. This serves as intermediate stepsden “hard constraint” and
“norm u”.

1 Hard Constraint

One of the approaches is formulated by tracking the referarithin a reference band
which in continuous time is defined as

h(=z(t),t) > 0,

(1.4)
where
h(z(t),t) = Yz(t) + (), (1.5)
with
_[ e
r= [ -7'Q ] ’

T
_ Y b— yf’(t) + o
wit) = [ AT+ (t) + a } '
The discrete time approximation yields

Wz, + ILug + Q>0
where forl =0,1,2,...,L

-1
U, =YeA Tl

T
I, = ’I‘/ eACTh=%) B,
0

Qo = p(ELh+ k).

The parametet,, is chosen such that the constraint is guaranteed to béedtietween

sampling of the system. In this woik = 5 is chosen for the “hard constraint.”
In Figure 1.1
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Efficiency output vs reference Input signals
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Figure 1.1: Hard Constraint - intersampling samples = 5.
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2 Loose Constraint 1

2 Loose Constraint 1

This approach is similar to the above where the sampling efttacking constraint,
h(z(t),t), is changed. The constraint is only sampled once for eaclplgzgnof the
system {. = 1) and then the compliance with the constraint is verified dgrothrough
simulation. Using the derivation in the previous sectiomdiscrete tracking constraint in
this approach yields

Yz +1p, > 0. (1.6)
Efficiency output vs reference Input signals
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Time of day, HH

Figure 1.2: Loose Constraint - intersampling samples = 1.
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3 Loose Constraint 2

As above, where even less samples are used in the trackisgaion. Furthermore, the
« band is removed and exact tracking is imposed at the evatupbints. The discrete
tracking constraint is formulated as

v'Qz; —y,, =0, 1€{0,5,10,..,N}. 1.7)
Efficiency output vs reference Input signals
1200 T T T T 40 T
i) (RSN EEREEE |~~~ Coal b v o W‘w i
w3 A
800 : : E 3 ':H'" T ,H'ﬂ MR W:'I'::I'J“lgﬂ
600 20 lll'll':‘ E li'ay|:':'\:'::'l:5 ’l'u\‘ ‘Ji‘
‘lqsﬁ‘lil‘immll \1\; '”':\I:'"':u:'::ﬁ . ":"t "’
400 ;i : b H' h““;’:aﬂal“ "|r|’||:"\f : |"| |
ol ’ 5 : y /\ 108 EHHHH'NI A : i
oM R ,u,\?:!??‘am,ﬁ N i
g : : o e : L
0 5 10 15 20 25 0 5 10 15 20 25
Time of day, HH Time of day, HH
Efficiency Error
20 t t t
wof f ,
O _
_10 H -
% 5 10 15 20 25

Time of day, HH

Figure 1.3: Loose Constraint - intersampling samples = 0.2.
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4 Normu

4 Normu

In this approach the reference tracking is formulated asetdwwever, deviations in the
controls are penalized in the objective functions by incigda norm, i.e., the term

Tla
u
N(T)= - —|dt
=5/ |G
is added taP(T") in (1.1)
Efficiency output vs reference Input signals
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Figure 1.4: Norm oy, — ug—1.

131



Technical Note

5 Quadratic

In this section we will include the reference tracking as st @m the deviation from the
reference, i.e., the cost will be expanded by the term

T 2
QT) = 4, / V" Qz(t) — v (1) dt. (1.8)

where||-|| is the Euclidean norm.
In the following we will apply lifting to obtain a discrete x&on of Q (7).

T
Q) =5, [ |77 @zt )|t

T
= [ (207 QT Qz(t) ~ 20 (17 Qe (1) + . (1)
N-1 h
=—ﬁq2/0 ( TeA™ 4 ul / BTeA (- ‘”ds)Q 77" Q (e 2
k=0
N-1 h t
A(tfs)Bd >dt— 2 - T < At A(tfs)Bd >dt
+/Oe Suy kz_oy,’YQ/o ezk—i—/oe Sk

N-1
+hy yr,
k=0
pe it | 1 z
=—ﬁq2/0 [ =F uf]e‘“{o]Q w'Q[I o] {u’;]dt
k=0
N-1 h N-1
— 207 Q [ I O]eAt{Zk :|dt+hzyrk
k=0 0 k
N-1 . h . ~ _ .
_ T T 1,ATh — AT (h=t) AT (o~ A(h—1) gy oAb k
Bq kZ:O [z ul Je /0 e e e .
N-1 ) S To . N-1
~_Ah An k
— 2y, Ce [I O]e [I][u ]dt—l—thrk
k=0 k=0
(1.9)
where
A -A I . [ A B -
Az[o 0]7 A:[O 0]’ C=~"Q[I o] (1.10)

The integral left in (1.9) is on the form of the solution to atmadifferential equations,
ie.,

t
Y(t) = / T FeF =T g7 =
0

Y(t)=F'Y(t)+Y()F+H, Y(0)=0. (1.11)
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5 Quadratic

Using the Ve¢:) notation which is defined as

p1
Vec(P) = : , (1.12)
Pn

wherep; is the columns ofP, it is possible to formulated (1.11) as

w —(T@ F" + F" & 1) VedY (1)) + Vec(H) (1.13)

F
which yields the solution

Ved(Y (1)) = /0 t F=) drVec(H)
(1.14)

o s, | 0
—F (1 0 Jer| T | vetr)
where ~
B —-F I
F= [ o 0 ] : (1.15)
Inserting this in (1.9) yields
N-1 . B X 0 )
Q(T) =— By [ 2zl wl ]eA hvec™? (eFi [ I 0 ]eFt { I ]VeC(H)) AP { i}; }
k=0
N-1 - . 0 2 N-1
- 2y, Ce [T 0 }e“”’{ ] { k ]dt+h y2
;) I g ;} k

where Vec'(-) denotes the inverse of the Vec-operator in (1.12), i.ehapimg the
vector into a matrix.
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Efficiency output vs reference Input signals
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Figure 1.5: Quadratic.
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6 Comparison of Optimization Time

6 Comparison of Optimization Time

In table 1.1 the times for preprocessing, formulating thgctive function, running the
optimization, and used in by the solve are presented. ThhadétCCA’ refers to the

Method | Preprocess| Objective] Opt. [ Solvetimeé | Total | Solver |

ICCA 30.83 s 0.03 s 865.1 s - 896 s | SeDuMi
loose 1 31.6s 0.02s 136.4 s - 168 s SeDuMi
loose 2 28.35 s 0.03s 6.3 s 6.03 s 34.7s | SeDuMi
normu 28.13 s 0.02 s 5.1s 4.7 s 33.3s | SeDuMi
quadratic 27.3 s 102.6 s 2.2s 0.33 s 132.1s | BPMPD
quadratic 27.3s 50.4 s 79.3 s 473 s 157 s BPMPD

Table 1.1: Comparison of optimization times between thediternative formulations.

method used in [2] and has also been explained in Sectiond. niEthods “loose 1” and
“loose 2" are two relaxations of the ICCA method and are dbedrin Section 2 and 3
respectively. To remedy some of the fluctuations in the egfee (and inputs) as observed
by the “loose 2" method a constraint is put on the input sigii@nges. This is denoted
the “norm u” method and presented in Section 4. Finally, ex“tuadratic” method (see
Section 5 the tracking is included in the objective functasna penalty on the quadratic
tracking error. The reason for this method is presentedetiviche table above is due to
different implementations of the interface between thees@PMPD and YALMIP. By
examining the total optimization time in the table above egidting the tracking of the
different methods it is concluded that the quadratic megiamlild be investigated further.
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