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Abstract

Orthogonal Frequency Division Multiple Access (OFDMA) ietpreferred technology for future

downlink mobile broadband access systems as the 3rd GemeRatrtnership Project Long Term

Evolution (LTE) in downlink, where the diversification ofdtproposed services (Voice Over In-
ternet Protocol, video streaming, gaming or simple web bioge..) and higher throughputs are
key targets. Therefore, Quality of Service in OFDMA is a kesue for the success of next gen-
eration mobile systems. The present thesis aims at prapasioncrete Quality of Service aware
packet scheduling and Radio Admission Control solutiorefoeealistic OFDMA based system in

downlink where LTE is taken as a case study.

In the frame of the thesis work, a detailed system model of H&8icated to Radio Resource
Management study has been developed and implemented in-atstic system level simulator.

In a first phase, the study focuses on the dual time / frequébayain packet scheduling
concept which allows a linear complexity. Fundamental glegirinciples for throughput control
are highlighted. Using those principles, the design of aplete Quality of Service aware packet
scheduling algorithm based on the Required Activity Daébacprinciple is proposed. The time
domain Required Activity Detection algorithm shows to beoagnthe best performing algorithms
in terms of Quality of Service outage. However, the studyshthat it can be greatly improved
by introducing delay awareness. In the frequency domaiguRRed Activity Detection applies
weights to the frequency domain schedulers and when usedlecaease the outage of up to 50%.

Packet scheduling also is studied in fractional load cémditiefined by a partial use of the
frequency domain resource. The study shows that, fradtioad cannot be used as a coverage
enhancement technique with the packet scheduling algesitbf the thesis, furthermore, when
fractional load occurs due to a lack of traffic, the block emnate can increase severely thus af-
fecting the experienced Quality of Service. The thesis @sep various solutions to overcome
that problem, among which the simplest consists in usingedand Interference Reporting in the
Channel Quality Information reporting scheme.

Finally, the thesis focuses on Radio Admission Control. Négorithms, namely the adap-
tive throughput and Required Activity Detection-based iBastdmission Control are tested and
compared to a simple fixed throughput algorithm. It is shdwat the Required Activity Detection
based Radio Admission Control can track the channel andfiirerkeep the system in feasibility
region.






Dansk Resumé!

Orthogonal Frequency Division Multiple Access (OFDMA) endoretrukne teknologi for mobile
bredbandssystemer sasom 3GPP LTE, Downlink. Den vigtlgstanercielle interesse i sddanne
systemer er en differentiering mellem services (VolP, @idgeaming, spil eller almindelig web
browsing) ved hgje systembelastninger. | denne afhandtirderes forskellige Igsninger til packet
scheduling (PS) og radio adgangskontrol lgsninger til alistisk system baseret pa OFDMA.
Indenfor disse rammer preesenteres en detaljeret systeghafddl E med fokus pa RRM. Denne
model er implementeret i en semi-statisk system simulator.

| farste fase fokuserer studiet pa PS strategier med lav keksitet og rimelig fordeling af
data- hastighed mellem brugerne. Adskillige PS algoritfoeeslas baseret pa en todelt tids-
frekvens PS lgsning med lav kompleksitet. To fundamentakiga principper fremheeves i lg-
bet af studiet. For det farste, uafheengigheden mellem &idd-frekvens-PS for at sikre deres
stabilitet og den @gnskede konvergens. For det andet skalokai datahastighed til de enkelte
brugere udelukkende handteres af tidsdomaene PS, nar detent @antal brugere, og af frekvens-
domeene PS, nar der er et lille antal brugere.

PS algoritmen udvikles videre baseret pa “Required Agtildetection (RAD)” princippet.
Tidsdomaene RAD PS algoritmen viser sig at veere en af de atgatider har den bedste perfor-
mance, nar bestemte kvalitetskrav som f.eks. datahastigke opfyldes for de enkelte brugere.
Imidlertid viser studiet, at det kan forbedres meget vedagintroducere pakke delay afhaengighed
i PS algoritmen. Benyttes RAD princippet ogsa i frekvenseinat, opnas der yderligere forbedringer.

Specielle PS algoritmer optimeret til lav load, hvor kun ehaf system bandbredden bruges,
er ogsa en del af studiet. Her vises det, at ved lav load stigjeck Error Rate (BLER)” ofte
vaesentligt, og vil sdledes have indflydelse pa serviceietah. Der foreslas forskellige lgsninger
pa det problem, hvor den mest enkle bestar i at bruge bredlb@uiib kvalitetsmalinger fra den
enkelte bruger, og ikke frekvensselektive malinger, sonmadt er at foretraekke. Alternative PS
algoritmer i de tilfaelde, hvor brugerne rapporterer fredsselektive malinger, udledes ogsa samt
evalueres.

Til sidst fokuseres der pa radio adgangskontrol. Nye aigen, RAD baserede algoritmer,
testes og sammenlignes med mere simple algoritmer, dayarkanstant kapacitet per celle. Det
demonstreres, at RAD baseret adgangskontrol tager kaakietgn for den nye bruger i betragt-
ning, fer der tages beslutninger. Algoritmen kontrollesgstembelastningen, sa alle brugere i
systemet kan fa opfyldt deres minimums data-hastighedskra

lJytte Larsen & Klaus I. Pedersen, Nokia Siemens Networkokg, Denmark.
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Notation

Abbreviations and mathematical conventions used in theistare listed below for quick refer-
ence. The abbreviations are additionally defined at thair diccurrence.

Abbreviations

1G First Generation

2G Second Generation

3G Third Generation

3GPP 3rd Generation Partnership Project
4G Fourth Generation

ACK Acknowledgement

AMBR Agregate Maximum Bit Rate
AMPS Advanced Mobile Phone Services
AOL Average Offered Load

ARP Allocation and Retention Priority
ARQ Automatic Repeat ReQuest

AVI Actual Value Interface

BE Best Effort

BET Blind Equal Throughput

BFF Bandwidth Fraction Factor

BLER BLock Error Rate

BM Best Metric

BQPP Best Quality Physical Resource Block (PRB) Pattern
BS Base Station

CBR Constant Bit Rate

CDF Cumulative Density Function
ColtA Carrier over Interference to Average
CQl Channel Quality Information

CRC Cyclic Redundancy Check
eNode-B E-UTRAN Node B

EESM Exponential Effective SINR Metric



Notation

EPC Evolved Packet Core

E-UTRAN Evolved Universal Terrestrial Radio Access Network

FDPS Frequency-Domain Packet Scheduling
FD-RAD Frequency-Domain Required Activity Detection
FFT Fast Fourier Transform

FTP File Transfer Protocol

GBR Guaranteed Bit Rate

GPF Generalized Proportional Fair

GPRS General Packet Radio Service

GSM Global System for Mobile Communication
HARQ Hybrid Automatic Repeat reQuest

HSDPA High-Speed Downlink Packet Access

i.i.d Independent and Identically Distributed
IFFT Inverse Fast Fourier Transform

ICI Inter-Carrier Interference

ICIC Inter-Cell Interference Coordination

IEEE Institute of Electrical and Electronis Enginners
IMS IP Media Subsystem

IP Internetworks Protocol

LA Link Adaptation

LTE Long Term Evolution

MAC Medium Access Control

MBR Maximum Bit Rate

MCS Modulation and Coding Scheme

MIMO Multiple Input Multiple Output

M-LWDF Modified Largest Weighted Delay First
MME Mobility Management Entity

MRC Maximal Ratio Combining

NACK Non-Acknowledgement

N-BET Normalized Blind Equal Throughput

NMT Nordic Mobile Telephone

NSN Nokia Siemens Networks

OFDM Orthogonal Frequency Division Multiplexing
OFDMA Orthogonal Frequency Division Multiple Access
OLLA Outer Loop Link Adaptation

PDB Packet Delay Budget

PDCP Packet Data Convergence Protocol

PELR Packet Error Loss Rate



Notation

Xi

P-GW
PDCCH
PDSCH
PDU
PF
PFsch
PHY
PRB

PS

PSS
PUCCH
PUSCH
QClI
QoS
RAC
RAD
RAN
RCPP
RLC
RNC
RR
RRC
RRM
RSRP
RSRQ
RSSI
SC-FDMA
SDU
SFR
S-GW
SINR
TCP
TDMA
TDPS
TD-RAD
TTA

TTI

TU

Public Data Network Gateway
Packet Downlink Control CHannel
Physical Downlink Shared CHannel
Protocol Data Unit

Proportional Fair

Proportional Fair scheduled
PHYsical Layer

Physical Resource Block

Packet Scheduler

Priority Set Scheduler

Physical Uplink Control CHannel
Physical Uplink Shared CHannel
Quality of Service Class Identifier
Quiality of Service

Radio Admission Control
Required Activity Detection

Radio Access Network

Random Correlated PRB Pattern
Radio Link Control

Radio Network Controler

Round Robin

Radio Resource Control

Radio Resource Management
Reference Signal Received Power
Reference Signal Received Quality

Reference Signal Strength Indicator

Single Carrier Frequency Division Multiple Access

Service Data Unit

Soft Frequency Reuse

Serving Gateway
Signal-to-Interference-plus-Noise Ratio
Transmission Control Protocol

Time Division Multiple Access

Time Domain Packet Scheduling
Time-Domain Required Activity Detection
Throughput To Average

Transmission Time Interval

Typical Urban
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Notation

ubo

UE
UMTS
UTRAN
VolP
WIiMAX
WIR
WCDMA
WRR

User Diversity Order

User Equipment

Universal Mobile Telecommunications System
Universal Terrestrial Radio Access Network
Voice Over Internet Protocol

Worldwide Interoperability for Microwave Access
Wideband Interference Reporting

Wideband Code Division Multiple Access
Weighted Round Robin
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Mathematical Conventions

The following mathematical conventions are used througtiwithesis:

a, A
aln], Aln]
a, A

Bold upper or lower case indicates a vector.

Vectors are indexed between square brackets.

Non-bold indicates a scalar.

Roundinga up to the nearest integer.

Absolute value ofi.

indicates the mean af.

indicates an estimator of.

arithmetique average of the values of vecioindexed on the (and usually
indexed byi).

Variance of random variable,

Var {z} = E {(x - E{x})2}.
Standard deviation of random variahle

Std{z} = \/Var {z}.
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Chapter 1

Thesis Introduction

In section 1.1 of this first chapter, we present the key pamthe recent history of mobile com-
munication relating to the PhD study topic in order to prevalclear understanding of the stakes.
Then as the 3rd Generation Partnership Project (3GPP) Leng Evolution (LTE) is the tech-
nology case study used in our thesis, basic standardizatiormation, essential to understanding
the components of LTE at stake in PhD study, are given in@edi2. The main principles of
Orthogonal Frequency Division Multiple Access (OFDMA) asltiple access technology of LTE
are briefly introduced in section 1.3. The state of the artadiR Resource Management (RRM)
for OFDMA is introduced in section 1.4. Finally, we explalretPhD study motivations and ob-
jectives in section 1.5, the general methodology in sectiénthe novelty and contributions of the
thesis in section 1.7 and the chapter outline of the thesiessribed in section 1.8.

1.1 Preliminaries

In a Radio Access Network (RAN), Quality of Service (QoS)édided as the ability of a network
to provide a service to an end user at a given service leveimple example of QoS is the ability
of a mobile network to deliver an internet streaming vide@anobile device so that the video can
be watched comfortably without interruption. RRM is the setomponents in the radio access
network that help achieving QoS while using efficiently thaikable transmission resource.

Mobile networks types are usually classified in terms of gatiens to describe the evolution
of technologies and capabilities. Figure 1.1 illustratesevolution of mobile networks. The First
Generation (1G) mobile systems like the Advanced MobileriehServices (AMPS) or Nordic
Mobile Telephone (NMT) were fist designed in the 1970’s. Tasyanalogue systems providing
voice call services [1]. The Second Generation (2G) inteedudigital communications in the
1980's. The Global System for Mobile Communication (GSMydrae the most commercially
successful 2G system as it was the first fully specified systéttm international compatibility
and transparency [2]. Until GSM, mobile networks were purgicuit switched networks. How-
ever, in the 1990’'s the revolution of the Internet pushedstamdardization forward. A packet
switched core network was added on top of the traditionaudirswitched GSM core network
under the name of General Packet Radio Service (GPRS). mhldes to provide basic packet
based services to mobile users like Internet over the Véisefgpplication Protocol. In the first
versions, QoS was supported in GPRS only at the core netwoek &s the GSM radio interface
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Figure 1.1: Evolution of Mobile Networks

was designed for circuit switched connections [2].

Development of Third Generation (3G) systems was steeréddoycreasing demand for mo-
bile packet services and higher data rates. The interratgiandardization body 3GPP started
in 1998 the specification of the Universal Mobile Telecominations System (UMTS) based on
the existing GSM specification. A new RAN was introduced: thaversal Terrestrial Radio
Access Network (UTRAN) together with a new air interface: ddbhand Code Division Multi-
ple Access (WCDMA). WCDMA allows a very flexible usage of thgestrum thanks to ad-
vanced Link Adaptation (LA) and Power Control techniquek [8]. The flexibility of the ra-
dio air interface gives a critical importance to QoS awardvRRHigh-Speed Downlink Packet
Access (HSDPA) is an enhancement brought to UTRAN which,renaghers, brings the Packet
Scheduler (PS) and LA closer to the air interface directlyhim Base Station (BS) [3]. This al-
lows a faster adaptation to the channel and therefore moiibifiy and data rates increased from
2Mbps up to 10Mbps.

Fourth Generation (4G) systems are expected to formalgednvergence between mobile
networks and wireless LAN systems into "broadband wiretesess" [5]. The 3GPP started the
standardization of the LTE, a new all IP mobile network systdso known as 3.9G for which the
first products will be available in 2010. LTE prepares the wayard 4G systems with a new sim-
plified core network and RAN architecture in order to redwatency for packet based traffic. The
new RAN called Evolved Universal Terrestrial Radio Accestvrk (E-UTRAN) is composed
of only one node, the E-UTRAN Node B (eNode-B), which carrdisthe RRM functionali-
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ties. Furthermore, in order to make broadband system feasite new downlink air interface is
based on Orthogonal Frequency Division Multiplexing (OFPMontrarily to WCDMA, OFDM
based radio access techniques allow low complex receivbandwidths larger than 5MHz, and,
OFDMA does not produce inter cell interference [3], [6].

The radio access technique for LTE downlink is OFDMA. OFDMgnsists in multiplexing
different users in time and frequency domain. OFDMA and LTteronew challenges and new
possibilities in terms of RRM. Firstly, as HSDPA introductiik possibility of performing fast
channel aware and QoS aware PS in the time domain, OFDMA hddesguency domain dimen-
sion. The two dimensional adaptation is a key feature faeiasing the cell capacity. Furthermore,
in E-UTRAN, the Radio Admission Control (RAC) functionglits placed in the eNode-B. RAC
therefore benefits from a close proximity to the air integfaghe thesis focuses on the design of
QoS aware advanced PS and RAC for OFDMA using LTE as a study cas

Worldwide Interoperability for Microwave Access (WiMAXpadio access technology based
on the 802.16 air interface standardized by the Institut&lettrical and Electronis Enginners
(IEEE) starts to emerges and offers similar purpose as weirailar technical solution than LTE
[7]. Most of the thesis findings can therefore be applied ttX.

1.2 LTE/E-UTRAN

1.2.1 Goals and Targets

The LTE study item was launched in 2004 while the developméhV CDMA was still ongoing
at full speed. The aim behind LTE was to create a new mobiMorktsystem meeting the future
needs of the market. The feasibility study was launched 8540 order to define the best radio
interface and network architecture. The main requiremfemts-UTRAN downlink defined in [8]
are:

e Packet-Switch domain optimized; Future communicatioresadten seen as packet based
only,

e Server to User Equipment (UE) round trip time below 30ms anwess delay below 300ms,

e Peak rate uplink/dowlink 50/100 Mbps,

e Good level of mobility and security,

e Improved terminal power efficiency

e Frequency allocation flexibility with 1.4, 3, 5, 10, 15 andM6iz allocation,

Higher capacity compared to HSDPA reference case.
The performance studies summarized in [9] showed that theirements were achievable
with OFDMA and a flat network architecture.

OFDMA provides several advantages over WCDMA. Firstly,sitpossible to implement
low complexity receiver thanks to the Inverse Fast Fouriem$form (IFFT) and Fast Fourier
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Transform (FFT) algorithms. Furthermore, in order to achithe expected bit-rates, it is required
for LTE to use advanced antenna techniques like Multipleiipultiple Output (MIMO). Finally,
OFDMA is a good support for frequency division multiple asséechniques as it offers the possi-
bility to send orthogonal signals to different UEs on diffiet frequency chunks. While WCDMA
would require complex equalizer due to increased multigatimponent on a bandwidth larger
than 5MHz, OFDMA is simply free from Inter-Carrier Interérce (ICl). The multiple access
techniques chosen for downlink is OFDMA and for uplink is@&Carrier Frequency Division
Multiple Access (SC-FDMA). As the thesis deals with dowklimve will focus only on OFDMA.

The second important technological break is the introduactif a flat architecture. The RAN
E-UTRAN is composed of only one node, the eNode-B. All theaqadntrol functionalities of the
RAN are in the BS. Combined with OFDMA, this enables fast clehiaware packet scheduling in
both time and frequency domain. Simulations show that tHeapacity can improve up to 40%
with this technique [10]. Furthermore, the flat architecétallows to lower the round trip time
and packet delay in general as packet have to travel threegshrletwork nodes. However, flat
architecture is possible at the cost of macro diversity gzhwas managed by the Radio Network
Controler (RNC) in UTRAN.

1.2.2 LTE Overall Architecture

a S1 . )
\ ,,,,,,,,,,,,, [T
eNB X2 IS ﬁx';emall
X2 \ < MME N etwor
/ & s-GwW S5
LTE Uu (( )) ((%)) s1
) —_— X P-GW

eNB
eNB
N— 7 \— _/
o~ ~N"
E-UTRAN EPC

Figure 1.2: General simplified LTE architecture

The 3GPP LTE includes specifications for a core network, theled Packet Core (EPC)
and for a RAN, the E-UTRAN. The mains characteristics of ER€asimplified architecture
for higher throughput and lower latencies and mobility nggamaent between different types of
RAN including non 3GPP (WIMAX for example). The main nodes #ive Mobility Management
Entity (MME), the Serving Gateway (S-GW) and the Public Did&work Gateway (P-GW). The
MME is a control entity that manages the connections withrRA& and performs authentication.
The S-GW forwards packets to the RAN. The P-GW is the anchort wd the UE that stays
fixed throughout the connection and which is directly comeedo the external network. EPC
is described in the specifications [11] and [12]. As mentibire section 1.2.1, E-UTRAN is
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composed of only one node, the eNode-B which carries all tR&Runctionalities as well as
radio functionalities. E-UTRAN is described in the speeifion [13]. Figure 1.2 depicts a simple
LTE architecture scenario including the main standardin&ztfaces.

1.2.3 Quality of Service (QoS) in LTE

As mentioned before, QoS is defined as the ability of a netwonrovide a service to an end
user at a given service level [14]. More precisely, a Serlggel corresponds to a set of objective
parameters named QoS parameters relating directly to esrdenperience, for example: packet
delay or bit rate. In mobile networks, QoS encompasses altlitierent mechanisms that insure
compliance with the QoS parameters negotiated with anmadteetwork.

The LTE QoS concepts inherits from the UMTS QoS concept destin [15] and presents
many similarities in the principle. However, as the trend Tt goes toward reducing the num-
ber of nodes and simplifying the networks as much as posditdeLTE QoS concept presents
substantial changes compared to previous version [11].

The 3GPP QoS concept is based on the bearer principle. Arhisaaelogical connection
between two nodes insuring a certain service level charaeteby a set of QoS parameters. The
LTE bearer architecture is described in figure 1.3 [13].

<~  EUTRAN —»<—— EPC—»= Xemal
: eNB : S-GW : P-GW : Eﬁﬁtry
o End-to-end Service >
- 1 [ | | |
o EPS Bearer D External Bearer >
N U N N O |
O Radio Bearer D S1 Bearer D S4/S8 Bearer ) :
N R e A
Radio S1 S4/S8 (‘si

Figure 1.3: LTE bearer architecture. Reproduced from [13]

The main LTE QoS parameters described in [11] are the foligwi

o the Quality of Service Class Identifier (QCI) is a scalar tmaips to a set of characteris-
tics describing the expected packet forwarding treatméht[The QCI characteristics are
detailed in table 1.1. New Channel Quality Information (CQa&n be configured by the
operator. However 3GPP established a set standardizedh@Gdan be used as reference.
Those QCl are described in table 1.2.
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Table 1.1: QCI characteristics definitions [16]

Characteristic | Description

Resource Type| either "Guaranteed Bit Rate (GBR) bearer"
or a "non-GBR bearer". GBR bearers pro-
vide the required GBR while non-GBR bear-
ers don't provide any specific guarantee in
terms of bit rate (best effor traffic)

Priority 1 corresponds to the highest priority. This pa-
rameter is to be used to differenciate bearers
in case of resource shortage.

PDB Packet Delay Budget. "Soft" upper bound
with a confidence level of 98% for a time that
a packet may be delayed between the P-GW
and the UE.

PELR Packet Error Loss Rate. Upper bound for the
packet error loss rate of L2 SDUs.

Table 1.2: Standardized QCIs [16]

QClI H Resource Type‘ Priority ‘ PDB ‘ PELR ‘ traffic type example

1 2 100ms | 10~2 | Conversational Voice
2 GBR 4 150ms | 1072 | Conversational Video (Live
Streaming)
3 5 300ms| 10~* | Non-Conversational Video
(Buffered Streaming)
3 50ms | 102 | Real Time Gaming
1 1074 o
00ms | 10 IMS Signaling
6 non-GBR 7 100ms | 10~2 | Voice, Video (Live Streaming),

Interactive Gaming

Video (Buffered Streaming),
300ms | 10~* | Transmission Control
Protocol (TCP)-based
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e the Allocation and Retention Priority (ARP) is used to pitine bearers at bearer establish-
ment (it may therefore be used in RAC),

Additionally, every GBR bearer is assigned the followinggraeters:

e the GBR,

¢ the Agregate Maximum Bit Rate (AMBR) which is the sum of the RiBof all the bearers
of a UE.

1.2.4 The Radio Protocol

Figure 1.4 presents the protocol stack of the E-UTRAN agriiace between the eNode-B and the
UE. At layer 3 (radio network layer) the Radio Resource GanRRC) controls the establish-
ment, performs maintenance and releases radio bearetso hasts mobility functionalities like
handover and cell selection. In LTE, the RAC operates ororbdarer and is therefore at layer
3. Layer 2 (radio link layer) is divided into 3 sub-layers.€elMRacket Data Convergence Protocol
(PDCP) performs Internetworks Protocol (IP) traffic spedidisks like header compression or du-
plicate detection. The Radio Link Control (RLC) hosts thetgknatic Repeat ReQuest (ARQ)
functionality and performs segmentation and concatenatibpackets. The Medium Access
Control (MAC) performs error correction through Hybrid Aatatic Repeat reQuest (HARQ),
UE prioritization and transport block format selectionrka to the LA functionality. The PS is
located at layer 2. At layer 1 (radio physical layer) the Pid¢#kLayer (PHY) performs coding,
Cyclic Redundancy Check (CRC) introduction and modulatlbhosts the LA functions and per-
forms the CQIl and HARQ Acknowledgement (ACK)/Non-Acknoddement (NACK) reporting.

The LTE radio protocol has a channel structure. the diffelbearers are mapped into different
logical channels defined by the type of data that are carfibd. MAC performs mapping between
logical channels and transport channels which are defineardiog to how the data are carried
through the air interface. Finally, the PHY maps the transgaannels into physical channels.

We note here that unlike in UTRAN, both RAC and PS are locatdte same node. While in
HSDPA, only the PS could benefit from the CQI reports, in E-BANDboth the PS and the RAC
can benefit from it.

1.3 Orthogonal Frequency Division Multiple Access

OFDMA is a multiple users radio access technique based onNOKIFDM consists in dividing
the transmission bandwidth into several orthogonal subera each of which carries a different
data stream. A set of modulated data symbols sent over tfexadif sub-carriers consists of an
OFDM symbol. In the present context, orthogonality betwesmiers means that the energy spec-
tral density of the different sub carriers overlap withouerfering with each other [17]. However,
in a wireless channel, the signal can go through a multipadimeel which may alter the subcarrier
orthogonality at the receiver. For this reason, a cyclidipi@an be introduced before each OFDM
symbol in order to conserve the orthogonality at the recg¢M&] and therefore provide robustness
in a wireless environment. Another key development of OFD&swhe demonstration that the
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UE eNode-B
L3 RRC
QoS
---------() Radio Bearer >---------
PDCL
RLC N
L2
O Logical Channels )
---------() Transport Channels >---------
PHY
L1 cal \%QTI[
¥
---------O Physical Channels >---------
] \

Figure 1.4: The radio air interface protocol stack

subcarrier modulation and demodulation can be performddvwyomplex algorithms IFFT and
FFT [19]. Though invented in the 60s [17] OFDM became popiriahe 90s [20]. Nowadays,
OFDMA is often considered as the best choice for future Hvaad wireless access [6].

In a downlink context, OFDMA consists in sending data toatiéit UEs using different sets of
sub-carriers. In order to simplify and minimize the signglof the resource allocation to the UEs,
the sub-carriers can be grouped into different sub-sets ®de-set forming the smallest frequency
domain allocation unit. In E-UTRAN, this unit is called Piged Resource Block (PRB) where
each PRB consists of an equal number of adjacent sub-ar8emilarly, OFDM symbols can be
grouped by adjacent symbols to form the smallest time dorakdcation unit which is call the
Transmission Time Interval (TTI) in E-UTRAN. The domain dion as well as the unit names
employed in the thesis are summarized in figure 1.5. Fig@rgites an example of 2 UE resource
allocation.

In E-UTRAN, the sub-carrier spacing i$kHz and each PRB consists of 12 adjacent sub-
carriers. A TTl is composed of 14 OFDM symboils for the shoxlicyprefix configuration and
lasts for 1ms. More details regarding the OFDM / OFDMA partarecan be found in [21].
Moreover, LTE can operate on variable bandwidth as deatiib¢22], table 1.3 summarizes the
different configurations available.

1.4 Radio Resource Management: the State of the Art

As mentioned before, RRM is the set of components in the RAl lielp achieving QoS while
using efficiently the available transmission resource. fflatn RRM algorithms dealt with in the
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Frequency )
A \

w__Transmission bandwidth

' PRB

[ S E—
1 OFDM symbol
[

Time Transmission Interval (TTI)

Figure 1.5: OFDMA transport units

Frequency
A

- Time

1 TTI

Figure 1.6: example of resource allocation in OFDMA

Table 1.3: E-UTRAN OFDMA configurations

Transmission Bandwidth (MHz)
Effective Bandwidth (MHZz)
Number of PRBs (NprB)

1.4
1.08
6

3 5
2.70| 4.50
15 | 25

10
9
50

15
135
75

20
18
100
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thesis are:

e The PS allocates radio resource to different services osbaged channel depending on the
radio channel condition and the QoS parameters requirament

e RAC aims at controlling the access of new services, insutiagthe RAN is always able to
provide QoS for all services,

o Inter-Cell Interference Coordination (ICIC) tries to imsuhat the generated inter-cell inter-
ference is as low as possible thus providing high channebsiguality.

1.4.1 Packet Scheduler

In a network node, the Packet Scheduler is the functionalitharge of prioritizing and forward-
ing data packets to the next nodes. The PS between a RAN andvegEshe air-interface takes
a special importance due to the fast changing nature of taeneh and the heterogeneity of the
channel quality among UESs. In the most recent RAN like HSDPE-®@TRAN, PS is located di-
rectly in the BS and is performed on a millisecond basis ireptd adapt to fast channel variation
and therefore benefit from multi user diversity gain whictswiest shown in [23].

Different optimization frameworks have been developedifive-line networks and later gen-
eralized or adapted to wireless networks. For example, ¢héce level agreement concept is
based on the definition of service dependent network chgrgivd incoming functions [24]. In
that framework, the PS prioritizes UEs that will maximize thetwork income. Service level
agreement has been adapted to OFDMA based wireless netind8&. Another example is the
weighted fair queuing [26], which is derived from the geh@racessor sharing concept and guar-
antees to different services a fixed share of the link capagieighted fair queuing orders packets
according to start and finish tags given to the packet at #reiral in the node. It was adapted to
wireless networks in [27], [28], [29], [30] and further adeg to OFDMA wireless networks in
[31].

Finally, the Proportional Fair (PF) packet scheduling gt proposed in [32] for wire-
line networks is based on network utility maximization. Wetk utility maximization consists
in defining the utility characterized by a function of thedee data rate and then at each TTI
the scheduling decision that maximizes the total netwoilityuts taken. The expression of the
decision can be found using a simple mathematical tool: eooptimization. In a wireless Time
Division Multiple Access (TDMA) system, this results in aryesimple expression where in each
TTI, the UE that maximizes a simple metric is scheduled [33].

Following the utility maximization framework, many algthnms have been developed for
TDMA wireless systems like HSDPA. The most significant exbarip the widely studied PF
algorithms [34]. PF when in equilibrium state, schedulesUWt in its highest fade. An interest-
ing property of PF is that it provides an approximately egl@éat share of the resource time-wise
to each UE [35] [36]. As PF does not include any throughputrgntee, several improvements
have been brought to the algorithms in order to add QoS stippome examples are the PF with
Required Activity Detection (RAD) algorithms and the PFwiitarrier functions algorithms.

PF with barrier function is introduced in [33] and [37]. Itr@ists in introducing in the utility
definition a "barrier function" that gives a very low utilitp data rates below the minimum ex-
pected data rate. PF with RAD estimates the required time shquired by the UE to fulfill its bit
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rate requirement and adjusts the time share given to eachasétllon their specific requirements
[38].

The utility maximization framework can be applied usinditytifunction of the packet delay
[39]. The most widely studied algorithm is Modified Largeseighted Delay First (M-LWDF)
[40] [41] [42]. M-LWDF aims at guaranteeing to each UE thatefimed proportion of their
packets are delivered within a certain time laps.

Finally, many other PS have been developed for TDMA wiretetg/orks. Some example are
given in [43].

However, for OFDMA wireless networks, the application oé titility maximization princi-
ple is not as straightforward as in TDMA systems. Indeed,ifisrdnt UEs can be allocated to
different PRBs within the same TTI, the solution to the cosmpbptimization problem does not
necessarily apply to PS as a simple metric maximization. [R# for OFDMA wireless systems
has been developed in [45] and [46]. As those solutions argatationally highly complex and
could not be applied in a real system, [45] and [46] providepdified solutions that reduce signif-
icantly the complexity of PF for OFDMA.

Many studies propose a mixed OFDMA PS approach where UEsheelsled based on per-
PRB metric maximization [47], [10]. This can also be considieas a simplification to the utility
maximization problem. Moreover, some studies propose aii@ed into time and frequency
domain packet scheduler [47]. The time domain schedulérsitects a set of UE to be scheduled
and then, the frequency domain scheduler performs the URBRapping out of the preselected
set of UEs. This offers very simple and flexible frameworkhwiery low complexity and therefore
applicable in real products.

1.4.2 Radio Admission Control

Admission control consists in accepting new connectioriaggthrough the node or not. As in
wire-line networks, the capacity is constant and sharedngnomnnections, it is often possible
to determine in a closed form the feasibility region of a P§&thm. The feasibility region is

the set of possible combination of connections that can ppated by the node while providing
the required QoS to all connections. In that case, when agstdar a new connection occurs,
the admission control simply checks whether with the newneation the node would be in the
feasibility region associated with the PS algorithm. If tiede would remain in the feasibility
region then the new connection is accepted. An example sfitliethodology can be found for the
Earliest Deadline First and Static Priority PS algorithm$§4i8].

In Wireless system, the derivation of admission controli¢iwiwill be from this point called
Radio Admission Control (RAC)) algorithms is not that sjtgtforward since the capacity of the
channel is different among UEs and also varies. Itis theeafot necessarily possible to determine
a fixed feasibility region. Furthermore it is possible todict precisely the capacity of incoming
users in wire-line networks but this is not necessarily jibasn wireless networks since it depends
tightly on the knowledge of the radio conditions of the uséne extent of which depends on the
signaling of the system before the establishment of the ection. RAC is therefore also very
system dependent. In wireless systems, RAC generally focaetermining average limits of the
feasibility zones.

For example, the algorithm proposed in [49] is based on th&®¥barrier function PS al-
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gorithm [33]. It tries to estimate the state of the systenhd@ hew connection is accepted and
evaluate the penalty that the system would endorse. Thesagimicontrol decision is then based
on a penalty threshold. Another RAC algorithm has been megpdor HSDPA in [50]. This algo-
rithm bases the RAC decision on the power required for a naseleo support their defined QoS
service level. A new bearer is accepted if the required pasvavailable. Power is a convenient
metric to use in HSDPA since power is reported to the RNC whigsts the RAC functionality.
Furthermore, in HSDPA a direct coupling between RAC and P@ase complex to introduce
since the two functionalities are not located in the samenod

RAC algorithms dedicated to OFDMA wireless system have lpreposed in the literature.
An interesting example is given in [51] which propose an aagit cell throughput estimation
based RAC. The cell throughput estimate is used as uppeddouthe sum of the GBR in the
cell. In [52], a RAC based on the UE queue state is proposed]. pi®poses a simple carrier to
interference ratio threshold RAC algorithm.

1.4.3 Inter-Cell Interference Coordination

ICIC is a mechanism that reduces the inter cell interferdmceoordinating the frequency use
between neighboring cells and therefore aims at incredbimgell edge user capacity.

As ICIC techniques, several frequency reuse patterns fiMAM are studied in [54]. Gener-
ally, using a fixed frequency reuse pattern with reuse fdoteer than 1 will improve the channel
conditions of the different UEs. However, this will limiteravailable bandwidth. Various types of
soft frequency reuse schemes have been proposed in 3GPRJOREN. Soft frequency reuse
consists in allocating different transmission power tdedént spectrum regions depending on the
physical location of the antenna of the eNode-B so that egellycan benefit from a low inter-
ference spectrum region. This is of course at the expenseord imterference on the other parts
of the bandwidth. Several proposals are given in [55] and. [$6e performance of this type of
scheme is studied in [57].

1.5 Motivation and Objectives

The general goal of the study is to provide a set of QoS awantd RRctionalities for OFDMA
downlink. The algorithms design will be made keeping in mihdt they must be realistic (low
complexity) and implementable in a real system. TherefloeeliTE specifications are taken as a
case study. The objectives are divided into three main satbsg

Firstly, the study aims at designing a low complex QoS aw&e®ontrarily to many studies
using idealistic assumptions, the algorithm design widllide the main constraints related to
a real system like noisy frequency domain channel qualiporting and HARQ handling. In
order to insure low complexity, the PS algorithms will belban the principle of decoupled time
and frequency domain packet scheduler [47]. As literataineoit very extensive on that type of
scheduler, the design constraints specific to time / freqquelomain scheduler will be studied.
The expected outcome is a set of algorithms able to managetieeluling of best effort and real
time traffic mix with a maximum UE satisfaction.

Secondly, as explained in Section 1.4.3 OFDMA allows theafseequency domain trans-
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mission power variations. Transmission power variatioms loe used as a mean to increase the
coverage of a cell. Besides, in limited offered traffic coiodis, part of the spectrum can remain
unused, which consists of another form of transmission pa&gation and can cause inconsis-
tencies in the CQI mechanism. In the thesis, frequency mmeséon power variations are studied
within a limited frame where the power spectral density caretther Nil or equal to a constant
value. Cases where there exist parts of the spectrum whegothier spectral density is null are
called fractional load cases. The thesis aims firstly at gipwhat are the effects of a fractional
load situation on the CQI reporting scheme and on the ge@8l Moreover, it aims at showing
if the cell coverage can be increased by forcing fractionalllin a cell (ICIC). The expected
outcome are fractional load management techniques that@ddplementation complexity and
therefore don't use any communication between eNode-Bs.

The third objective of the thesis is to design RAC algorithissOFDMA downlink to com-
plement the QoS packet scheduler and therefore to help thageaent of best effort and real
time traffic mix with a maximum UE satisfaction. It is intemt&o introduce new concepts with
the new possibilities offered by LTE and OFDMA like the redtion of the RAC functionality at

the eNode-B.

1.6 Methodology

A cellular network can be considered as a complex systemiagailves a large number of dy-
namics and interactions. For example, within one cell, a &Ssin will affect the state of all
UEs present in the cell which will affect further the next Ridion. Another example is that the
transmission power variation within one cell will affecetobhannel quality in neighboring cells,
which will influence their RRM decisions and transmissiompopattern thus affecting back other
cells. Therefore, the simulation approach is the most apjate to evaluate RRM algorithms in
a realistic cellular system context. Furthermore, theqrarhnce of radio system depends on a
certain number of non-deterministic phenomenons. The m@mple is the channel state. We
therefore choose to evaluate the algorithms developeithdsis in a system level simulator with

the following characteristics:

e a multicell layout as well as the different layer of the E-UAIRair interface protocol stack
relating directly to RRM are implemented,

e non deterministic phenomenons or phenomenons that do teovéme into the interactions
of the system are implemented with models of the literaturéeveloped during the course
of the thesis,

e link performance is evaluated in a separate simulator wisictot part of the present study
and is mapped into the system level simulator with techriglexeloped in the literature.

A special care is brought to the statistical relevance agdifsiance of the simulation results
by using appropriate statistical tools. Moreover, as phthe thesis work, a lot of efforts have
been brought on the quality of the simulator in terms of comafon time in order to enable
performing simulations with the greatest possible siatibsignificance. For example, the channel
implementation of the simulator has been optimized in otdeeduce the computation time to the
minimum and therefore enable to run longer simulations. él@rsuch a simulator remains heavy
and the available computation power was limited during thB Btudy. Some of the study cases
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would require exceptionally long computation time to pdsv/eccurate performance evaluations.
As such a time was not available during the PhD study, thelatioa results provided can only
be taken as performance indicators rather than preciseai@is. Those cases are mentioned
explicitly in the thesis whenever they occur.

Analytical and statistical methods have been used wheridemes useful to define optimality
criterions of RRM algorithms. Moreover, when possiblepitssare assessed by mean of analytical
analysis considering simplified assumptions.

1.7 Novelty and Contributions

The overall contribution of the PhD work is the creation ofRNRconcept for downlink OFDMA.
The different novelties and contributions of the thesis bardivided into several distinct parts
brought all together in chapter 6.

Firstly, the thesis proposes a consequent work regardingW@k has been carried out in
collaboration with colleagues from Aalborg university addkia Siemens Networks. Collabora-
tive contributions include early studies on multi user dsty gain from frequency domain PS for
OFDMA and compressed CQI schemes. The main personal oatittris consists of:

e The establishment of two design principles for decoupleueti frequency domain PS.
Firstly the Independence of the time and frequency domaiarflsecondly, the throughput
control role should be given to the Time Domain Packet Scligl(TDPS) in case of large
number of UEs and to the Frequency-Domain Packet Sched(HDgS) in case of low
number of UEs.

e Two FDPS metrics: Carrier over Interference to Average {®ohnd Proportional Fair
scheduled (PFsch). They provide a cell throughput gain @ @@er Throughput To Average
(TTA)

e The metric weighting principle allows to introduce a low qaex throughput control mech-
anism in the FDPS. Several weighting schemes are proposeel.cdncept proves to in-
crease the cell coverage in case of low number of UEs in the cel

e The design of the RAD scheduler for OFDMA. The design encasgatwo different parts.
The RAD TDPS can be further improved by introducing delayrawass. The RAD FDPS
is based on the metric weighting principle.

e A thorough study of the following QoS aware TDPS: Priorityt Seheduler (PSS) and
M-LWDF in OFDMA with decoupled time / frequency domain schéxg.

The different contributions are detailed in chapters 3 atd® been published in the following
conference articles:

e A. Pokhariyal, K.l. Pedersen, G. Monghal, 1.Z. Kovacs, Cs&0oT.E. Kolding and P.E.
Mogensen, "HARQ Aware Frequency Domain Packet Schedukir Different Degrees of
Fairness",Proceedings of the IEEE Vehicular Technology ConferenceCjvVpp. 2761-
2765, Dublin, Ireland, April 2007.
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e K.I. Pedersen, G. Monghal, I.Z. Kovacs, T.E. Kolding, A. Rakiyal, F. Frederiksen and
P.E. Mogensen, "Frequency Domain Scheduling for OFDMA wiittited and Noisy Chan-
nel Feedback'Proceedings of the IEEE Vehicular Technology Conferende€Cj\Baltimore,
USA, October 2007.

e G. Monghal, K.I. Pedersen, 1.Z. Kovacs and P.E. MogensenS'Qriented Time and Fre-
guency Domain Packet Schedulers for The UTRAN Long Termiian", Proceedings of
the IEEE Vehicular Technology Conference (VT&hgapore, May 2008.

Then, fractional load related contributions have beenlfirsade through collaborative work
with the simple evaluation of the cell performance in fractil load conditions. the main contri-
bution of the thesis regarding fractional load are

e A study of the consequences a fractional load situation duack of offered traffic. It is
shown that it can lead to a dramatic BLock Error Rate (BLER}é¢ase.

e New autonomous frequency transmission allocation pattiat overcome the above-mentioned
BLER increase and minimize the interference at a given load.

e Itis as well shown that a simple Wideband Interference Réppin the CQI scheme over-
comes the BLER increase.

The different contributions are detailed in chapter 4 haaenbpublished in the following confer-
ence articles:

e A. Pokhariyal, G. Monghal, K.I. Pedersen, P.E. Mogenseh, Kovacs, C. Rosa and T.E.
Kolding, "Frequency Domain Packet Scheduling under FoaeliLoad for the UTRANLTE
Downlink", Proceedings of the IEEE Vehicular Technology Conferen@&j\pp. 699-703,
Dublin, Ireland, April 2007.

e S. Kumar, G. Monghal, J. Nin, I. Ordas, K.I. Pedersen and M&gensen, "Autonomous
Inter Cell Interference Avoidance under Fractional LoadDownlink Long Term Evolu-
tion", Proceedings of the IEEE Vehicular Technology ConferendeCj\Barcelona, Spain,
April 20009.

e G. Monghal, S. Kumar, K.I. Pedersen and P.E. Mogensen,dtated Fractional Load and
Packet Scheduling for OFDMA Systemd#?roceedings of the IEEE International Confer-
ence on Communications (IC@resden, June 2009.

And the following patent application has been filled:

e K.I. Pedersen, P.E. Mogensen, G. Monghal and A. Pokhariabquency-Domain Packet
Scheduling under Fractional Load", United States Promaid?atent Application, April
2007.

RAC has been studied extensively and the main personalilwotidn are:

e A new RAC concept based on the RAD principle that takes battctrannel quality of the
UEs in the cell and that of the incoming UE.
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e Athorough analysis of RAD-based RAC versus other algorithifrthe literature concluding
that the RAD-based RAC outperforms the other algorithms.

These contributions is detailed in chapter 6.

Additionally, the channel implementation optimizationkdas been formalized into a gen-
eral OFDMA simulator channel optimization framework, wéé¢he main personal contribution
consists of:

e a method for optimizing the fast fading implementation ofaFDMA fast fading simulator
based on the frequency and time domain correlation preseofi the channel.

This contribution is published in the following confereraxicle:

e G. Monghal, I.Z. Kovacs, A. Pokhariyal, K.I. Pedersen, Cs&and P.E. Mogensen, "Fast
Fading Implementation Optimization in an OFDMA System Siar", Proceedings of the
IEEE Vehicular Technology Conference (VT)). 1214-1218, Dublin, Ireland, April 2007.

A reprint of this article can be found in appendix .

Besides, other topics closely related to the PhD study haee btudied in collaboration with
colleagues from Aalborg University and Nokia Siemens NeksoThis includes LTE cell capacity
with different sectorized cells and the impact of reduced €emes. Those studies have been
published in:

e S. Kumar, I.Z. Kovacs, G. Monghal, K.I. Pedersen and P.E. &fsgn, "Performance Eval-
uation of 6-Sector-Site Deployment for Downlink UTRAN Lofigrm Evolution”, Pro-
ceedings of the IEEE Vehicular Technology Conference (VT&lary, Canada, September
2008.

e K.I. Pedersen, G. Monghal, I.Z. Kovacs, T.E. Kolding, A. Rakiyal, F. Frederiksen and
P.E. Mogensen, "Frequency Domain Scheduling for OFDMA Withited and Noisy Chan-
nel Feedback"Proceedings of the IEEE Vehicular Technology ConferendeCjvBalti-
more, USA, September 2007.

Finally, major contributions have been made to the compaoprjetary simulator in terms
of implementation in the frame of the PhD study. Of course, ¢thannel implementation opti-
mization is part of it. Furthermore, the following functalities have been implemented: major
RRM features including the PS framework and RAC framewoR] f2porting and advanced CQI
reporting schemes, Signal-to-Interference-plus-Noia§oRSINR) and CQI calculation, HARQ
combining, Outer Loop Link Adaptation (OLLA), support of itittraffic, Poisson call arrival,
support of multiple site simulations and wrap around, suppipartial bandwidth utilization and
ICIC schemes including Soft Frequency Reuse (SFR) and sifrggjuency avoidance schemes.

1.8 Thesis Outline

The structure of the thesis follows a comprehensive stracithere new degrees of complexity
are added in every chapter. A brief description of the chdpterovided below:
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e Chapter 1:Thesis Introductiorprovides information regarding the general background of
the PhD Study. The technological context is described amdnbtivation for the PhD study
is formulated. A description of the state of the art regagd®RM is included.

e Chapter 2: System Descriptiomlescribes the assumptions and the system model imple-
mented in a simulator to test the different algorithms dewetl during the course of the
study. The relevant assumptions and models are descrilibcavkigh level of detail. Dif-
ferent traffic models and simulation scenarios are als@dnited. Furthermore baseline
results are provided in order to validate the simulator angrtvide reference results.

e Chapter 3Packet Schedulers for throughput fairness and throughpntrol introduces new
PS with GBR guarantees. The underlying principles of the&k@t&8chedulers are discussed
and we highlight the key mechanisms that help controllirgUle throughput and multi user
diversity gain.

e Chapter 4:Packet Scheduling Under Fractional Load Conditidasctional loading is de-
fined as a situation where the transmission bandwidth is asgdpartially. The conse-
guences of such a scenario are analyzed. Different schgdaljorithms dedicated to frac-
tional load situations are developed according to diffetevels of channel signal quality
awareness provided by the CQI. The scheduling algorithrediestly tested in a simple
scenario where the transmission bandwidth fraction in si@®nstant, then it is tested as a
mean to increase coverage. Finally, is is tested in a rieatisenario where the fractional
load situations are created by traffic fluctuation and lackadfic.

e Chapter 5:Qo0S aware Packet Schedulgescribes PS algorithms for QoS control. Algo-
rithms from the literature and from Chapter 3 are adaptedppart QoS. Furthermore, the
RAD concept, well known to HSDPA systems, is adapted to OFDM#A the algorithms
are evaluated in mixed traffic conditions.

e Chapter 6:Radio Admission Contrdhtroduces different RAC algorithms. The RAD con-
cept is also adapted as a RAC algorithm. The different swigtare evaluated in a mixed
traffic environment with advanced QoS aware PS.

e Chapter 7:Thesis Conclusiofiormulates recommendation for downlink OFDMA system
RRM algorithms based on the PhD study. Furthermore, sepeiats that could not be
assessed during the thesis are discussed and proposetifenfuorks.

In order to support the work, several appendix are provided:

e Appendix A: Simulation Methodology: Simulator Optimizatiamcludes a reprint of the
article "Fast Fading Implementation Optimization in an QFE® System Simulator"Pro-
ceedings of the IEEE Vehicular Technology Conference (Vpg) 1214-1218, Dublin,
Ireland, April 2007.

e Appendix B:Simulation Methodology: Statistical analysis of the résplesents the statis-
tical framework used in the thesis to asses the statistteVance of the different results.






Chapter 2

System Description

2.1 Introduction

Along the thesis, the different Radio Resource Managent®Rt) algorithms are evaluated by
means of system level simulations. In this chapter, we dBsthe general system model used
during the thesis and implemented in the simulator. Theidfft assumptions are detailed and
their relevance to the study is discussed. The system mdiées parameterization flexibility to
study various RRM aspects. Firstly, we describe the phislwracteristics of the system model,
then we introduce the layer 3 and then layer 2 and 1 modelintheosystem. Finally, baseline
results are provided in order to provide reference to lasults and to validate the simulator by
comparing with results from the open literature.

2.2 Physical environment modeling

The system physical environment modeling is based on the RtA€ase 1 assumptions defined by
3rd Generation Partnership Project (3GPP) in [9]. MACRCechsdefines a geographical cellular
configuration as well as pathgain, antenna pattern and ashfdling model. It also includes
several propositions for fast fading models, carrier ferguies and transmission configurations.
All MACRO case 1 specific parameters and the fast fading nsoaled transmission configurations
chosen for the PhD study are detailed in Table 2.1 and in thieafethis section. The 3GPP
model are used by different 3GPP participants to asses é&ddiversal Terrestrial Radio Access
Network (E-UTRAN) performance and compare results. Theytherefore widely used among
researchers. This will help us validating the simulator bgnparing the results with those given
in other studies.

The simulated layout consists of 19 sites. Each site canthiree sectorized antennas in its
center oriented in different directions, each antenna igeoted to a separate E-UTRAN Node
B (eNode-B). A site consists therefore of three cells (alitvely called sectors) with independent
RRM. The geometrical aspects of the layout are describedyuré 2.1.

The maximum transmit power per eNode-B, for a 10MHz transimisbandwidth E-UTRAN
configuration, is of 46dBm. This 10MHz transmission bandtvidonfiguration comprises 600
sub-carriers. If all sub-carriers are in transmission matite maximum and equal power, the
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Table 2.1: MACRO case 1 system parameters

Parameter Setting
Total number of sectorsy,,. 57
Sectors per sit€yVecpsite 3
Site-to-site distance 500 m

Antenna pattern gairt,.,,, [6']

Path Gain !
Shadow fading standard deviation
Shadow fading correlation (same site)

vath 8], s IN km

. 91’ 2
—mln{l?- (W) ,20} dB
—121.1 — 37.6 - logy (s) dB

8dB
1

Shadow fading correlation (between sites) 0.5

Maximum sector transmit powet,,, .
Transmit power per sub-carrier
Thermal noise spectral density/;;,

UE noise figuréV;
Fast Fading

LTE System bandwidth configuration
Transmission bandwidt®dw;, 4, s

Number of sub-carriers
Sub-carrier spacin@dws,
Carrier frequency

46 dBm
18.22dBm
—174dBm/Hz
9dB
Typical Urban 20, rayleigh
10 MHz
9 MHz
600
15kHz
2GHz

Sectorized
Antennas

12>_> 11>_> 10>_>

' Inter Site !
' Distance '

Sectors or
Cells

Interfering site

Figure 2.1: Cellular Layout Model

Signaling / Interfering site
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transmission power per sub-carrier is of 18.22dBm. In thB Btudy, it is chosen that a sub-
carrier can be:

e either in transmission mode, in which case, the sub-cagigansmitting data with a power
of 18.22 dBm

e Or in non-transmission maode, in which case, the sub-cagieot transmitting any data.

Along the thesis, two different layout simulation approegtidepending on two different power
transmission setting cases.

Firstly if all sub-carriers are in transmission mode at gvEransmission Time Interval (TTI)
in every cell, then the inter cell interference is constarterefore, as long as this condition is
fulfilled, any RRM decision will have only internal impact @8 own cell traffic as the inter cell
interference remains unchanged. With that assumption, Eiggipment (UE)s are dropped only
in the three center cells called "signaling / interferingfewhere the RRM algorithms and data
transmission are explicitly simulated. The other cells @distributed symmetrically around the
center site and their purpose is only to create interferéorce center site. Those cells are called
"interfering cells". This layout simulation approach isidtrated in figure 2.1.

Secondly, if the transmission state of the sub-carrierecsded by the RRM algorithms, the
transmit power of a cell can be subject to time and frequeriakility. In that case, the inter
cell interference will vary and therefore, RRM algorithmal Wave internal influence on the cell
as well as influence on other cells under the form of interfeeevariations. In that case, it is
necessary to simulate explicitty RRM in all cells of the layoHowever, in order to provide to
each cell similar interference conditions, the wrap-atbtecthnique is used. Six mirror layouts
are reproduced around the main 19 sites layout thus creatiogal 7 versions of each site. Users
are dropped only in the main layout however, the interfezeaed signal strength are based on
its virtual layout which consists of the closest version atte of the sites. This layout simulation
approach is illustrated in Figure 2.2.

UEs are dropped in the simulated cells with uniform probigbi¥Wwhen a UE is dropped, a link
is created with each of th¥.. sectors. Each link with sectaiis associated with a shadow fading
S’, antenna gairl.},,, and a path gairl! ,, according to the models specified in Table 2.1. The
UE establishes a signaling connection with the eNodeith highest overall path gain:

§ = argmax (Lins - Lo - SY) (2.1)

Each UE remains at the same location until its session entierefore, the different path
gains, antenna gains and shadow fading values remain oonsttl the end of the UE session.
However, the UE is given a certain speed. Therefore fashpdilues are changing accordingly.
This type of simulations can be called "semi-static" askdésainto account the effect of movement
on the fast fading variation but not on the shadow fading att fwss variations. The underlying
assumption is that UEs are moving around the same appraximetion.

The fast fading model employed in the simulations is the 20 pgpical urban model [58]
with Rayleigh fading. We also assume that multiple antermmaeceivers (UEs) and transmitters
(eNode-B) are uncorrelated and therefore, the differenhections between different antennas of
a transmitter-receiver couple fade independently. Fastdavalues are generated with the Jakes
fader described in [59]. In order to simulate Orthogonalgiency Division Multiple Access
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.. Mirror
./~ Layouts

Mirror site
of site 1

Virtual Layout
of UE x

Signaling / Interfering site

Interfering / Mirror site

Figure 2.2: Cellular Layout Model

(OFDMA), fast fading gaindTH' [a] [k] have to be calculated for each sub-carkigeach antenna
connectiona of each link: at every time unit which involves extensive use of Fouriangform.
This can be very costly in terms of processing power. In otddimit the complexity of the
simulator, the fast fading implementation has been opgdhiaccording to the method described
in Appendix A. Furthermore, Appendix A describes in detaé talculation oHH' [a] [k].

The system physical modeling allows to calculate differesgr’s Signal-to-Interference-plus-
Noise Ratio (SINR). In our simulations, transmissions Ngg = 1 transmit antenna anir, =
2 receive antennas with Maximal Ratio Combining (MRC). ThalBIprovided by the MRC is
approximated as follows in the simulations:

N PS (K] - LS, - LS., - 5 - HHS [a] [K]

SINR[k] =) — path (2.2)
o=t Z (PZ [k] : Limt : L;mth : SZ : HHZ [a’] [k]) + Wf : Wth : Bdwsub
i#S

A frequently used general indicator that describes theaaseradio condition of a user is the
Geometry (also called G-factor) defined as follows:

Npy P - LS LS SS

. b
G= Z Niee S (2.3)
—1 ) ) )
“ Z (Pmaz : Limt : L;ath : Sl) + Wf : Wth : Bdwtrans
i£S

Table 2.2 summarizes the definitions of the different conepts used in the expressions of the
SINR(2.2) and Geometry (2.3).
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Table 2.2: Notations used in the expressions of SINR (2.2) and Geon2{8y

Variable Unit Description

S superscript standing for the index of the signalink link

K superscript standing for the index of interfering links

a indicates the index of a receiver antenna

Npe Number of receiver antennas (equal to 2 in the study)

Nec Number of sectors (equal to 57 in the simulated layout)

P[] W] Transmis_sion power qf eNodeeB_)n s_ub-carriek
Sub-carrier transmission power is either -Inf. or 18.22dBm

HH' [a] [K] | [] Fast fading gain on link for receiver antenna on sub-carriek

L, [] Antenna gain on link

L oin [] Path-loss on link

S? [-] Shadow fading on link

Wy [-] Noise figure (?)

W;h [W.Hz~!] | Thermal noise (?)

Bdwgys, [Hz] subcarrier bandwith (15kHz)

Bdwirans [Hz] effective transmission bandwidth (9MHz)

2.3 Call arrival and traffic models

Along the thesis we use four kinds of call arrival modes: itditouffer, finite buffer, Poisson call
arrival and constant User Diversity Order (UDO) with mixedffic. Those different call arrival
modes are used to provide different types of results. Thasgemare thoroughly explained in the
present section and we try to give some indication on thé&réint purpose. Table 2.3 summarizes
the different parameters to be set for each call arrival mode

2.3.1 Infinite Buffer

Infinite buffer simulations consists @¥,.,,, runs of Tz s. In each runNy UEs per cell are
dropped in the simulated layout. Each UE has an "infinitedslifin the eNode-B to download.
Therefore, a UE session ends with the end of the run. Thisdfpanulations are used to under-
stand basic features of Packet Scheduler (PS) algorithnfimité buffer simulations are easy to
analyze and interpret since the time spend by each UE in tiworieis fixed and the number of
UE is fixed as well.
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Table 2.3: Parameters for traffic and call arrival settings

Configuration Parameters

Number of runsV,.,,

Infinite Buffer Simulation TimeT ;5 [s]

Number of UE per celNy g

Simulation timeTr g [S]
Finite Buffer constant UDO Number of UE per cellNy 5
Buffer SizeBrp [kb]

Simulation timel'pe 4[S]

Finite buffer average offered loag-z [kbps]

Finite buffer Buffer SizeBr g [kb]

Constant Bit Rate (CBR) average offered logisr [kbps]
CBR packet sizé’-pR [kb]

CBR session tim&¢pr [S]

CBR bit rateC BR [bkps]
Simulation timeT ¢y pol[s]

Poisson Call Arrival

Number of finite buffer UE per celN/ 2
Constant UDO with mixed traffi¢ Finite buffer Buffer SizeBr; [kb]

CBR offered loadycgr [kKbps]

CBR packet sizéPcpr [Kb]

CBR session tim@ g [S]

CBR bit rateC' BR [bkps]

2.3.2 Finite Buffer

Finite buffer simulations consist only of one runBfz s. In the beginning of the simulatioh;;
UEs per cell are dropped in the simulated layout. Each usealmffer of Br g kb to download.
Once the buffer is fully downloaded, the UE is replaced bytla@oUE dropped in the same cell
so that the number of UE in the céll;; z remains constant. The finite buffer call arrival mode is
more fair and realistic than infinite buffer as each UE dowdbthe same amount of data.

2.3.3 Poisson Call Arrival

Poisson call arrival simulations consist in creating nevslitihe layout with a Poisson distributed
time spacing between each new UE creation. In the Poissbardahl mode, two different traffic

types can be used. Firstly, a UE with finite buffer traffic mlogeist download a buffer of size
Brp kb directly available at the eNode-B at UE dropping. The dirbuffer model is used to
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model users requiring best effort service in general like Fiansfer Protocol (FTP) users of web
browsing users. The other available traffic type is CBR. FOB& UE, packets of equal size arrive
at the eNode-B with a constant inter arrival time during daiersession tim&-pr. A CBR UE

is entirely characterized by its bit rat€é BR, session timéozr and packet sizé€-pr. CBR
traffic is used to model mainly video or music streaming usersrder to characterize the arrival
rate of UEs in the layout, we use the Average Offered Load (AQlis measure corresponds to
the average data rate delivered to the base station in kbpssda Call Arrival is the most realistic
arrival scenario. Furthermore, it enables to test Radio idimn Control (RAC), which can be
performed on any incoming UE.

2.3.3.1 Constant UDO with mix of traffic

Constant UDO simulations consists of one rurlfefypo s. NEE finite buffer UEs andVGER
CBR UEs are dropped at simulation start. The number of finitiéeb and CBR UESs remain
constant until the end of the simulation. Therefore, evaneta UE finishes its session, it is
replaced by a UE of the same traffic type. Finite buffer UE carclharacterized bwgg while
CBR UEs can be characterized by the CBR offered load:

vepr = NGBR - CBR (2.4)

2.4 The Radio Admission Control framework

In E-UTRAN, RAC applies on radio bearers. One UE can potintieEansmit on several bearers

at the same time. However, in our study, we limit to the caser&/fJEs transmit only on one

bearer. Therefore, from this point, we will only use the tégia. Figure 2.3 describes the general
RAC model followed in the study. When a UE is incoming in thetsyn and request a connection
establishment, the layer 3 RAC functionality decides whethe connection is granted or if the
UE is rejected.

The RAC functionality must evaluate if the system has enaegburce available to support
the incoming UE. For that purpose, Information about théesth the system is available. This
encompass the different statistics or information thatlmagenerated by the PS functionality and
the Quality of Service (QoS) parameters of the UEs alreadgeamt in the network with an active
connection. Moreover, the RAC can use the incoming UE Qo&mpeters as well a channel qual-
ity indicator called Reference Signal Received Quality RS that is transmitted on the Physical
Uplink Control CHannel (PUCCH). In E-UTRAN, the RSRQ is thaio between the received
reference signal and the received signal on a certain secfithe bandwidth [60]. We discuss
models for the RSRQ estimation based on the G-factor in adtage.

2.5 The Packet Scheduler Framework

2.5.1 Overview of the PS functionality and the data flow

Figure 2.4 gives an overview of the PS functionality relasiavith data flow and diverse control
mechanisms used in our simulations.
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Figure 2.3: System Model, overview of Layer 3

Firstly, the data flow can be decomposed as follows. The eModeeives packets desalinated
to each UE, which constitute a packet buffer for each UE. Tadi&kLink Control (RLC) performs
segmentation and concatenation of those packets to cteateledium Access Control (MAC)
transport block. Transport blocks are associated with aidykutomatic Repeat reQuest (HARQ)
channel that handles the retransmissions of the transpmgk fn case of transmission failure.
Transport blocks of each UE are given a certain Modulatioth @oding Scheme (MCS) and
Physical Resource Block (PRB) mapping and transmittedab &de over the Physical Downlink
Shared CHannel (PDSCH). Each UE decodes his received trartspck. HARQ at the UE
requests retransmission in case of transport block trazssomi failure. If the HARQ transmission
succeeds, the RLC performs then de-segmentation and dateoation to deliver the original
packets to the UE’s upper layers. Note that we use a headdraackof 32 bits for the constitution
of the RLC Protocol Data Unit (PDU) and 24 bits for the MAC PDAEcording to the E-UTRAN
specifications [61] [62], RLC and MAC header have a varialige slepending on the size of
the Service Data Unit (SDU), however, the chosen valuesespand to an average value of the
simulated cases. Furthermore, the functionalities of Huk& Data Convergence Protocol (PDCP)
and the Automatic Repeat ReQuest (ARQ) functionality of RIt€ not simulated as they have a
low impact on the study.

In order to manage this data flow, several control mechanises to be in place. The core
control mechanism is the PS which outputs the following rimfations:
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e PRB to UE mappings the primary functionality of the PS. The following outmre direct
consequences of the PRB to UE mapping.

e Transport block sizef the scheduled UEs are used by the RLC to perform concédenat
and segmentation of the different packets in the UE packiéhand create the transport
block.

e Transport block formatef the scheduled UEs used by the PHYsical Layer (PHY) to perfo
modulation and coding.

¢ scheduled HARQ pending transmission transport bleckgpassed by the MAC to the PHY
together with the transport blocks for new transmission.

For providing these different informations, the PS can hsddllowing different inputs:

e The Channel Quality Information (CQIi3 reported on the PUCCH or the Physical Uplink
Shared CHannel (PUSCH) by each UE on a periodic basis. latmfrequency domain
channel gquality information calculated based on the pilots

e The QoS parameters of the different Ugn naturally be taken into account by the PS in
order to provide he required service level to each UE.

e The HARQ status of the UEsscharacterized by whether they have a pending retransmiss
or not. The PS can apply different degrees of prioritizingdubon retransmission status.

e The HARQ ACK/NACK repor@re reported on the PUCCH by the UEs every time a MAC
transport block is received.

e The buffer status of the different UEbaracterizes the total data that can potentially be
transmitted per UE. Itis also an upper bound for the tranidgock size.

2.5.2 Downlink physical channels

As illustrated on figure 2.4, several physical channels ansidered in our study. We will describe
in the present section the different modeling used for thid$erent channels.

The PUCCH is not explicitely modeled in our study as we focaglownlink. We firstly as-
sume that the PUCCH is error free, which is reasonable asWii is designed in the standard
to be robust [21]. Secondly, we assume that the PUCCH hadiciesnf capacity to accommodate
all CQIl and Acknowledgement (ACK) / Non-AcknowledgemenA@K) transmissions. The va-
lidity of this assumption depends directly on the CQI rejpgrscheme design discussed later and
on the number of UEs present in a cell. A detailed study ofithidtions related to uplink signal-
ing channels is not the main point of the PhD study. Howeeths is still a critical aspect that
could be a bottleneck for the whole system, therefore cotkative studies on techniques aiming
at reducing uplink signaling overhead have been led andusnersrized in Appendix B.

Downlink channels are modeled with more details. FigurdlRistrates the spacial configura-
tion of the pilot channel, PDSCH and Packet Downlink Con@blannel (PDCCH) within a TTI.
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Figure 2.5: OFDMA transport units

Inthe PhD study, the PDSCH is using 11 of the 14 Orthogonaj#&rcy Division Multiplexing
(OFDM) symbols contained in a TTl. When a UE is scheduled itdnsmitting a transport block
over a subset of PRBs with a certain MCS. At each TTI, a blookrgarobability is calculated for
each scheduled UE following the Exponential Effective SIMBtric (EESM) method detailed in
[63]. It consists in calculating an effective SINR:

1 SINR [k]
SINR.g [n] = n) €Xp | o N 25
oft [n] = Brrcsm) exp (#SUb(n) k;e%(n) ’ Puesm ) 7

In Formula (2.5), the effective SINR of Ukis calculated depending on:

e ap factor that depends on the MCS used by RIEM C'S (n).

o the different SINR values of the different sub-carriers driclki UE n is scheduled. In the
formula, the set of sub-carriers used by Wi denoted by Sufn).

The effective SINR is then mapped to block error probabitifylook-up into MCS dependent
SINR to bloc error probability tables also called Actual Malinterface (AVI) tables. The re-
ception of the transport block is then decided with the hdlghe block error probability and a
uniformly distributed random variable generator. The eggpion of the EESM method requires
prior extensive link studies in order to generate:

e The MCS dependert factors necessary for calculating the effective SINR

e The AVI tables

The link studies are not part of the PhD study. Tables geaérby Nokia Siemens Networks
(NSN) colleges have been used.

The pilot channel consists of virtual pilots spread over ZFD® symbols and over the whole
bandwidth. Pilots are virtual as they are superposed witB®&B data symbols. Our modeling
of the pilot channel consists therefore of an idealizatimeesthe pilot overhead is not taken into
account and a realistic pilot configuration would not cover whole bandwidth. The pilot power
per sub-carrier i = 17dBm which corresponds to 44.77dBm for the whole bandwidth.
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The PDCCH is located on the 3 first OFDM symbols of the TTI incrdance to Long Term
Evolution (LTE) specifications [21]. It is not explicitely adeled as the pilot channel or the
PDSCH. As the PUCCH, the PDCCH is considered to be error fngenan capacity limited.
The validity of the second assumption depends on the maximumber of UEs scheduled during
the same TTI. This consideration is taken into account irPtBelesign. More can be found on the
limitations related to PDCCH in [64].

2.5.3 Hybrid Automatic Repeat reQuest

HARQ is the MAC layer retransmission procedure. In E-UTRAdMdilink, HARQ is asyn-
chronous; which means that retransmission can occur atiraey Furthermore, HARQ is adap-
tive: retransmissions don't necessary use the same PRBh@&@ame MCS. However, In our
study, the same MCS is always used in retransmissions ofatime sransport block. Using the
same MCS helps reducing the signaling overhead and singaifeHARQ soft combining imple-
mentation. It is therefore more likely to be implemented ieal product. Finally, in the study, a
UE cannot transmit new data and a retransmission at the $arae t

Each UE is given 6 stop-and-wait channel upon connectioheé@Node-B. When a transport
block is created by the MAC sub-layer, it is associated to &REB channel if any is available.
Each channel performs transmission and retransmissiaife éfansport block upon command of
the PS. A retransmission can be triggered only when a NACKbleas received from previous
(re)transmission. An ACK ends the HARQ process succegsiNth more than 4 transmissions of
the same transport block can be performed. If the transomssinot successful after 4 transmis-
sion, the transport-block is considered as lost. The ACKZIKAeporting delay is 2 TTI.

Chase combining is performed on the multiple received gassof the transport block. Our
HARQ combining modeling is based on [65] with a chase conmgjrfficiency of 1.0.

2.5.4 Channel Quality Information reporting

In order to provide frequency domain channel quality intlazato the PS, a CQl is reported from
each UE to the eNode-B on a periodical basis. In our studyCteis reported every 5 TTI with
adelay of 2 TTI.

The CQI consists of a set of values corresponding to an egtiofahe SINR on each CQI
block. In our study the CQI block size is of 2 PRBs equalsMog; = 24 sub-carriers. The
expression of the ideal CQI on” CQI block is as in (2.6):

CQI“ [m] = (2.6)
m-NCQ]
N Z PS [k:] [k] ’ Lgnt ’ Lgath ’ SS ’ HHS [a’] [k]
i‘ k=(m—1)-Noor+1
m'NCQI Nsec
a=1 . . . . .
2 S Pk Lipy - Ly - S HH [a] [K] | + W - Wey - Bdw,as

kZ(mfl)-NcQ]+1 i#S
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Note that the CQI is an SINR measure on each CQI block. Therdift notations of (2.6) are
summarized in Table 2.2. Receiver imperfections are mddeyeadding a zero mean Gaussian
error of 1dB standard deviation to the ideal CQI as in [66]:

CQIfz[I] = CQI [I] + ¢ 2.7)

wheree is normally distributed with mean 0dB and standard devetidB. In order to be imple-
mentable in a real system and in order to comply with the Wpdignaling constraint mentioned
in section 2.5.2, the CQI is further quantified with a 1dB step

CQLis™ [I] = [CQIg; 1] (2.8)

Finally, the CQI needs time to be processed at the UE and t@absnitted back to the eNode-B.
Therefore, it is delivered with a delay of two TTls after maasnent.

2.5.5 Packet Scheduler

Figure 2.6 describes in detail the PS framework used in tiiz ftrdy. The two main entities of
the PS namely the Time Domain Packet Scheduling (TDPS) anérthquency-Domain Packet
Scheduling (FDPS) take as input a set of schedulable usaessdhedulability is checked based
on the availability of HARQ process and the availability offiered data per each UE. In order
to perform the scheduling decision, TDPS and FDPS can uske3li@oS attributes of each UE.
Furthermore the Link Adaptation (LA) and Outer Loop Link Adation (OLLA) functionalities
can provide an estimate of the achievable throughput on @mpband for each UE based on the
latest CQI and ACK / NACK reports. Finally, TDPS and FDPS car the HARQ status of the
different UEs in order to apply different degrees of priaiitg to UEs with and without pending
retransmission.

The TDPS firstly selects a subset 8f,,. schedulable UEs and passes them to the FDPS
which determines transport block size, PRB to UE mapping,SMénd which HARQ process
of each UE to transmit. the preselection ¥f,,. UEs has two important aims. Firstly, as the
PDCCH has a limited capacity, we need to limit the number o S€heduled in order to comply
with our assumption in section 2.5.2. According to [64},,.,., = 10 is a value that matches the
PDCCH capacity. Furthermore, as the PS acts on a TTI basssinifportant to keep the PS to a
low complexity in order to provide realistic computatiom& implementable in a real product.

2.5.6 Link Adaptation and Outer Loop Link Adaptation

LA provides an estimate of the achievable throughput on abytmnd and the MCS that must be
used for that purpose. In order to provide that estimate, al&utates the effective CQI based on
the EESM method on the desired sub-band. By look-up in AViesithe LA finds the highest
MCS that complies with the system BLock Error Rate (BLERyé&tiand returns the corresponding
achievable throughput.

The effective CQl is calculated based on the different CQUesmadjusted by the OLLA offset:
CQLj; [I) = CQLIE™ [I] — Aorra (2.9)

As can be seen in (2.9), only one offset is used per UE. The Otbffget value is calculated
according to the method described in [67]. The offset isaliited toA;,,;; and is updated every
time the UE receives an acknowledgment report of a first tnésson of an HARQ process:
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e if ACK is received for first transmission, theRp 1 4 is decreased by jouwn:

Aorra = Aorra — Ddown (2.10)

o if NACK is received for first transmission, thelpy, 1 4 is increased by,

Aorra = Aorra — Ay (2.11)

The relation between 4,,,, andA,,;, is derived as follows:

BLER

A own — Au T T DY
d P (1 - BLER)

(2.12)

2.6 Baseline results

In this section base line results are provided with the mostrnon schedulers in the literature
namely the Round Robin (RR) scheduler and the Proportioaal(PF) scheduler. Those results
can be used as reference for the rest of the thesis. Mordhigewill help us validate the simulator

versus other results in the literature. We will give an asiglyproviding the basic understandings
of the system and at the same time highlighting the diffeokatlenges. The main performance
indicators used along the thesis will also be introduceddsfiohed.

2.6.1 The Round Robin Scheduler

The RR scheduler consists in scheduling UEs in ordered titm equal quantity of resource,
disregarding channel quality or and priority criterion. \§@e here a more precise definition
adapted to our general PS framework encompassing thergplitiine and frequency domain PS.

RR TDPS:Each UE is given a sequence number When a UE is removed, the sequence
numbers are rearranged so that all UEs keep the same sequéiece When a UE is incoming
in the cell, the sequence numbers are rearranged so thaeth@J& enters at the head of the
sequence. Every TTI, the neRf,,,.. UEs of the sequence that are scheduled and passed to the
FDPS.

RR FDPS:A group of% adjacent PRBs are allocated to the UEs. The order of the allo-
cation is made according to increasing sequence numbee tNatN,,...|Nprp iS @ necessary
condition for the scheduler definition to be valid. RR FDP®gloot include any prioritizing
considering the HARQ status of the UEs.

2.6.2 General HARQ process prioritizing

The RR schedulers does not perform any prioritizing dependn the HARQ status, however
once the PRB to UE mapping is performed the different HAR@@ss of each UE are prioritized
as follows:

1- Pending retransmissions: From the oldest HARQ procetgetmost recent HARQ process
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2- New transmission: Create new HARQ process

This prioritizing strategy is used in the entire PhD study.

2.6.3 Metric based PS - the Proportional Fair scheduler

The version of PF we will introduce here is a low complex vamsiised in other studies like [47]
[68]. It is a generalization from the standard PF metric Hassheduling for time domain multiple
access systems like High-Speed Downlink Packet Access BABIEB5]. It contrasts with the
PF schedulers introduced in [45] and [46] where PF rigosooshximizes the logarithmic utility
functions in an OFDMA context. In the following, we introdti¢he general metric based PS
framework and define the different PF metrics. The metrie8dS framework is later reused
together with the definitions of new metrics.

Metric based TDPSAt a given TTI¢, every UEn is associated with a metrivI?? [¢] [n].
The N, UES that maximize the metric are passed to the FDPS. Notd thatsystem has less
than V,,..., then the TDPS is inactive.

PF TDPS:The time domain PF metric is defined as follows:
D[] [n]
Rt][n]

M7 [t] [n] = (2.13)
whereD [t] [n] is the estimated wideband throughput of Wt TTI ¢ such as given by the LA
functionality. R [n, t] is the past average throughput defined by exponential averag

— T—-1

R[t][n]:T-ﬁ[t—l][n]—l—%-R[t—l][n] (2.14)

whereR [t — 1] [n] is the scheduled throughput of UEat TTI¢ — 1. Note that if UEn is not
scheduled at TTd— 1 thenR [t — 1] [n] = 0. T'is the exponential filter constant. Itis an important
factor as it defines the steadiness and the speed of coneergéR. [t — 1] [n] if it converges.

Metric based FDPSAt a given TTIt, every UE, PRB couple, [ is associated with a metric
MFP[t][p,l]. The PRB allocation takes into account the HARQ status ofNhg,, selected
UEs following the method described in [68]. The principlensists in allocating first the UEs
without retransmission to the best PRBs and then allocatiagemaining PRBs to the UEs with
retransmissions. The reason is that retransmissions bé&woefi combining, and therefore don't
need to be given the best PRBs. The general metric basedtlagsrof [68] has been improved
to support cases with limited transmission buffer. Hertofes a precise description of our metric
based algorithm.

1 Calculate the number of PRBrequired for the various retransmissiango UEp, z,, is
— the number of PRBs associated with the oldest pending setri@sion for UEs with
pending retransmissions
— 0 for UE without pending retransmission

then
Nmuz

r=> x, (2.15)
p=1
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2 Allocate UEs without retransmissiorl he set of schedulable UEs without retransmission
s;g;;Retx contains all the UEs without pending retransmissions antbadv, ... UES pres-
elected by the TDPS. The set of schedulable PRBS? consists of all the PRBs and the
number of scheduled PRB,.,prp is equal to O.

e While Sé\c’gRem is not empty andV,.,pre < Nprp — x do the following:

— Schedule U’ on PRB!’ so that:

* UE p’ belong toSNefete
* UE ! belong toSZ 18
* given those two condition®vI? P [t] [p', I'] is the highest value of matrix’? [¢].
— Remove PRB’ from SPRB,
— Calculate with LA the potential transport block size for WEbased on the PRBs that
are already allocated to Uf.

— If the transport block size is equal or greater than the datdadle in the buffer of UE
p’ then, remove Ul from SN ofete,

3 Allocate UEs with retransmissioriThe set of schedulable UEs with retransmissijf’*
contains all the UEs with at least one pending retransnrisaioong theV,,,,.. UES prese-
lected by the TDPS.

e While SZ¢tz is not empty do the following.

— Schedule UR' on PRB!’ so that:

* UE p’ belongs taS7et

* UE ! belongs taS% 18

* given those two conditiond/1?'? [t] [n/, I'] is the highest value of matrix ' ” [t].
— Remove PRB' from STtz

sch

— If UE p' has been allocated,, PRBs then, remove UE' from the set of schedulable
UEs.

PF FDPS:The frequency domain PF metric is defined as follows:

M52 [t [p, 1] = % (2.16)

whered [{] [p, ] is the estimated throughput of UEon PRBI at TTI ¢ such as given by the LA
functionality.

2.6.4 Why a Decoupled Time / Frequency Domain Packet Scheduf

The main reason behind introducing a decoupled time andémry domain PS is the complexity
reduction. Indeed, the TDPS preselects a subset of the UBs scheduled. This operation is
made with a relatively low complexity since the time domatheduler needs only calculate one
metric per UE. On the contrary the FDPS needs to calculgte gz metrics per UE, therefore,

the preselection made by the TDPS can greatly decreasealtutation complexity taken by the
FDPS.
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Inputs:
- SPRB: sets of all PRBs
- SYE: set of All schedulable UEs
- A=@*N): allocation vector

L

PRB to UE

allocation

(k',n") = arg Max M(k,n)
where
k' belongs to 8™ - =
n' belongs to SVE - Y

Y

| A() —AMUK |

Remove:
- scheduled
PRBs
- Ues with
emptied
buffer

| =—zuk |

R(n",A(n") no
>

Buff(n') ?

Termination
Conditions

Outputs:
- A: allocation vector

Figure 2.7: Description of the modified PRB allocation algorithms witleigrated PRB prioritizing
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The complexity (in number of calculated metrics) of a systeith only FDPS would be equal
to:
Comprppsoniy = NUE * NPRB (2.17)

while the complexity of a system with a decoupled TDPS / FDP&jual to:

Comprpps/rpps = Nug + (min(Nyux, Nug) * NprB) (2.18)
Figure 2.8 compares the two different complexity curves.

x 10*

TDPS and FDPS
FDPS only

=
ul
T

I
3

complexity [num of calculated metrics]
=

O L L L L L L L J
0 50 100 150 200 250 300 350 400

NUE

Figure 2.8: compared complexity of a PS with only FDPS and with a decoupleS / FDPS

2.6.5 Results

Table 2.4: Baseline simulation parameters

Parameter Setting
Envirronment MACRO #1

Layout Configuration 1 simulated site

Traffic models / call arrival  Infinite Buffer
Nrunzso
Trp=10s
NUE=30

Finite Buffer
TFBZSOO
NUE=30
Brp=3.33Mbits

Packet Schedulers RR
PF

The specific simulation parameters for the baseline reatdtsummarized in Table 2.4. Sim-
ple results with finite buffer and infinite buffer traffic mddslow us to analyze and understand
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the basic functionalities of the system. As they are alsartbst widespread assumptions in early
E-UTRAN studies, they will allow us to validate our simulatyy comparing our results with other
studies of the literature.

2.6.5.1 Key Performance Indicators

Along the thesis, we use similar key performance indicatahiaracterize the performance of the
system under different assumptions and algorithms. We aléfim main key performance indica-
tors in the present section. Later in the thesis, new keyopadnce indicators a accompanied by
a definition.

The UE throughputorresponds to the throughput generated by HARQ acknowtedgs at
the PDCP layer over a whole UE session. This means that tirbeae bits due to MAC PDU
and RLC PDU headers are not taken into account. The UE thpaigh often presented as a
Cumulative Density Function (CDF).

The Cell coveragés defined by the UE throughput at 5% outage. This measuredislyiised
in the litterature and is an indicator of the throughput i&fteto cell edge UEs.

The cell throughpui?,..;; is the PDCP layer HARQ acknowledged throughput transmhied
an eNode-B over a simulation. As the UE throughput, the ¢tethutghput does not take into
account the overhead bits due to MAC PDU and RLC PDU headessseferal eNode-B are
simulated together. The cell throughput is presented asgeeell throughpuR,..; which is the
arithmetic average over all the simulated cells during omeikation.

2.6.5.2 Baseline results and comparison with other studies

Figures 2.9 and 2.11 show the average cell throughput ancetheoverage. In the infinite buffer

case, the cell throughput is of 14.27 Mbps with the PF scleeduid the coverage is of 189 kbps.
Several studies have been published involving similarrapsions. We will focus here on the

studies published in 3GPP documentation [69] and [70]. Y@ been further published in a
conference in [71].

With similar assumptions and similar simulation methodgld69] shows a cell throughput of
14.92 Mbps (+4.8% compared to our results) while [70] sho#«8 Mbps (-3.1% compared to our
results). Those results show that our simulator is in linthwkternal studies. the 5% difference
can be explained by several reasons mentionned by orderpofiance:

e It is not mentioned in other studies what PDCCH overheadchaeiivhat MAC and RLC
header is considered . In our study for example, the PDCClrheegl accounts for 21.43%
of the bandwidth. Therefore, a difference in that value caweha significant impact on the
results.

e The implementation of the MAC layer functionalities like ASA and HARQ is not de-
scribed in details. As those functionalities are not spediiin the 3GPP standard, there may
be differences compared to our implementation describeddtion 2.5.

e The CQI reporting scheme is not mentioned either and can hetarf For example, using
ideal CQI reports containing exact SINR information on eRRB could show better results.
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e The link level AVIs have been generated by different workimgups.

e As explained in appendix B, a simulations never yields agotlsf precise results. There is
always a certain error margin.

2.6.5.3 Finite and infinite buffer

Figures 2.9 and 2.11 show that the system performance seeimesréase with infinite buffer
compared to finite buffer. In this section we clarify what #ie main differences between the
infinite buffer and finite buffer traffic models.

With the infinite buffer model, all UEs are staying in the netlwfor the same amount of time.
PF and RR are by nature unfair schedulers in terms of thraughpdeed, both aim at providing
the same share of resource in time and frequency domain tiEsll As every UE has a different
average channel quality, this results in unfairness in seofmthroughput. This is confirmed on
figure 2.11. With infinite buffer, this means that UEs with gthiG-factor will download more
data than UEs with low G-factor.

200

;- 856 -, _ass10_
1801 i | | :
1 3 [ |
160 - 1 ] I |
1 3 : |
1401 1 ! , |
@ i 1 1 1
£ 1201 1 1 1 !
=3 1 1 1 I
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g 80l ; 1 l 1
i . ! | |
60 : ! 56.93 : 1
46.70 1 : ] :
aor ! 1 [ nfinite Buffer RR

! 1 1Z = Zinfinite Buffer PF

20r ! 1 [___JFinite Buffer RR

! 1 i_ _ _Finite Buffer PF

| . T

Figure 2.11: Cell Coverage: UE throughput at 5% outage

With the finite buffer model, a UE session is terminated asssothe UE has downloaded all
its buffer. As the buffer size is constant and as RR and PFrfaruhigh G-factor UEs tend to
stay for a shorter time in the network. This results in a gaingorse channel condition than with
infinite buffer which explains the differences in cell thgiyut and coverage observed in 2.9 and
2.11.

By showing those differences, we want to highlight the intaoce of the traffic and call arrival
modeling and the importance to take it carefully into ac¢ounen interpreting results.
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2.6.5.4 Round Robin and Proportional Fair

Figures 2.9 and 2.11 show as expected that PF provides a pettermance in terms of coverage
and cell throughput than RR. This illustrates the capadiiy §rought by multi user diversity oth-
erwise shown in various studies. However, even if PF progisignificant gain, the UE throughput
depends mainly on its G-factor. In a system with QoS prowisibe QoS of a UE should ideally
not depend on their channel quality.

The starting point of this thesis is the performance gairughd by FDPS over non channel
aware scheduling. In the following chapters, we will try moroduce various control mechanism
through PS and RAC in order to give solutions for a well fumgitng system with QoS guarantees
while translating the multi user diversity gain into QoS.

2.7 Conclusion

In this chapter, we introduced the different system assiamgtand physical models used along
the thesis. This framework is important to understand theréuintroduction of new PS and
RAC algorithms. We provide also baseline results that wepaoed with similar studies from
the literature. The comparison allows us to trust our resafid validate our simulator. With the
basic results, we showed the importance of the simulatiahodelogy and assumptions. Finally,
we showed that simple scheduling even including the berfefits multi user diversity gain is
not sufficient for a system with QoS guarantees provisionghé later chapters, we analyze the
different PS and RAC aspect that will help providing QoS gnézes by using fully the network
resources.
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Packet Schedulers for fairness and
throughput control

3.1 Introduction

This chapter aims at introducing and analyzing new User figant (UE) throughput control
mechanisms and principles for decoupled time / frequeneyailo scheduler in Orthogonal Fre-
guency Division Multiple Access (OFDMA) systems. The prego algorithms are evaluated in
terms of coverage and cell throughput. Multi user frequetiggrsity gain illustrated in [23] is a
key element in the algorithm design. Firstly, we briefly radchin Section 3.2 the state of the art
regarding throughput control mechanisms, in Section 3v cantrollability concepts and algo-
rithms are introduced. Finally, the new concepts and algms are analyzed and discussed with
simulation results in Section 3.7. Concluding remarksekb®& chapter in Section 3.8.

3.2 State of the Art

Many studies have been conducted in the field of Packet Stdre@®S) for OFDMA. However,
we refer here only to algorithms and methods that can be cardpa the present study or being
built upon by including the key characteristic of our workwl complexity. We focus therefore
mainly on metric based algorithms.

PS studies for throughput control in time domain multiptexsystem left many ideas that can
be further applied and generalized to frequency domainiphexing systems. For example, the
time domain Proportional Fair (PF) with barrier functiomeduler introduced in [33] and [37] is
based on the following metric:

MEp pr [t [n] = %ﬂ m + e (R-GBRn) (3.1)

whereGBR,, is the Guaranteed Bit Rate (GBR) of UE o and§ are parameters that can be set
by the network operator to tune the scheduler. The scheguatietric is the sum of the PF metric
and of a barrier functiod3,, s [t]. The metric can therefore be rewritten in the following way:

M pr [t] [n] = MER [t] [n] + Ba,s [t] [7] 3.2)

43
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This metric is built in a utility maximization framework thaughly explained in [33]. In practice,
PF with barrier function prioritizes UEs differently in tho different conditions:

1- if R[t] [n] << GBR, then UEn does not comply with its GBR requirements. In that case,
the barrier function overrides the PF metric and the lower@BR of a UE, the higher the
priority.

2- if R[t] [n] >> GBR,, then the PF metric prevails over the barrier function; irohlcase,
UEs with best relative multipath constructive signal lemetain a higher priority.

In general, the priority of UEs fulfilling condition 1 is highcompared to UEs fulfilling condition
2 since the barrier function is an exponential. Howeveratjgressivity of the barrier function can
be set thanks to the parametersind 3. The general principle of the PF with barrier function is
to prioritize UEs that don’t comply with their GBR requiremnis and at the same time to provide
user diversity gain with the PF principle to the UEs that ctympith their GBR. Following the
same idea, the PF with Required Activity Detection (RAD) tiane domain multiplexing system
is introduced in [38]:

D[t][n] GBR,
R[t][n] Rsen[t][n]
WhereRg, [t] [2] describes the expected throughput whenUgscheduled. In [38Rscn [t] [1]

is calculated by exponential filtering and corresponds &aberage throughput when UEis
scheduled. The only difference being thd., [¢] [»] is not updated when UE is not scheduled:

(3.3)

M%A?DJFPF [t][n] =

st (3.4)
Reen [t — 1] [1] ifR[t—1][n] =0

R

Lt Reen [t — 1 [n] + 7 Rt =1 [n] fR[t—1][n] #0
sch [t] [n] =

The PF with RAD metric is the product of the PF metric and theCR&eight. It can be
rewritten as follows:
MEr pr [t 0] = MER [t] [n] - W [£] [n] (3.5)

The RAD weight corresponds to an estimate of the time pragod UE should be scheduled
in order to fulfill its GBR requirement. According to [38], RAprovides to each UE the required
scheduling time proportion, given that the system has seifficesource, in other words if:

Nue

> W] [n] < (1 - BLER) (3.6)
n=1

As it comes to OFDMA based systems, the literature has pespddferent algorithms. Firstly,
the Generalized Proportional Fair (GPF) scheduler has emuduced in [47]. It consists in a
generalization of the PF algorithms by introducing paraim@ower to the nominator and denom-
inator of the Time Domain Packet Scheduling (TDPS) and Ferqy-Domain Packet Scheduling
(FDPS) metrics:

]

]

[t
[t

[n]*

i 3.7)

=

M pp [t] [n] =
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FD [t] [p, 1]
Mcpr [t] [p,1] R{t] [n]” (3.8)
By increasing:/b, GPF prioritizes more high G-factor UEs while by decreasify GPF tends to
be more throughput fair. GPF is proved to efficiently cont@ throughput fairness, however, the
main drawback of this algorithms is the drop in cell capaaity./b decreases [47]. Furthermore,
GPF does not enable to control precisely the throughputersémse that it does not specify any
GBR value.

In [68] different types of TDPS and FDPS metrics are compatemnving different degrees of
UE throughput fairness. No control mechanism is presemd€@d] but it presents new schedul-
ing metrics and some insights on the effects of combininfgift types of FDPS / TDPS met-
rics. More precisely, the combination between the Blind &dthroughput (BET) TDPS and
Throughput To Average (TTA) FDPS provides the best througjifgirness while providing a sec-
tor throughput comparable to the PF scheduler:

ME2: [t o] = = [tl] o (3.9)
M4 (1] [p. 1] = % (3.10)

The BET TDPS aims at equalizing the past average througloybats UEs. Indeed, UEs with
the lowest past average throughput are systematicallydstda: As long as the system is able to
provide a certain share of the capacity to every UE, BET shthdrefore tend to equalize the past
average throughput of all UEs. One of the corollary effestthat BET will tend to give a greater
time fraction to low G-factor UEs than to high G-factor UEgdrding on the properties of the
FDPS.

TTA schedules on each Physical Resource Block (PRB) the Wit best relative through-
put. This scheduler provides multi user diversity gain asshin [68]. However, it is character-
ized by its unfairness. Indeed, only a small fraction of thedwidth is given to low G-factor UEs
due to the limited range of Modulation and Coding Scheme (MGS explained in [68].

In [44], [72] and [73], an entire utility based packet schedy framework for OFDMA is
introduced. The papers describe algorithms that perfortimop scheduling with the gradient
algorithm. the optimization is based on concave utilitydiions depending on user data rate or
packet delivery delay. Those studies propose therefordtamative to the simple metric based
algorithm presented in Chapter 2 but with increased conitglex the PhD study, only the metric
based algorithms with a decoupled time and frequency packetduler are studied as it provides
a guarantee for low complexity.

3.3 Throughput Controllability: Principle and Algorithms

In this section, we introduce a general method for througFgitness controllability as illustrated
in Figure 3.1. Firstly, in our PS method, we aim at providilgays an optimal multi user
diversity gain. The multi user diversity gain increaseshvtite number of UEs scheduled at the
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FDPS TDPS

Throughput fairness
Controllability

\

N

MUX

Figure 3.1: Throughput fairness controllability principle

same time. Therefore, the TDPS is designed to always pasadkienum number of UEs to the
FDPS:min (Nyux, Nugs). From a throughput fairness controllability perspectibes PS can
meet two situations:

Nyrg <€ Nyux: We define the time fractiof F' as the proportion of time where a UE
is scheduled. The total available time fraction in the syste exactly Ny;iyx. Indeed, as a
maximum of N, x UES can be scheduled at the same time, uNia;x UEs can be scheduled
every Transmission Time Interval (TTI). The maximum timaction of a UE is of coursé and
the minimum is0. The UE average time fractidghF',,., is defined as the time fraction given to
each UE by a time fair TDPS:

ﬁuser = NJG/IUX (311)
UE
Of course, as the number of UEs increases, the UE averagdrtioimn decreases. At the same
time, the relative time fraction allocated to each UE can beutated with more flexibility when
the number of UEs increases. Another aspect of the TDP Sasibocflexibility is the number of
allocation combinatiorﬂﬁg; UX that increases witiVy g:

CcNmux — 3.12
Nug Nyux! (Nue — Nuux)! (3.12)

We want to stress here the increased impact of the TDPS withhaNy . As such a situation
allows a good control of the UE relative time fraction, wepmee a strategy where the TDPS is
the sole responsible for the throughput control throughtrobmof the time fraction allocated to
each UE while the FDPS is purely a multi user diversity gaircinaaism.

Nyeg < Nyux: When the number of UEs becomes smaller, the influence of theSTD
decreases until it is completely deactivated whénz < Ny;px. In that case, the time fraction
given to each UE is simply equal fto As the TDPS has low impact or is deactivated, the FDPS

must be used for both purpose: throughput fairness contcbhaulti user diversity gain.

3.4 Throughput Control with TDPS: the Priority Set Scheduler

We introduce here a new TDPS algorithm inspired by the timmealo PF with barrier function. It
consists in giving a high priority to the UEs that do not comnplth their GBR and a lower priority



Packet Schedulers for fairness and throughput control 47

to those that comply with their GBR. Formally, Priority Set®duler (PSS) consists in separating
UEs in two distinct sets with strict prioritizing of the UES et 1 over the UEs in set 2. The

prioritizing within each set is performed with a metric sifiedo each set. The set differentiation

criterions of PSS are described in Table 3.1.

Table 3.1: Priority Set Scheduler

Set ‘ criterion UE n Internal set metric
1 | R[t][n] < GBR, | normalized BET (3.13)
2 | R[t][n] > GBR, | normalized PF (3.14)

UEs of set 1 are given absolute priority over UEs of set 2. &loee, . The metrics used for the
PSS algorithms are GBR normalized versions of BET and PFmidlized BET prioritizes UEs
within set one. It prioritizes UEs with the highest relatdistance to their GBR:

GBR,

Mgy [t] [n] = R[] (3.13)

while normalized PF prioritizes UEs within set two:

M2 [t] [n] = GBR,, - = (3.14)

The normalizations in the BET and PF metrics (equations @riB83.13) aims at treating fairly
UEs with different GBR values. Generally, PSS is a simplifaraof the PF with barrier function
algorithm expressed in (3.1). PF with barrier function lieggithe settings of parametersaand3,
supposed to help managing different levels of priority lew different UEs. PSS is a simplifi-
cation in the sense that it does not include any differantiatnechanism. However, no setting is
required at all in PSS which makes it directly functional.

3.5 Decoupling between TDPS and FDPS

If the TDPS takes care of modulating the time fraction givereach UE in order to regulate
the UE throughput, the FDPS should not include any throughbpatrol mechanism that is in
contradiction with the TDPS. For example, FDPS-PF desdribbethe metric in (2.16) includes a
control mechanism that can be in contradiction with PSS.réleioto illustrate the contradiction,
let's consider the following simple situation where all Ufzs/e the same GBR:

vV (n,n') € [I,Nyp)®: GBR,=GBR, = GBR (3.15)

PSS can be seen as a modification of TDPS-PF that aims atsimgehe time fraction of lower
G-factor UEs so that they can be provided their GBR. In otherds, a set of UES 5GP that
could not be provided their GBR with a simple TDPS-PF schaduwill regularly fall into set 1 in
PSS so that on the long term:

if ne SpGPR . RIt][n] ~ GBR, (3.16)



Chapter 3

Note that this is the case only if the GBR requirements of fstesn are not too high. With
condition specified (3.15), the consequence is that UEstafsgP 7 will have a FDPS-PF metric
with an approximately constant denominator:

if ne SpeBl. MLER[t][n,1] = E[t[]t][’”[‘;? ~ dg]g;z] (3.17)

This means that Withir;S;gBR, UEs with higher G-factor will be prioritized over UEs with a
lower G-factor. This behavior is not consistent with the P88ciple as PSS uses the BET metric
for UEs that fall into set 1 and as explained in section 3.2T BEoritizes UEs with low G-factor.

This example illustrates the need for FDPS algorithms tieahat include any independent
throughput control mechanism. We introduce therefore W RBPS algorithms, which sole pur-
pose is to provide multi user diversity gain.

3.5.1 Carrier over Interference to Average

The Carrier over Interference to Average (ColtA) metric &ided as as the ratio between an
estimate of the Signal-to-Interference-plus-Noise REHMINR) on PRBE and an estimate of the
G-factor: .

SINR [t] [p, ]

3.18
G [p] (5.19)

Moria [t] [p, 1] =

Under the following conditions:

e Condition 1Al E-UTRAN Node B (eNode-B)s transmit with full power

e Condition 2The different interferers are uncorrelated and are in sefftaxumber so that the
departure from average of the denominator of the SINR in) (&.8ot significant compared
to the departure from average of the numerator.

it is possible to approximate the SINR as:

Npray
SINR [t] [p, k] ~ G [p] - Y HH' [a] [p, k] (3.19)

Note that the accuracy @fondition 2depends on the physical conditions of the considered UE. For
example, if the UE is close to the eNode-B, the departure fiearage of the SINR denominator
will be naturally small compared to that of the numeratodeed, the various main interferers will
be placed at equivalent distance of the UE thus having aairpdth gain. They will therefore
create a cancellation effect as the different interferadefindependently. However, if a UE is
far from the eNode-B, at cell edge, their may be an interf@reviding an interference level
significantly higher than all the others. In that case, thpadeire from average of the SINR
denominator may be high and the approximation of (3.19) neglg$s accurate.

By combining (3.19) and (3.18), we can write:

NRac
MES 4 1), 1) = ) HH? [a] [p, ] (3.20)
a=1
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This means that ColtA schedules on a given PRB the UE which the highest fade. Note
that S"V#= HH' [a] [p,[] is central chi-square distributed with- Np, degrees of freedom and
as each link fades independently, with Rayleigh fadiny,”s HH' [a] [p, (] are Independent and
Identically Distributed (i.i.d) among all UEs which meahsit all UEs have equal probability of
being scheduled. The consequence is that the average nofitieBs allocated to each UE when
selected by the TDPS is approximately equal. We can sumrhargroperties of ColtA:

e on a given PRB, ColtA schedules the UE in the highest fade;

e ColtA provides equal quantities of PRBs among UEs.

As the definition of ColtA in (3.18) is only a theoretical forme need to provide a definition that
uses only elements that the eNode-B has access to in agreeiitiethe system description in
Chapter 2:
CQItrans t ,l
MESea ] [p, 1] = 1. ] (3.21)

NprB

Z CQItrans [t] [p’ l/]

=1
(3.21) uses mainly the Channel Quality Information (CQlirkd in (2.8) as an SINR estimate
and the sum of the CQI as a G-factor estimation.

3.5.2 Proportional Fair scheduled

We introduce here a modified version of the FDPS-PF algoritfine goal of this modified version
called Proportional Fair scheduled (PFsch) is to removectimeradictory behavior of FDPS-PF
described in section 3.4. The PFsch scheduler is definededpltbwing metric:

FD _ d[t] [p,]]
MPFSCh [t] [p,1] = 7Rsch 1] [n] (3.22)
where
Ll Reen [t — 1] [n] + 72— Rt —1][n] if R[t—1][n] #0
R [1] 1] if UE n is not (3.23)
sch n|= . .
R [t — 1 scheduled by
TTI¢t -1

Note that the definition oRs, is slightly different in (3.23) and (3.4). in (3.23Rgch iS Not
updated when the UE is not scheduled by the TDPS while, i) B« is not updated when the
throughput of the UE is equal ®in the previous TTI. The difference lies in the fact that gher
can be a situation were a UE is scheduled by the TDPS but naddid to any PRB by the FDPS.
By introducing the modification in the definitiom.y [t] [2] can be interpreted as the average
throughput when Ul is scheduled by the TDPS.

Contrarily to FDPS-PF, FDPS-PFsch does not involve a cbnmiexhanism that controls the
UE throughput. FDPS-PFsch involves the us®g§, which is updated only when the concerned
UE is scheduled by the TDPS thus decoupling completely theS@and the FDPS: scheduling
strategy of the TDPS will have a limited influence on the FDPS.
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3.6 Throughput Control with Frequency-Domain Packet Schedling

When the number of UEs in the system is lower thgnz, no TDPS is applied as explained
in section 3.3 and therefore, the throughput control thnoliPS is deactivated. We therefore
introduce a new throughput control mechanism through FERS.control mechanism is inspired
of the RAD principle and consists in applying a weight to tHeFS metric depending on the
throughput requirements of the UE. The weighted FDPS metiticbe described as follows:

MKy [t [p. 1] = WHP (] [p] - MEP [¢] [p, ] (3.24)

where X is one of the FDPS metrics like PF, TTA described in sectich@. PFsch, ColtA
described in section 3.7.3V P is the FDPS weight defined as:

(3.25)

WFP [t] [p] = max <1, ﬂ)

Recn [1] [p]

The FDPS weight aims at increasing the number of PRBs givara that does not comply with
its GBR by increasing the priority given to this UE. At the satime, UEs that comply with their
GBR requirement have a weight equal to 1.

3.7 Performance Evaluation

In this section, we analyze the different algorithms andcepits proposed in this chapter. Firstly,
we evaluate the performance of the TDPS-PSS algorithm edupith different FDPS algorithms.
Then, in a second part, we show the performance of througtgnitol with FDPS weighting.

3.7.1 Throughput Control with TDPS

In order to assess the performance of TDPS-PSS and illegtratinfluence between throughput
control with TDPS and different FDPS algorithms, simulatidiave been run varying the follow-
ing two factors:

e the FDPS algorithms PSS is evaluated with four different FDPS algorithms. Tugoa
rithms from the literature: PF and TTA. Two algorithms preed in this chapter: PFsch
and ColtA.

e the GBR In the simulations, every UE has the same GBR requiremelfiwfing the simpli-
fied assumption in (3.15). The algorithms are evaluated @BR values varying between
Okbps andt00kbps. The chosen values span over a range that exploressaibfmstates of
the system in terms of coverage and average cell throughput.

The detailed simulations assumptions are summarized i@ gab.

Figure 3.2 shows the GBR values versus coverage and avesthtferaughput for the different
FDPS algorithms. The general tendency is that the coverageases with the GBR while the
average cell throughput decreases. Generally, by modgl#te GBR, the TDPS-PSS algorithm
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Table 3.2: Throughput control with TDPS: simulation parameters

Parameter

Setting

Envirronment

Layout Configuration

MACRO #1
1 simulated site

Traffic models / call arrival  Infinite Buffer

TDPS

FDPS

Nyun=50
Trp=10s
NUE =30

PSS

G BR=0kbps
=200bkps
=250bkps
=300bkps
=400bkps

TTA
PF
PFsch
ColtA

Coverage [kbps]

150 ;

71
o)
=3
< 13
2
TTA
312
£ =—— PF
[
3 11 —B— PFsch
© —A— colta
é 10 Il Il L L L L
0 50 100 150 200 250 300 350 400

L L
0 50 100 150

Figure 3.2: Performance in terms of average cell throughput and coeesdd DPS-PSS with different

FDPS evaluated for different values of GBR.

L L L L J
200 250 300 350 400
GBR [kbps]
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enables to trade cell throughput for coverage. We therefbosv here that TDPS-PSS is a mean
to control throughput fairness in a situation whé&fgp < Ny x.

However, we can observe that the different FDPS algorithave la different influence on the
flexibility of the cell throughput / coverage trade. We olsethree different behaviors that we can
characterize as follows:

e TTAgenerally shows, compared to other FDPS algorithms, a highgrage and a lower
average cell throughput. The coverage varies betv@ad@kbps and281kbps, thus spans
over a small range af4kbps.

e PF show, compared to other FDPS algorithms, a lower coveradedrigher average cell
throughput. The coverage also varies over a small rang8ldfps betweer 82kbps and
235kbps.

e PFsch and ColtAshow a wide span of coverage betwd&bkbps and285kbps. Both cov-
erage and average cell throughput cover a wide range ofsialue

Finally, the best throughput fairness controllability istained with TDPS-PSS combined with
ColtA or PFsch as those combinations offer the greatestofléyiin terms of cell throughput /
coverage trade-off. We can distinguish three differentezorBetween(zBR = 0 andGBR =
200kbps, the coverage increases little and the average cellghput is nearly constant. For those
GBR values, only few UEs fall into set 1 of the PSS algorithma the PF part of PSS guarantees
by itself a throughput higher than the preset GBR. Betwé&eBR = 200kbps andGBR =
300kbps, the scheduler is in a zone that we will call therking zone Between those values, the
GBRis very close to the coverage value, therefore in thag zthre algorithm is reaching its target.
Finally, GBR > 300kbps, the coverage is constant and the average cell thratigbpreases with
the GBR. We call that zone, tlsaturation zoneln that zone, UEs with a throughput below fie
percentile are given the maximum throughput that can beigedv By increasing the GBR, PSS
tries to equalize the throughput of all UEs and tends towaed®ET scheduler as it can provide to
only a very small proportion of the UE the required GBR. F&B13 confirms it and shows that for
GBR = 300kbps, around 20% of the UEs are bell8@0kbps while forGBR = 400kbps, 95%
of the UEs are bellow00kbps. the saturation zone is not desirable as it does noider@uality

of Service (QoS) to any UE and decreases the average cealgtmpat. The regular mechanism to
avoid falling into saturation zone is the Radio Admissiom€ol (RAC) studied in a later stage in
this thesis.

0.8

0.6

CDF

PFsch 0

= = = PFsch 200
PFsch 250
= = = PFsch 300 []
= = PFsch 400

0.4

0.2

al Il Il Il Il
0 200 400 600 800 1000 1200
Goodput [kbps]

Figure 3.3: UE throughput CDF for TDPS-PSS FDPS-PFsch with differenRGBlues.
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3.7.2 Decoupling between TDPS and FDPS

In order to explain the different tendencies of the difféereombinations between PSS and FDPS
algorithms, we need to understand the characteristic misaof the different FDPS algorithms.
To this end, figure 3.4 shows the average number of PRBs slelteder UE when scheduled by
the TDPS versus different G-factor values. From now on, Wetltia graph thePRB profileof a
scheduler.
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Figure 3.4: G-factor versus average number of scheduled PRBs per URie¥alre given for different
FDPS algorithms with different GBR values.

We firstly observe that the PRB profile of PF changes drastidapending on the GBR value
used by PSS. fo&&BR = 0kbps, the average number of PRB scheduled increases wit-the
factor from 5 to 10, while folG BR = 400kbps the average number of PRB increases from 5
to more than 25. This is the direct consequence of the piaepplained in section 3.7.2. By
increasing the GBR, the number of UEs that fall into$g BE increases. Therefore, the priority
given to high G-factor UEs is more visible on the PRB profileewlGBR increases. Finally, while
PSS tries to give a more important time fraction to low G-dad/Es, FDPS-PF does the total
opposite. This contradictory behavior has two consequgenEgstly, it limits the controllability
of the throughput as seen on figure 3.2. Secondly, it limigshtnefit of multi user diversity as to
large parts of the spectrum are allocated to a unique UE. éfffést is shown later in this section.

The PRB profile of TTA show an average number of scheduled R $ncreases from -8dB
to -3dB and then decreases. The very small difference betiteetwo PRB profiles depending
on theG BR indicates that the TDPS-PSS and FDPS-TTA are decoupled@ndtdnteract with
each other. The decreasing slope of the PRB profile of TTA eguelntly explained by a limitation
of the Link Adaptation (LA) functionality. Indeed, the diffent throughput estimations made by
the LA functionality are done considering only the rangewailable MCS. Therefore, the number
of possible throughput estimates on a PRB is equal to the aupftMCS available in the system.
The MCS are available on a certain range that does not exaahap the SINR range of the cell.
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Therefore, a UE which is close to the eNode-B might be in atiin where its SINR is often so
high that there is no MCS that can match this SINR on a given.PRirefore, in that case, the
estimated throughput may be underestimated and therdfer&@ TA metric is also lower than it
would be if the system could support higher SINRs. The exppbsite effect also occurs for very
low SINRs where in that case, the throughput is overestithaldese effects help explain why
more PRBs are allocated to low Geometry UEs.

The PRB profile of PFsch is similar to that of PF with PSS a8 R = 0kbps. However,
the PRB profile of PFsch changes only very little with the GBRisgs. PFsch reaches therefore
clearly its goal of providing the advantages of PF in termsafti user diversity gain and at the
same time being independent of the TDPS.

Finally, the PRB profile of ColtA is nearly flat as expectednfrethe explanations in section
35.1

Figure 3.5 is a representation of the PS performance. Wetwaoimpare the different sched-
ulers in terms of combined performance cell throughput Ecage. Note that Figure 3.5 uses the
same data than figure 3.2. With infinite buffer simulatiohis, ¢apital to show both cell throughput
and coverage performance on the same graph in order to certymoverall performance.
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Figure 3.5: Average cell throughput versus coverage for TDPS-PSS iffiéreint FDPS algorithms.

We can observe that for the same coverage values, TTA pogidell throughput very inferior
to ColtA and PFsch. The situation is similar for PF. We shovelteat PFsch and ColtA provide a
better resource utilization than TTA and PF due to a bettplogation of the multi user diversity.

3.7.3 Throughput Control with FDPS

In order to evaluate FDPS weighting, we run simulations WhUEs per cell and therefore the
TDPS is deactivated. This type of setting allows us to amalgaletails the control capabilities of
FDPS weighting. The detailed assumptions are summarizebie 3.3. Similarly to the TDPS

control simulations, we vary the following parameters:

e the FDPS algorithmswe evaluate PSS with three different FDPS algorithms: THRand
ColtA. As we run simulations with the TDPS deactivated, P& BRsch are equivalent.
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Table 3.3: Throughput control with TDPS: simulation parameters

Parameter Setting
Envirronment MACRO #1
Layout Configuration 1 simulated site
Traffic models / call arrival  Infinite Buffer
Npun=150
Tr3=10s
NUE=10
FDPS weight PSS
G BR=400kbps
=500bkps
=700bkps
=900bkps
=1100bkps
FDPS PFsch
ColtA

e the GBR In our simulations, every UE has the same GBR requiremelfdyfing the simpli-
fied assumption in (3.15). The algorithms are evaluated GRBIR values varying between
400kbps andl500kbps. The chosen values span over a range that exploresaibjfmstates
of the system in terms of coverage and average cell throdgi\nte that the range spans
over higher values than for TDPS control as with less UEd)drigoverage is expected.

Figure 3.6 shows that FDPS weighting generally allows tdereell throughput for coverage.
As for TDPS-PSS we can observe different types of coveradeaaerage cell throughput spans
and controllability depending on the FDPS algorithms used:

e TTA has a nearly constant cell throughput of arouficbMbps while the coverage varies
betweer00bkps andr83kbps. TTA helps reaching the highest coverage.

e PF has the highest cell throughput that decreases ffMbps down tol2.4Mbps with a
coverage that increases upototkbps.

e COoltA has the largest span in terms of coverage: fi@6kbps to780kbps. Together with
TTA, ColtA helps reaching the highest coverage. However,aferage cell throughput is
generally lower and goes froir3.06Mbps down tol1.25Mbps.

Firstly, FDPS weighting contrasts with TDPS-PSS in the sdhat it is not possible to identify
anyworking zone Indeed, generally, the coverage value increases slowarttie GBR. Figure

3.7 shows the different UE throughput CDFs for ColtA. We cheavve that FDPS weighting is
not aggressive enough to provide their GBR to all UEs.

The differences of control flexibility with the different FEB algorithms can be explained by
observing the PRB profiles of the different FDPS algorithnith different GBR settings on figure
3.8. When the GBR is set to a high value, FDPS weighting chatigee PRB profile. Generally,
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Figure 3.6: Performance in terms of average cell throughput and coeesgDPS-weighting with differ-

ent FDPS evaluated for different values of GBR.
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Figure 3.7: UE throughput CDF for FDPS weighting with FDPS-ColtA wittifdient GBR values.

more PRBs are allocated to lower G-factor UEs when the GBR#@ses, which is the actual goal
of FDPS weighting. However, as explained in Section 3.7@ ashown in Figure 3.8, FDPS-
TTA tends naturally to give more PRBs to low G-factor UEs. iEfiere, the effect of weighting is
very limited and the controllable span of coverage and betitghput is therefore lower. Note on
figure 3.8 the small difference between the PRB profiles of E0FA with GBRs of500kbps and
1500kbps. FDPS-ColtA and FDPS-PF have however naturally aflRfeB profile. This allows
those two algorithms to propose wider possibilities footilghput-coverage trade-off.

Finally, Figure 3.9 show coverage versus average cell gimput for the different FDPS al-
gorithms. We see clearly that FDPS-PF and FDPS-ColtA ofgpar FDPS-TTA in terms of

coverage and cell throughput.
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Figure 3.8: G-factor versus average number of scheduled PRBs per URie¥alre given for different
FDPS algorithms with different GBR values.
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Figure 3.9: Average cell throughput versus coverage for FDPS-weightiith different FDPS algorithms.

3.8 Conclusion

Throughput control with the decoupled time and frequenayaio packet scheduler had not been
studied in any publication (to the knowledge of the authdmn)this Chapter two general design
principles for performing throughput control with a dectagppacket scheduler are highlighted.

Firstly, it is possible to control the UE throughput withfdifent packet scheduler entities de-
pending on the number of UEs present in the system. When théewof UEs is large compared
to Nyux , the throughput can be controlled with the TDPS. For exar®38 is a very simple
algorithm that can perform that task. In the opposite casethroughput can be controlled by
the FDPS through FDPS-weighting. Locating the throughmutrol functionality only in one
component of the packet scheduler allows to benefit fullypnfroulti user diversity gain.

Secondly, the TDPS and the FDPS should be independent. Mecifisally, it means that the
FDPS should not include any control mechanism that is cdittiary with the TDPS. The two
FDPS algorithms introduced ColtA and PFsch do not includetiaroughput control mechanism
and are therefore independent from the TDPS. Furthermloeg, dre the best solutions as they
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provide the best multi user diversity gain and the best fititsilior the throughput control meth-
ods. Indeed, at equal coverage, ColtA and PFsch providghrelighput gains of the order of
10% over the reference algorithms TTA.



Chapter 4

Packet Scheduling Under Fractional
Load Conditions

4.1 Introduction

We have assumed so far in the thesis that the E-UTRAN Node BdeM) is transmitting with
a constant power spectral density over the whole transomidsandwidth. In this chapter, we
introduce fractional load scenarios. We define fractionatllby a situation where:

o the eNode-B transmits only over a fraction of the bandwidth,

o the used bandwidth fraction can change from Transmissiore Tinterval (TTI) to TTI.

Following the thesis framework and the assumptions pregeint Section 2.2. A Physical Re-

source Block (PRB) can be either in 'off’ mode where it is mansmitting any data or in 'trans-

mission’ mode. When a PRB is in 'transmission’ mode, it traits always with the same power.
A fractional load scenario is therefore a two-state trabhgaiver variations in frequency and time
domain thus creating interference variations in neighigpdells. Power variations can have two
effects on a downlink Orthogonal Frequency Division Mu#tij.ccess (OFDMA) system.

¢ Negative effectToo fast interference variation can compromise the relexafthe Channel
Quality Information (CQI) reports as the CQI report is defizd with a delay.

o Positive effectA partial use of the bandwidth in a cell means better Sigodhterference-
plus-Noise Ratio (SINR) conditions in the neighboring sell

Those effects are handled by techniques usually calledr-ll Interference Coordination (ICIC).
In section 4.2, we propose ICIC techniques, which we call Pafern selection as they consists
in selecting a certain transmitting PRB pattern every TThulie goal of minimizing the reporting
delay effects and maximizing the global SINR conditionsrtik@rmore, the proposed algorithms
are autonomous as they are based only on the informatiolallein the own cell and therefore
do not require any inter-eNode-B signaling over the X2 ifaiee.
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The performance of the proposed PRB pattern selectionitiigms is first studied under dif-
ferent loadings in terms of coverage and average cell thmouiy In the rest of the chapter, we try
to put fractional load scenarios into a realistic context.

Firstly, fractional load can be seen as a situation volulgtareated in order to decrease inter-
ference and increase the system coverage. In section 4.&uake fractional load as a coverage
enhancement technigue. The choice of the Packet Sche@®#gralgorithms is seen here as a
critical element and a strong emphasis is put on that aspect.

Then, fractional load can simply be a situation that occyridelf in case of low traffic load.
Indeed, the Frequency-Domain Packet Scheduling (FDPSjoietsed algorithm described in
section 2.6.3 does not guarantee a full usage of the bardwldtthat case, the prime goal of
PRB pattern selection is to minimize the bandwidth used dieoto improve the SINR conditions
in neighboring cells. In section 4.4, we study fractionadadn realistic low traffic condition and
soften the PRB pattern selection concept into PRB patteonijing.

Finally, we close the chapter with concluding remarks int®ect.5

4.2 PRB pattern selection

The integration of PRB pattern selection to the PS framevi®ikustrated in figure 4.1. The
elements represented with dashed lines are new comparee basic PS framework in figure 2.6.
The PRB pattern can be chosen thanks to several input pamanet

e The Bandwidth Fraction Factor (BFF} the fraction of the bandwidth to be used by the
PRB pattern. The BFF determines the number of transmittRBSIV.% ;, as:

NE#p = Npgp - BFF (4.1)

e The CQI(as SINR estimation or PRB throughput estimation from Lirdaptation (LA))
can be used by the PRB pattern selection in order to chooseRBs with the least inter-
ference.

e The previous PRB patterrtan be used to monitor and control the changes in time of the
PRB pattern.

The PRB pattern selection is integrated in the matrix bag#SF-algorithm described in Sec-
tion 2.6.3 with two modifications. The modifications are l@chin the second step of the algo-
rithms entitledAllocate UEs without retransmissioin the version described in Section 2.6.3:

e The initial set of schedulable PRBE 5 consists of all the PRBs.

e The conditional argument of the while loopM..,pr < Nprp — @

In, the modified version, for integration of PRB pattern stitm, the following modifications are
applied:

e The initial set of schedulable PRBE #5 consists of the PRB pattern passed by the PRB
pattern selection module.
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Figure 4.1: Conceptual integration of PRB pattern selection to the P8éWldNew elements are represented
with dashed lines.
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e The conditional argument of the while l00pA§,.,prE < NE@B —x

In the rest of the section, we introduce different PRB pattsiection methods.

4.2.1 Best Metric

The Best Metric (BM) PRB pattern selection algorithm folkothe same method than in [74]. It
is the most simple algorithms presented in this study. Ieiits directly from the FDPS. At TTi
It selects theV1% ; PRBs with the indice$that maximize the following value:

Qs [t] [1] = max M (] [p, 1] (4.2)

Wherep is the index for the User Equipment (UE)s ahif'? is the FDPS metric. In a situation
with non buffer limited UEsQ gk, t] corresponds to the metric value of the UE scheduled on
PRBI as described in section 2.6.3. BP is FDPS implicit in the s¢imat it relies on the properties
of the FDPS algorithms to create ICI mitigation.

4.2.2 Random Correlated PRB Pattern

* PRB[rand] PRB[rand]
r ="off l_ ='tx
k++ yes no ? ?

T(rand)
A =0 yes =T yes

PRBIK] | [PRBIKI=t¢
=voff || Tk~
N ++
no on e e
k=N, ? > yes no no I:>

Figure 4.2: Description of the Random Correlated PRB Pattern PRB pasielection algorithm.

Random Correlated PRB Pattern (RCPP) is described fullyigar& 4.2. It aims at forcing
time correlation in the used PRB pattern. Time correlat®adhieved by setting a counter on a
PRB when it is turned into the 'transmission’ (abbreviatedih the drawing) state. The counter
is initialized at the valud';., which corresponds to the maximum number of consecutive sub-
frames where a PRB can be in the 'transmission’ state. TheiPRBomatically turned in the 'off’
state when the counter reaches 0. When the PRB pattern @sclads thaiV.:% , PRBs, PRBs
are turned in the 'transmission’ state randomly among thB PRhe 'off’ state. Inversely, when
the PRB pattern includes less thai}% ;, PRBs are turned ’off’ randomly among the PRBs in
‘transmission’ mode. Note that RCPP is not channel aware;drity purpose of RCPP compared
to BM is to add time correlation in the used PRB pattern in ptdevoid to fast variations of the
channel and to increase the relevance of the CQI.
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4.2.3 Best Quality PRB Pattern

Best Quality PRB Pattern (BQPP) aims at selecting the PRBs thw least average interference
while forcing the time steadiness of the PRB pattern. Thitegy follows a mutual benefit prin-
ciple. Choosing PRBs with the least average interferentieeirown cell means also choosing the
PRBs that are the least in 'transmission’ state in neigimgociells which implicitly means that the
own cells tries also to minimize the neighboring cells agermterference. Practically, BQPP se-
lects theN %, PRBs that maximize the quality metric. The quality metri®&B! at sub-frame

t: Qpopp [t] [1] is defined by an exponential time averaging of the instanlityuaetric 1Q [t] [{]:

T—-1 1
Quorr 111 = ——Qlt = 11 [} + FIQ 1 (4.3)
whereT is the exponential filter constant. This averaging aimstabducing the time steadiness
of the PRB pattern. The instant quality metric on PRB defined by the arithmetic mean of the

SINR estimate over the different Ursn the dB domain:

1Q ][] = STNRag [1] [ 1] (4.4)

p

Under certain assumptions described belb@t|[k] ranks the different PRBs k by magnitude of
interference with a certain degree of precision that depemdV;; .

cond 1:The eNode-B always transmits the same power per PRB when dsRiRBe 'trans-
mission’ state.The SINR per UEp and PRB! at TTI ¢ can be decomposed in the following way:

gl [p]-ht][p, 1]
SINRIt][p,l] = (4.5)
N 1Y)
whereg [t] [p] is the received signal power. According d¢ond 1; g [¢] [p] does not depend on
the PRBI. 1[t][p,!] is the total interference and noisé [¢] [p,!] is the signaling fast fading

component:
NRa

h(t][p,1] = Y  HH [a] [1] [p, 1] (4.6)
a=1

WhereS is the index of the signaling link. Then assuming a perfedtRSkestimate, the instant
quality metric can be decomposed as:

1Q[[l) = gan [t] '], + hap [t] [, 1], — Lap [t] [, 1], (4.7)

cond 2: All UEs of the cell undergo the same fast fading conditiods?RB!, h,z [t] [p, (]
are Independent and Identically Distributed (i.i.d) amdsigsp. Furthermoreh;5” is the unique
value that maximizes the probability density functiohgf[p, []. The uniqueness of the maximum
of the probability density function di;z[p, (] is a reasonable assumption. Indeed, with a standard
maximum ratio combining receiveh|p, /] is chi-square distributed with a degree of freedom that
depends on the number of receiving antennas. A chi-squsirgbdiion is either:

e strictly decreasing for 1 and 2 degrees of freedom and thexeh that case accept 0 as
unique maximum,

e or admitting a maximum ir2 - (4 — 1) for k > 2 wherek is the number of degrees of
freedom.
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With cond 2 we can apply the central limit theorem with two consequsnderstly, gdBHp +

h79* — 1Q[!] is a maximum likelihood estimate of the average interfegeme PRBE: 15[, (]
Secondly:

P

lim  std <th["”P>t —0 (4.8)

Nygp—+oo

Therefore, the precision of the estimate increases withtineber of UEs in the celVy . Finally,

asgas[|, + hyg® does not depend ah IQ[/] ranks the PRBs in ascending order from highest
interference to lowest interference.

4.2.4 Reusé

Reuse% is an improvement to the three previously presented PREnpasielection techniques
aiming at improving the general SINR conditions of the ne®woy prioritizing different zones
of the bandwidth for transmission depending on the antemieatation. In our layout model, as
shown in figure 2.1, there are three types of sectors. Ea@hdfjgector has a specific type of
antenna orientation and is surrounded only by sectors ditthether types. Figure 4.3 describes
the reuse}§ principle. It consists in dividing the transmission bandihiin three adjacent zones
of equal size. Each zone is associated with a sector typeiag thee scheduling priority zone.
In our 50 PRBs Evolved Universal Terrestrial Radio Accessmdek (E-UTRAN) modeling, the
prioritized zone consists of a set of PRB indidedefined as follows:

[1,17]  for sector of type s1
I' =< [18,34] for sector of type s2 (4.9)
[35,50] for sector of type s3

If all sectors are transmitting exclusively over their pityp zone, then no interference is created
by adjacent sectors. This is illustrated in figure 4.3 whiessector of type S2 is surrounded only
by sectors of types S1 and S3 which have scheduling priooiteg orthogonal to the scheduling
priority zone of sectors of type S1.

As BM or BQPP selects at TEIithe 1%, PRBs that maximize a valu@x [t] [I] (where X
stands forBQPP or BM), Reuse% can be easily combined with BM and BQPP as follows. We
can apply the following transformation @x:

Q=] @B e (4.10)
YU ey ifrgr |

where fl*! is a function with the following properties:

o flotl is defined oveR and return values ifu, b),

o flotl s strictly increasing oveR.

1
The transformation separates the PRBs in two sets giviiu;ylyaﬂnigherQ];;3 values to PRBs i’

1
compared to PRBs that are notlirwhile keeping the same order th@ within each seth;{;3
therefore ranks the PRBs first according the the R?lpm'mciple and then according the the BM
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Figure 4.3: Reuse 3 prioritizing pattern

or BQPP algorithm. Finally, applying the Rel%salgorithms combined with BM or BQPP will

1
simply consist of choosing at TElthe 1%, PRBs that maximize a vaILQl;t;3 [t] [I] (whereX
stands forBQPP or BM).

4.2.5 Wideband Interference Reporting

We have mentioned in section 4.1 that a negative effect @difmal load scenario could be a too
fast variation of the interference leading to the non raleeaof the CQI due to reporting delays.
We have proposed as solution with the RCPP and BQPP algarithifiorce a certain steadiness in
time of the transmission PRB pattern. We propose here amatiee solution. Wideband Interfer-

ence Reporting (WIR) has been proposed in 3rd Generatidnd?ahip Project (3GPP) in order
to overcome frequency wise reference signal measurememedaisions due to the fast chang-
ing of Multiple Input Multiple Output (MIMO) precoding mdtes. We believe that wideband
interference reporting can also have an critical effectrantfonal load scenarios.

WIR consists in reporting the frequency domain CQIls catedavith an average interference
instead of the local interference. In our model, the ideal GQuld therefore be calculated as
follows (instead of (2.6)):
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CQIj{ p [m] = (4.11)
m~NCQ[

> PS[k] - Ly - Lpags - 5% - HH® [a] [K]
NZR” k=(m—1)-Nogr+1

NPRB Nsec

a=1 N . . X . .
€L NN (P (K] Ly - Ly - S - HEE [a] [K] + Wy - Wi, - Bdwyug)
Nerp (= i£S

(4.12)

The main difference with (2.6) is in the denominator. Indeied(4.11), the interference is
calculated as the average of all PRB’s interference. WIRsairninsuring at any time a certain
level of accuracy of the CQI report in a fractional load diitna by averaging out the possible
CQI errors due to delay. However, though wideband inteniggeeporting may avoid critical CQI
inaccuracies, it introduces an error due to the interfarerveraging. The magnitude of this error
increases while the coherence bandwidth of the channetdees. We expect these errors to be
compensated by the Outer Loop Link Adaptation (OLLA).

Note that wideband interference reporting provides infation about the overall magnitude of
the interference but does not provide information aboutréguency variations of the interference.
Therefore, it would not make sense to use WIR combined witiPBQvhich is based on the
utilization of the frequency interference variation infaation.

4.2.6 PRB pattern selection method evaluation

In order to evaluate the performance of the different PRBepatselection methods, the set of
simulations described in table 4.1 are run. Different valokeB F'F' are simulated spanning from
low load (BFF = 0.25) to full loading (BF F' = 1). For all the simulations, we keep the ratio
between the number of users and fraction of the bandwidtth csestant:

Nueg
=B = 20 (4.13)

Hence, the bandwidth available per UE remains constantlfdhe simulations. It is reminded
here that for the different BFF values indicate the portibthe bandwidth in use. This portion
does not vary in time. Furthermore, the PS used is resouircdrfdeed, the Round Robin (RR)-
Time Domain Packet Scheduling (TDPS) gives exactly an etjod share of the resource to
each UE. The Carrier over Interference to Average (ColtBPE as seen in Chapter 3 distributes
resources fairly while scheduling UEs with the highest faldge constraint on the number of users
expressed in (4.13) combined with the resource fair PSeglygirovides a simulation framework
where every UE in each simulation is provided approximatikéysame share of the bandwidth.
This enables to compare fairly the influence of the PRB patietection over the cell throughput
and the coverage.

Figure 4.4 is an overview of the simulation results in terfhsowerage and spectral efficiency.
The spectral efficiencg F is defined here by:

Rcell

SE = BFF Baw

(4.14)
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Table 4.1: Simulation parameters for the evaluation of the differdRBRpattern selection algorithms

Parameter Setting
Envirronment MACRO #1
Layout Configuration 19 simulated site

wrap around

Traffic models / call arrival Finite Buffer
Trp= 80/ 40 [/ 27 | 20
Nyg= 20/ 15/ 10 / 05

Brpp = 2.0Mbits
TDPS RR
FDPS ColtA
Fractional Load scenario constaBf' I

BFF=1.00/0.75/0.50/0.25

PRB pattern selection algorithms BM
RCPP
BQPP
BM - Reusé
BQPP - Reus§
WIR - BM
WIR - RCPP
WIR - BM - Reusé

The results for full bandwidth utilizationHF'F = 1) are considered as the reference results.
Of course, forBF'F = 1, only the nature of the interference reporting (localizetkiiference
reporting or WIR) influences the results. Indeed, as all PRRBssystematically in transmission
mode, the PRB pattern selection algorithms (BM, BQPP, ROPH?euse%) do not change the
results. By observing the overall results, it is concludwat:t

e For WIR simulation, the coverage and spectral efficiencytddrange significantly depend-
ing on the PRB pattern selection method,;

e Combining a PRB selection method with Re%:smes not change significantly the coverage
and spectral efficiency results.

Therefore, the overall results can be summarized by figusemhich shows the gains of BM,
RCPP, BQPP and WIR with differef F'F’ values over the full bandwidth utilization cage ¥ F' =
1) with localized interference reporting.

A clear hierarchy appears between the different PRB patiekection methods. BM, the
simplest algorithm leads to a dramatic drop in spectraliefficy and coverage while RCPP and
BQPP bring a gain of up to approximately 100% in both coverage spectral efficiency with
BFF = 0.25. BQPP shows a gain slightly higher than RCPP. WIR, as RCPB&RP brings
improvement in terms of coverage and spectral efficiencywhE F' decreases, however, the gain
is lower than RCPP and BQPP.
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Figure 4.4: Coverage and Spectral efficiency with different PRB patselection algorithms.
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Figure 4.5: Coverage and Spectral efficiency with different PRB patselection algorithms.
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Figure 4.6: BLER with different PRB pattern selection algorithms foifelient values ofB F'F'.

Figure 4.6 shows the different average first transmissiokBlvalues for the different PRB
pattern selection methods. BM is the only method that doésstick to the BLER target of
0.2 in a fractional load situation. BM reaches average BLER eglsystematically abow&5 in
fractional load scenarios. The highest average BLER vatie@93 and occurs foBFF = 0.5.
Such high values are not acceptable for the system to wonepsoas it means that Hybrid
Automatic Repeat reQuest (HARQ) retransmissions aredragtyalmost systematically for each
block transmission. The consequence are: increased tissismdelays, and as shown on figure
4.4 low coverage and non efficient bandwidth usage. This BIgER is due to fast transitions of
PRBs from 'transmission’ to 'off’ state and reversely, candal with the CQI transmission delay.
Indeed as mentioned in Section 2.5.4, when delivered, Qfgirte are several TTIs old. Focusing
on one PRB:

¢ if the PRB was in 'off’ state in neighboring cells during th&Mwhere the CQI report has
been sent,

e butis in 'transmission’ state in neighboring cells in thereat TTI

then, the LA may overestimate the SINR of the PRB and thegedfiocate a too high Modulation
and Coding Scheme (MCS) to that PRB. The consequence is by Ipigibable block error. It is
possible to illustrate and explain why fast PRB state ttaors occur for BM by considering dif-
ferent interference situations in a group/gf,;;; neighboring cells. Those cells are geographically
close, therefore they all interfer with each other. Fromabgl system point of view, the 'total in-
terference’ created on a given PRB can be characterizedeliyutmber of cells in which this given
PRB is in 'transmission’ state. As in the cell layout usedtfo simulation described in Section
2.2 a significant number of cells (57 cells) are consideratthose cells interfer with each other,
the total interference and the interference from a cell pofiview is therefore highly correlated.
The BM method choses the PRBs with the best FDPS metric anblbidEs. In the simulations
run, the FDPS metric is ColtA, which according to the defimitin Section 3.5.1 corresponds to
the relative fade of the UE. However, considering the pecattimplementation of ColtA (3.21)
used in a fractional loading situation, the ColtA metric Isoascaled up by the SINR gain due to
fractional loading. As BM used with ColtA will consider thedt metric for each PRB, the states
of the system can be summarized by the two following situagtio

e Situation 1: In the N, cells, the 'total interference’ is spread very unequallgrothe
different PRBs.

In that situation, with BM combined with ColtA, all cells wilend toward selecting the PRBs
with the least interference as the fractional load relat®&RSyain scaling will prevail in the ColtA
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metric over the relative fade. Therefore, the 'total inteehce’ will be again spread unevenly as
all cells will react in the same way and transmit on the loveiifégrence PRBs thus creating high
interference on those PRBs. This means Siaation 1will always tend to triggeiSituation 1
by systematically moving the zones of interference arotsedspectrum thus triggering fast PRB
state transition.

e Situation 2: In the N, cells, the 'total interference’ is spread evenly over thigedent
PRBs.

In that situation, the ranking of the PRBs with the BM methdtl be based on the relative fade
of the UEs with the best relative fade on each PRB. As the ngnid in that case not based on
the interference and as the fading process is a random gratesPRB ranking will be chosen
randomly regarding the interference. Therefore, when yis¢em is inSituation 2 it is just a
matter of time before it falls int&ituation 1 Finally, the system should always converge toward
Situation land therefore, tend toward a situation with fast changing Bfates and therefore with
high BLER. As mentioned earlier, figure 4.6 shows that the Rli&the highest foBF F' = 0.5.
This can easily be explained by the fact tliaf'F* = 0.5 is the situation that allows the highest
number of PRB transition state every THEZEE,
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Figure 4.7: average SINR values with different PRB pattern selectigodthms for different values of
BFF.

Fast PRB state transition is overcome with RCPP and BQPPniyisiforcing PRBs to re-
main in the same state for a period of time significantly lathan the LA delay. Therefore, for
RCPP and BQPP, the global SINR conditions improvement ofyiseem whermB F'F' decreases
shown in figure 4.7 translates into coverage and spectralezfly increase as shown in figure 4.5.
Moreover, BQPP brings a significant SINR condition improestncompared to RCPP thanks to
the PRB selection based on the lowest interference PRBs.

With WIR, the main difference with other schemes is that tNeae-B had no knowledge of
the localized interference as the CQI report is based onhaiak interference. The main conse-
guence is that no PRB pattern selection based on the irgaderin different PRBs is relevant.
Therefore, BM combined with ColtA does not trigger fast PR&es transition and BQPP cannot
select the PRBs with the lowest interference. The seleckisl pattern is systematically chosen
without any correlation with the interference pattern &y to RCPP. From that point of view,
any PRB pattern selection scheme is equivalent. Furthesntioe fast PRB state transition, which
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are not triggered with WIR but that still can occur to a lessetient with BM, don't have any
influence on the system as the CQI is always reported with erage error. Therefore, the OLLA
simply compensates by introducing a negative CQI offsectwhésults in a global use of lower
MCSs and a generally lower throughput and coverage compare@CPP.

Finally, reusé has no influence of the different PRB pattern selection &lgos. This can
be simply explained by the fact that re%seeparates the PRBs only in two. The reasoning con-
cerning BM still holds on the two parts of the spectrum and;%u:annot prevent fast PRB state
transitions. A similar phenomenon holds for BQPP where #pmagation in two zones does not
influence significantly the SINR improvement mechanism.

4.3 Coverage enhancement techniques

In Section 4.2, PRB pattern selection methods are studiactantext where their performance in
terms of SINR and capacity gain can be highlighted. They baea proved to provide a consistent
SINR gain when decreasing tli&F F. In the present section, PRB pattern selection is studied as
a mean to increase the system coverage by artificially ragubie proportion of the bandwidth in
use. If reducingB F'F’ will on one had provide SINR condition improvement, on thieesthand,

the system capacity will be reduced by the bandwidth linutat

It has been shown in Section 3.7, that when the number of UEBsge compared t&V,y x,
the TDPS Blind Equal Throughput (BET) scheduler combinethwie FDPS metrics ColtA or
Proportional Fair scheduled (PFsch) is a very throughgussteduler. Only little coverage im-
provement can be expected in that situation as in order tease the coverage, the throughput of
almost all UEs should be increased. However, when the nuofdgE is equal toN,,,,..., FDPS
combined with weighting provides the best UE throughpuhtsss, but a large throughput differ-
ence remain between low G-factor UEs and high G-factor UBkesange of throughput spans
approximately over 1000kbps between 500kbps and 1500KHps is therefore in this configura-
tion that coverage improvement by artificial bandwidth itthn can be expected. The simulation
run are summarized in table 4.2. The effect of bandwidth ¢tdi are tested with and without
weighting in order to determine whether coverage gain cbeldumulated. Only BQPP is tested
here as it is the best PRB pattern selection method accoradligction 4.2.6.

Figures 4.8 and 4.9 show the different throughput Cumwdabensity Function (CDF) and
the coverage and average cell throughput values. The seshdiv that there is no coverage im-
provement by simply reducing thBEF'F. When no weighting is applied, the coverage is steady
for 0.7 < BFF < 1 while the average cell throughput drops of 10% betw&F = 1 and
BFF = 2. When weighting is applied, the coverage decreases Bitl¥'. A possibility to im-
prove further the coverage thanks to a fractional load s@nanay be by designing a FDPS that
has the ability to schedule low interference PRBs to low GeiaUESs in a better way than ColtA.

4.4 Bandwidth usage reduction for dynamic arrival scenario

In Section 4.3, fractional load is considered as a mean taawepcoverage and therefore was
intentionally created by the eNode-B. In the present Sectimctional load is considered as
situation that occurs due to specific traffic conditions. €ffect of fractional load on the system
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Table 4.2: Simulation parameters for the evaluation of PRB patterartizing as coverage enhancement

method.

Parameter

Setting

Envirronment
Layout Configuration

Traffic models / call arrival

TDPS
FDPS

Fractional Load scenario

MACRO #1

19 simulated site
wrap around

Finite Buffer

Trp = 20s
NUE = 10
Brp = 1.0Mbits
RR

ColtA
ColtA with weight

constabf' F’

BFF=10/0.9/0.8/0.7

PRB pattern selection algorithm BQPP

0.8

0.6

CDF

0 : : ‘
0 500 1000

i n
1500 2000 2500

Goodput [kbps]

Figure 4.8: Coverage enhancement: throughput CDF with diffelBiftF’ values. In the legend, W is

mentioned for cases where weighting is applied
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Figure 4.9: Coverage enhancement: Average cell throughput and covévadifferentBF F values.

in various scenarios and the potential improvement brobgtRB pattern selection are studied.

4.4.1 Bandwidth use in low traffic conditions

In general, in cellular networks, cells are dimensioned pladned to accommodate the highest
traffic peaks. However, situations where the capacity ofciikis higher than the overall traffic
demand can occur. In those situations, there is theorgticalneed to use the full bandwidth to
provide to the UE all the offered traffic. A partial use of trendwidth in case of low traffic load
can help reducing the interference for neighboring cells fhcreasing the capacity of those cells.
In general, reducing the bandwidth use will improve the SkBdRditions of the network. In order
to clarify and define more precisely the notion of 'bandwid#e reduction’, it is reminded that
the PS algorithm is bound to the following constraints:

e Constraint 1:Every bit buffered at the eNode-B should be delivered if PREgsavailable;

e Constraint 2:The chosen MCS aim at a BLER lower or equal to the BLER target.

Constraint lindicates that it is not intended to reduce the bandwidthnillits are available for
transmission.Constraint 2is a built-in constraint of the LA algorithm. However, it isminded
here as it takes a special importance. Indeed, when faciiigatisn with a finite number of bits
to be transmitted in a TTI, the minimum number of PRBs to userder to transmit those bits is
limited by this constraint. The matrix based PS algorithescdibed in Section 2.6.3 respects those
two constraints as: when a UE has been scheduled on a set of tARBs sufficient to transmit
all the bits of this UE with an MCS that complies with the BLE&Rget this UE is removed from
the list of schedulable UEs. If no more UEs are on the list diesicilable UEs, the algorithm
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is terminated, therefore, the total bandwidth is not nearilgsused. Finally, we can define the
notion of bandwidth use reduction by the reduction that eanlitained by including PRB pattern
selection in the matrix based PS algorithm, while respgd@ionstraint landConstraint 2

4.4.2 From PRB pattern selection to PRB pattern prioritizing

Including PRB pattern selection in the matrix based PS dlguos differs from Section 4.2 in the
following way:

e In Section 4.2N$1§B is a parameter determined before the application of the PREm
selection algorithms and that helps determining a set of RBansmission;

e Instead, for bandwidth reduction as envisioned in Sectidrl4N 1%, is a consequence of
the number of bits available for transmission ina TTI.

For this reason, the PRB pattern selection principle iseseffl here to PRB pattern prioritizing,
which consists every TTl in creating,.. groups of PRBs:

SPEBi]: i€ [1,4maz)
whereS”RB [i] has a priority level decreasing wherincreases. The matrix based algorithm is
applied successively on the different PRB groups from tlghdst priority level to the lowest
priority level. The algorithm terminates when no more UE &ag bit left to transmit or when all
PRBs are used. The algorithm is described in Figure 4.10.

4.4.3 Delay aware Packet Scheduler

In order to evaluate PRB pattern prioritization as a bantiwigsage reduction method, the Con-
stant Bit Rate (CBR) traffic model is used as it can emulateasan with small buffers. If we
assume that in low traffic situation, all UEs will be providieir CBR, this should results in a
situation where:

Vn € [1,Nyg] RIt][n] ~ CBR[n] (4.15)

In that case, the TDPS-Proportional Fair (PF) schedulerldvbe equivalent to a maximum
throughput scheduler, which is very unfair resource-wise therefore throughput-wise. There-
fore it is preferred here to introduce a delay aware PS tolkahé CBR traffic. The Modified
Largest Weighted Delay First (M-LWDF) introduced in [41]daalso studied in detail in [42] has
proved to be a fair solution for handling delay sensitivefitaThe M-LWDF metric can be written
as following: )

MiP ) = 214100y, 4.16

Wowpr [t o] = g Al (4.16)

WhereA [t] [n] is the head of line delay of Uk at TTIl¢. The head of line delay is defined by
the time during which the oldest packet stored in WE buffer has been waiting for complete
transmission. Note that contrarily to the formulations4t][and [42], (4.16) does not include the
discard timer and priority weight components. Indeed, asthdy does not aim at showing effect
of discarding late packets, and as it includes only casdssingle CBR and therefore no need or
reasons for prioritizing certain UEs over other UEs, thege ¢omponents would have no effect
on the algorithm.
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Inputs:
- SPRB: vector of sets of PRBs
(PRB pattern prioritization)
- SYE: set of All schedulable UEs
- A=@*N: allocation vector

Matrix Sorting on
-PRB set S7(i)
-UE set S*¢
- allocation vect. A

v

- Updates A
- set W of UEs with
empty buffers

Outputs:
- A: allocation vector

Figure 4.10: Description of the modified PRB allocation algorithms witleigrated PRB prioritization

4.4.4 Simulation Results

In the evaluation of PRB pattern prioritization as a bandiwidsage reduction technique, two
dimensions of the traffic are explored: the burstiness aaadtiered load. Firstly the burstiness is
defined here by the frequency of data delivery at the eNodeeB example a traffic that delivers
large packets sparsely is considered as bursty while ectth#ft delivers small packet very often is
considered non bursty or smooth. This dimension of the ¢riftritical regarding fractional load
handling. Indeed, the number of PRBs that need to be in usendegn the number of available
bits. The burstiness of the traffic will influence the numbébits available versus time and
therefore, will influence the result of the bandwidth usagguction methods. Then, the offered
load is defined as the total throughput of the traffic incomiidhe eNode-B. It is the traffic
"offered" by the eNode-B for transmission to UEs. The offelead will influence directly the
need for bandwidth. As seen in Section 4.2, the behavior@PtRB pattern selection methods
changes withBBF'F'.

Table 4.3 summarizes the different simulations run to tesbandwidth usage reduction meth-
ods. It has been chosen to test two different offered loado@@vand 7Mbps. Those offered load
are smaller than the cell capacity that is approximately B@d/as shown in section 2.6.5.2, there-
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Table 4.3: Simulation parameters for the evaluation of PRB patterpriization as Bandwidth usage
reduction method.

Parameter Setting
Envirronment MACRO #1
Layout Configuration 19 simulated site
wrap around
Traffic model CBR
CBR= 512kbps
TeBr = 6s
Pepr = 256kb / 2.56kb / 256kb / 2.56kb
Call Arrival Poisson
AOL = 3Mbps 7Mbps
Tpyi. = 20s 10s
TDPS M-LWDF
FDPS ColtA
PRB pattern selection algorithms BM
BQPP
BM-Reuse
BQPP-Reus?

fore, they should result in situations where the full bardtivis not needed. The UE are generated
with a CBR traffic of 512kbps but two different degrees of tiness are tested. A bursty version
with inter packet arrival time of 500ms (and packets of 25jkdnd a smoother version with inter
packet arrival time of 5ms (and packets of 2.56kbs). Those ¢ases are tested with BM and
BQPP and together with reu§as well.

Figures 4.11 and 4.12 summarize the simulation resultsur€ig.11 shows the bandwidth
usage with different algorithms as the CDF of the number dB®Rsed for transmission. Figure
4.12 shows the average BLER versus G-factor.

Firstly, observing the bursty UEs bandwidth usage on figuid 4it is concluded that those
types of UEs operate mainly in two transmission configuraticfull load’ (BF F' = 1) and 'zero
load’ (BF'F = 0). Only during a small time proportion, the system is opegatt an 'intermediate
load’ (0 < BF'F < 1). Table 4.4 summarizes the percentage of time spent in those different
states. As the different PRB pattern prioritization methbeve a significant impact on the system
only in 'intermediate load’, their effect is very limited lursty traffic conditions. The results for
bursty traffic used together with PRB prioritization meth@ate not shown on the different figure
as their impact is indeed insignificant.

On the contrary, PRB prioritization methods have a signitid@pact on the non bursty traffic
type as this traffic operates mainly in 'intermediate loadFigure 4.11 shows clearly that for
an offered load of 3Mbps, the different PRB prioritizatioretimods enable a bandwidth usage
reduction of 10 PRBs. For an offered load of 7Mbps, the badtwiisage reduction is of only 3
PRBs on average. Figure 4.12 shows that the bandwidth iedummes together with a global
BLER decrease. The most obvious case comes for the offeagidoio3Mbps where the BLER is
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Figure 4.11: CDF of the number of PRBs used per TTI for different PRB patsslection algorithms in
different offered load and burstiness conditions. In tlyefed, NB stands for the non bursty configuration

while B stands for the bursty configuration. The numbers 3aimdlicate the offered load in Mbps.

Table 4.4: Percentage of time spent in "full load’, 'zero load’ and &ntnediate load’ for the bursty traffic

configurations.

Transmission Configuration 3Mbps 7Mbps
"Full Load’ 14.5% 48.0%

'Zero Load’ 82.5% 35.0%
'Intermediate Load’ 3.0% 13.0%
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Figure 4.12: G factor versus average BLER for different PRB pattern siglealgorithms in different
offered load and burstiness conditions. In the legend, MBdg for the non bursty configuration while B
stands for the bursty configuration. The numbers 3 and 7 antelite offered load in Mbps.
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near 100% for all UEs. The PRB prioritization methods alloweaduce the BLER significantly for
the offered load of 3Mbps. However, the BLER remains aborgetdor low G-factor UEs. This is
due to the fact that in PRB pattern prioritizatidsF' £’ is not constant, as a consequence PRB state
transitions occur depending on the bandwidth need and ffet €annot be controlled by PRB
pattern prioritization. For an offered load of 7Mbps, thadwaidth reduction is less significant as
the bandwidth usage is higher than for 3Mbps on average.

4.5 Conclusion

When fractional load occurs in a system due to low trafficreffidoad, it is shown that if not han-
dled, the BLER can increase dramatically which can affexQhbality of Service (QoS) negatively
by increasing packet delays. This situation happens eaheifithe type of traffic is very smooth
in the sense that it is delivering relatively small packeimpared to the average transport block
size in one TTI.

In this Chapter, mainly two solutions to overcome the BLEBréase are proposed. Firstly,
PRB pattern selection methods trying to introduce corigdan the PRB usage prove to eliminate
the BLER increase. The method Best Quality PRB Pattern (B@R#ds out as it chooses the
PRBs with the lowest interference and provides the bestigpedficiency gain ( at 25% load, the
spectral efficiency gain is of 120% compared to the full loask). Seconly, Wideband Interference
Reporting (WIR) in the simplest solution and proves to algnieate the BLER increase. Though
WIR does not provide the same spectral efficiency gain thaB p&tern selection methods, it
is the prefered solution for its simplicity and for the faleait additional spectral efficiency is not
needed in low offered traffic load conditions.

Furthermore, fractional load is studied as a coverage imgonent method. Though BQPP
brings a significant SINR improvement, It is concluded thatfércing the system to use less
bandwidth (forced fractional load) the combination betw&®QPP and the presented PS cannot
bring any coverage improvement to the system. Therefoeegltforithms presented in the thesis in
the simulation conditions, cannot be used as Inter-Cedrfatence Coordination (ICIC) method.






Chapter 5

QoS Aware Packet Scheduling for
Multiple Traffic Types

5.1 Introduction

In Chapter, 3 Packet Scheduler (PS) is studied as a meantroldairness between different best
effort users while trying to maximize the cell capacity. dtshown that the Time Domain Packet
Scheduling (TDPS)-Priority Set Scheduler (PSS) schedulables to control the throughput while
Frequency-Domain Packet Scheduling (FDPS)-Proportiéa#l scheduled (PFsch) and FDPS-
Carrier over Interference to Average (ColtA) provide thghtst cell capacity. In Chapter 4, PSis
studied under fractional load conditions, which can occith fimited offered load and real time
traffic. It is concluded that the share of the spectrum in usgstrbe steady in time for the system
to work at BLock Error Rate (BLER) target. The present Chatatekles the mixed traffic case
where two types of User Equipment (UE)s are present sinetiasly in the system:

e Best effort UEs which are not subject to any throughput noaliuof Service (QoS) con-
straint,

e real time UEs which are subject to Guaranteed Bit Rate (GBR)dlay constraints as QoS
parameters.

The problem of PS with QoS constraints is approached witliall@ving targets in mind:

e Target 1With a given UEs configuration, the PS must be able to provid8 @ a maximum
of UEs,

e Target 2The capacity of QoS UEs must be maximized.

e Target 3best-effort UEs don’t have any specific QoS target. The systeist share resource

equally among best effort UEs.

Giving an equal share of the resource to all best effort UB®ighe strategy that maximizes the
cell throughput. However, all best effort UEs must everiyubaé served, thereforelarget 3is
a reasonable trade-off between coverage and cell cap&ityeral PS strategies are introduced
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and tested. Furthermore, the Required Activity DetectRAD) concept is introduced as a mean
to share the time domain resource combined with a weighteddtional Fair (PF) algorithms
but also as a mean to share the frequency domain resourcdsneohwith frequency domain
weighting.

5.2 Generalization of QoS aware algorithms for multi traffic support

In this Section, the diverse algorithms presented in theigue chapters of the thesis are reformu-
lated for multiple traffic with multiple QoS requirementspport. Best effort UEs are set with a
default GBR valueGBR = 0.

5.2.1 Normalized Blind Equal Throughput

The Blind Equal Throughput (BET) algorithm is designed to@ge the throughput among all
UEs present in a cell. The Normalized Blind Equal Throughp4BET) algorithm aims at equal-
izing the UE throughput to GBR ratio. As best effort UEs hav@BR equal to0, a minimum
valueGBRYBET is introduced in the nominator of the N-BET metric:

min

. max <GBRn, GBR%;LBET)
MnyZppr [t [n] = R[] (5.1)

GBRY-BET is a minimum target for best effort users. It must be set serdiugh so that the

min
real-time UEs are given enough resource to comply with t88R requirement. The setting of
GBRYN-BET should therefore depend on the number of best efforts UEseptén the system

min
and the requirements of the real-time UE. In order to illistrthe importance of the setting of
GBRYN-BET 'let us assume that a cell has a fixed capacit¢'ofif Npp is the number of best

min

effort UEs present in the system, théhB R~ PET should be subject to the following constraint:
¢ —>Mr GBR,
GBRY. BT < 1=l (5.2)
Npp

As seen in Chapter 3, the capacity of the system depends astlieeluling strategy, therefore
(5.2) cannot be applied strictly. However, it gives an ustierding of the constraint linked to
GBRY-BET  Another property of N-BET is that it will try to equalize thkroughput of best

effort UEs, and therefore be in contradiction wiarget 3

5.2.2 Periority Set Scheduler

The PSS scheduler described in Section 3.4 is another atitexrior performing QoS aware pri-
oritizing for multiple traffics. TDPS-PSS is reformulatedri to support best effort UESs:

L2 (GBR,, - =1— if R[t][n] < GBR,
M52 [t] [n] = ( i) (5.3)

70 (max(GBR,, GBRESS) - RUE) it R1f)[n] > GBR,
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wheref[* described in Section 4.2.4, is a strictly increasing furttf R and that returns values

in [a,b]. TDPS-PSS has mainly two differences with TDPS-BET. Rir§iDPS-PSS performs a
strict prioritizing between best effort and real time UEd@pendently of the setting of any value.
Indeed, if a UE does not comply with its GBR, it will fall intes1 and be systematically prioritized
over the UEs that comply with their GBR or best effort UEs. Btorer, the best effort UEs are
scheduled according to the TDPS-PF metric and should tirerdéfe given approximately equal
shares of time. Besides, the vaIG@BRﬁlﬁf in (5.3) determines the prioritizing policy between
best effort UEs and real time UEs within set 2. It is choser eprioritize best effort UEs within
set 2 by simply settingJBRﬁlﬁf to a high enough value so that the metric of bests effort UES is

always greater than that of the real time UEs.

5.2.3 Modified Largest Weighted Delay First

The Modified Largest Weighted Delay First (M-LWDF) TDPS haseb introduced in Section
4.4.3 expressed in (4.16) as a delay aware TDPS. This fotimules not sufficient in order to
support both real time and best effort users. In order to igdime the algorithms to the mixed
traffic case, the utility framework for delay aware traffitcroduced in [39] or similarly in [44] is

shortly reminded. The delay aware PS can be formulated lasvil

Nug

maximizeF (W) = Z Un (W [n]) (5.4)
n=1 .

subjecttoy n Wn] >0
whereU,, is the utility function associated with Uk and W [n] the queuing delay of Uk.

In order to provide the long term maximization in (5.4), tire¢ domain packet scheduler must
schedule the UEs maximizing the following metric:

U>

n]

MEZ, ] =~V (W) -

Delay

(5.5)

=

In the thesis, itis proposed to design two types of margitiiyufunctions for real time traffic
and for best effort as follows:

Ul;esteffort (W [n]) =0.5- 1073 (56)

! (Wn]) =1-10"% + W [n] (5.7)

realtime

Finally, the time domain metric becomes:

0.5-1073. % if GBR, = 0

MED,, ] [n] =

Delay (58)

1-1073 + A[t] [n] - % if GBR, > 0

The metric described in (5.7) gives a nearly absolute fyidd real time UEs. The priority of
real time UEs increases as their head of line delay incre&ses effort UEs are served when not
enough real time UEs are schedulable.
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5.3 Time-Domain Required Activity Detection

5.3.1 Time Domain Resource Sharing

The time share) [n] given to UEn is defined by the probability of being scheduled by the
time domain schedulerith a first transmission If the system is in a configuration where Link
Adaptation (LA) and Outer Loop Link Adaptation (OLLA) are énstable mode, a retransmission
should occur for each UE with a probability 8fL. FR. Therefore, the time share given to WE
can be formulated as:

n[n]=(1—-BLER)-P(d[n]=1) (5.9)

whered [n] = 1 indicates that Uk is scheduled by the time domain scheduler afd[n] = 0
indicates on the contrary that UEis not scheduled. The number of UEs scheduled by the TDPS
is equal to:

NIP — min (Nyen, Nouz) (5.10)

Sc

whereN,,, is the number of schedulable UEs. The total time share givali UEs is determined
by the number of scheduled UEs as follows:

Nug

> nln]=NIP - (1— BLER) (5.11)

n=1
The maximum time share that the system can accommodatespords to the situation where
N UES are scheduled every Transmission Time Interval (TThe tbtal time share is therefore
subject to the following maximum constraint:

Nug
> nln] < NLD. - (1—- BLER) (5.12)
n=1
Additionally, the maximum time share of a UE is reached whes $cheduled every TTI, there-
fore, the time share is constrained as follows:

VYn n[n] < (1 — BLER) (5.13)

Figure 5.1 illustrates the principle of time share with aaraple wherd\fiﬁ = Npwz. The time
share of a UE is represented by a rectangle. The length oéthangle corresponds its given time
share while the width is constant and equal to 1, which cpomeds to one UE. All the rectangles
can be arranged in a bigger rectangle of length~ R and widthNV,,,...., which represents the total

time share of the system.

5.3.2 Time Domain Weighted Round Robin

TDPS Weighted Round Robin is a very simple algorithm thatsa@providing to each UE pre-
defined target time shareg"9¢ [n] of the resources to each UE It is defined by the following
metric:

Mg [t] [n] = 079 [n] - 7 [t] [n] (5.14)

wherer [t] [n] is the number of TTIs since last schedule by the TDPS. Ifdi&on average sched-
uled every time the metrid %%, - [¢] [n] reached, then UEn is provided time sharg” 9¢t [n].
This is possible of course only possible if the target timareh respect the conditions expressed
in5.12.
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VA (WE) UE (N, -1)

UE Time
Share

' (1-BLER)

Figure 5.1: example of time sharing

5.3.3 Time-Domain Required Activity Detection

In the previous section, the concept of time resource sterbéen presented as well as a scheduler
that aims at providing a desired time share to each UE. IrS&etion, the Time-Domain Required
Activity Detection (TD-RAD) principle is completed by imtducing a method to calculate the
required time share of GBR UEs and the time share given todfiest UEs.

Firstly, it is assumed that the FDPS has a stationary behavithe sense that the expected
throughput given to any UE is constant. The expected thrnouigior UEn when scheduled by the
TDPS is estimated bR, [t] [n] defined in (3.23). Therefore, the time share required by GBR
UEs can be estimated by:

GBR,

= R

By referring to the constraints specified in (5.12) and (b.4&tisfying all UEs with that time share
is only possible if:

(5.15)

Wwr GBR
; IO ( ) (5.16)
and:
Vn wlt][n] < (1 - BLER) (5.17)

If conditions (5.16) and (5.17) are satisfied, then all GBRsW&n potentially be provided
their GBR. Furthermore, when the whole time share is therfuligtattributed to GBR UES, the
excess time share is defined as follows:

Nug
B
Wezcess = Nmuz - (1 — BLER) — E Rii (5.18)
1 Rsen [t] 1]

The excess time share can therefore be allocated taVihe,;pr—o best effort UEs. In the
TD-RAD concept, each best effort UE is given and equal shiziteeaexcess time domain resource.
In order to formalize the sharing of the excess resource,ighive is defined:

] [n] 0 if GBR, >0 (5.19)
wltfnl = Nuw GBR, . _
m (Nmux (1= BLER) =Y, V® el M) if GBR,, =0
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Finally, the TDPS TD-RAD metric is defined as:
MERp [t [n] = (v [t] [n] + w [t] [n]) - 7 [t] [n] (5.20)

Figure 5.2 illustrates the TD-RAD principle witN,,,,, = 5 and 4 best effort UEs.

BE UE 1 BE UE 2 BE UE 3 BE UE 4

N |

@ cBRUE4

GBR UE 2 m GBR UE 4

GBR UE 2

UE Time
Share

(1-BLER)

Figure 5.2: Example of time sharing with TD-RAD witV,,,,.., = 5 and 5 GBR UEs and 4 BE UEs

5.4 Frequency-Domain Required Activity Detection

5.4.1 Frequency Domain Resource Sharing

In Orthogonal Frequency Division Multiple Access (OFDMAYe scheduling time share is not
entirely relevant of the quantity of resource given to a UBdeed, as seen in Chapter 3, the
average number of Physical Resource Block (PRB)s giverffereint UEs can vary depending on
the G-factor. Therefore, the scheduling frequency spdre of a UEn is defined as the average
number of PRBs given to a UE when this UE is selected by the TIDP&first transmission:

pln] = E(An][é[n] =1) (5.21)

whereA [n] is the number of PRBs allocated to WE The scheduling resource share of a UE can
now be expressed as an average number of PRBs given oventimgip- n [n]. With definitions
(5.9) and (5.21) the total available resource share isfiverequal to:

Nug

> wln]-n[n] = Nprp - (1 — BLER) (5.22)

Furthermore, the maximum frequency share of a UE is reached wis scheduled over the whole
bandwidth. Therefore, the frequency share of a UE is bouridllasvs:

Vn n [n] < NpgrB (523)
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Finally, by combining with (5.13), the total scheduling wasce share of a UE is constrained as
follows:

Vn w[n]-n[n] < Nprp- (1 — BLER) (5.24)

Figure 5.3 illustrate the time and frequency schedulingesimginciple. each rectangle rep-
resents the scheduling resource share of a UE. the lengteseis the time share while the
width represents the frequency share. The area of eacimgéetzorresponds therefore to the total
scheduling share of the UE. All the rectangles can be arthimg bigger rectangle that represents
the total scheduling share of the system.

UE frequency
Share

UE (N,.-2)

UE Time
Share

1 (1-BLER)

Figure 5.3: example of time sharing

5.4.2 Frequency Domain Metric Weighting

As seen in Chapter 3 a simple way to control the frequencyestigen to a UE is the frequency
domain metric weighting of a specific UE. This simple methetpk decreasing or increasing the
average number of scheduled PRBs:

My [t][n] = W [n] - MK” [t] [] (5.25)

whereM %P [t] [n] is X the FDPS metric an®V [n] is the weight applied to it. It is not straightfor-
ward to design a type of weighting that will allocate a dessbare of the resource. In the present
thesis, the study is limited to a very simple weighting schevhere the UE weight consists of the
frequency share intended for the UE.

5.4.3 Frequency-Domain Required Activity Detection

The TDPS-RAD algorithm described in section 5.3.3 aims aviging the exact time share re-
quired by GBR UEs so that they comply with their GBR requiramneHowever, TDPS-RAD
cannot provide the GBR to a UE that is not given enough regdoyche FDPS. Indeed, if

RP™ [] [n] < GBR, (5.26)

then, even if UEn is scheduled every TTI, it cannot be provided its GBR withimatreasing
the frequency scheduling share given to WE FDPS-RAD aims at increasing the frequency
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scheduling share to the UEs that don't fulfill condition 5@&h the natural properties of the
FDPS algorithms. The general principle consists in difigeging the UEs into two sets:

e Set 1:

— The UEs that do not need to be scheduled every TTI and can gosighl their GBR
requirement,

— the non GBR UEs,
e Set 2:the UEs that need to be scheduled every TTIl and need to bextdtbanore PRBs
compared to UEs dbet 1

The algorithm proceeds as follows. FirstBet 2is composed of the UEs respecting the following
criterion:

RP™ (] [n] < o - GBR, (5.27)

whereq is slightly abovel. The value taken in the simulationsds= 1.1. The reason for using
« is that by applying FDPS-RAD, users 8et 2may reachRscn, [t] [n] = GBR,, thanks to the
weighted FDPS metric. However, in order to keep this situmetihere the UE is allocated enough
resource to comply with its GBR, the UEs need to remaiféh 2and the weight needs to keep
being applied. Thereforeset 2consists of the UEs for whicRgeh [t] [2] iS below the GBR or
close to the GBR. The average number of PRBs required by UBsti@in order to comply with
their GBR requirement can be expressed as:

(5.28)

GBR,
Y [t][n] = m

whereRP"” describes the average throughput per PRB oflJR®? [n] is calculated as follows:

prb__ —I' .
Lon 1 1-Rpb[t—l][n]+#'m'f{[t—l][n] if At —1][n] #0
sch

E— prb sc
REP [0 =9
RE [t — 1] [7] it At —1][n] =0
(5.29)
The total number of PRBs to be allocated by the FDPS to UBgirRcan be expressed by:
Nw_prB = Z Y [t] [n] (5.30)
n’cSet2

Of course, similarly to TDPS-RAD with (5.16), the UEs 8et 2can be given the necessary
resource only if
Nw_prB < NpRB (5.31)

If condition (5.31) is respected, then all UEsSet 2can be provided their GBR. In that case,
Ni_prp PRBs are left for UEs irbet 1

Ni—prB = NPrB — Nw—-PRB (5.32)

In FDPS-RAD, it is chosen to share the number of PRBs evenlydsn UEs ofSet 1 Therefore,
a weight for each UE is defined as follows:

0 ifneSet2
Qt][n] = (5.33)

NL_PRB ;
Mo Neers if n € Setl
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whereNset 2is the number of UEs that fall intSBet 2 The FDPS-RAD X metric is defined as:
Mpip-x [t] [n] = (X [t] [2] + Q[t] [n]) - MK" [¢] [n] (5.34)

where X is the FDPS metric X. The FDPS-RAD principle is ilhaséd on figure 5.4 with 5 GBR

UEs and 3 best effort UESs. In the figure, UE 1 and UE 2 are pa®et® Indeed, their time share

has reached the maximum @f— BLE R) and moreover, their frequency share has been increased

so that they can be provided their GBR. Other GBR UEs and Iffest BEs are part oBet 1 UEs

in Set lare not scheduled every TTI and share the rest of the resoliheemaximum number of

UEs scheduled per TTI remains constant but the number of RRBsted per UEs iBet las the
number of PRBs allocated to UEs $et 2increases.

Remarks:

e The algorithm aims at first detecting UEs that require exRB®(UESs inSet 3 and stabilize
them withinSet 2in a situation where they are provided enough PRBs.

o As the number of PRBs allocated to UEsSHt 2increases, the number of PRBs allocated
to UEs inSet 1decreases. It is therefore possible that a UE that wouldnadig be inSet 1
fall into Set 2as a newSet 2UE comes in.

e FDPS-RAD relies on the fact that the FDPS weighted mé¥fif>. [n] defined in (5.25)
provides a frequency scheduling share to thesltBat is proportional to the weighV [n]:
W [n]

v 5.35
> W ] (539

pln] = Nprp -

N_, PRBS _ GBR UE 3
INL-UE-PRB PRBs GBR UE 4

GBR UE 2

N PRBs <

W-PRB

\ p— p UE Time
] I Share
1 (1-BLER)

Figure 5.4: Example of frequency sharing with TD-RAD and FD-RAD,,,,.., = 5 and 5 GBR UEs and 3
BE UEs

5.5 Performance Evaluation

In this section, the different algorithms and QoS handliogaepts are evaluated as follows.
Firstly, the focus is kept on the TDPS algorithms where tHfedint algorithms are tested un-
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der different offered loads. Then the effect of FDPS-RAD oararios with highly resource

demanding UEs is evaluated.

5.5.1 Time Domain Scheduling QoS Differentiation

5.5.1.1 Simulations Cases

Table 5.1: Common simulation parameters for the evaluation of div€)e& aware TDPS algorithms in

mixed traffic conditions.

Parameter

Setting

Envirronment

Layout Configuration

call arrival

Traffic Models

TDPS

FDPS

MACRO #1

1 simulated site
Ny g constant

Trp = 250s
Finite Buffer
Brp = 2.0Mbits
GBRFB = Okbps
Constant Bit Rate
CBR= 256kbps
ToBr = 10s
PCBR = 25.6kb
GBRcBRr = 256kbp5
Priority Set Scheduler

Required Activity Detection

Blind Equal Throughput

Modified Largest Weighted Delay First
Proportional Fair

Carrier over Interference to Average
Proportional Fair scheduled
Proportional Fair

Table 5.2: Traffic mixes cases for the evaluation of diverse QoS awareJ Blgorithms.

Parameter ‘ Setting

Cases 1 ‘ 2 ‘ 3 ‘ 4 5 ‘ 6 ‘ 7
YeBr < 10Mbps YeBr > 10Mbps

Nye [UES] 40 44 ‘ 46 ‘ 48

NLEUEs] | 40 27 14 1

NGB [UES] 13 26 39 43 45 47

yeBr [Mbps] 3.33 | 6.66 |9.98 | 11.00] 11.52] 12.03
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Table 5.1 summarizes the common simulation parametersfasewaluating different QoS
aware TDPS algorithms. The simulations run are of type "teontdJser Diversity Order (UDO)
with mix of traffic" described in Section 2.3.3.1. The priplei is reminded shortly here. Two types
of traffics are used: finite buffer and Constant Bit Rate (CBRhite buffer UEs are considered
as best effort UEs and thei# BR is therefore set t6. CBR UE emulate real time UEs and their
G BR is therefore equal to the@ BR. The finite buffer UEs have a buffer of 2Mbits and the CBR
UEs have aC BR of 256kbps with a constant packet size 86.6kbits. in MACRO 1, 256kbps
is low enough so that no UE undergo condition (5.26) and fbezethere is no need to apply
FD-RAD nor any FDPS metric weighting (such as described icti®e 3.7.3 or Section 5.4) in
this context. This allows to focus only on TDPS here. The garmall arrival scheme consists in
keeping the total number of UEs within each traffic typ&;E " and N5B) constant thus keeping
the total number of UE&/;;; constant as well. When a UE of one traffic type finishes itsisess
it is replaced by another UEs with same traffic type, placetloanly in the sector. With that
type of call, the generated CBR traffic is equahtogr = NgEBR x C BR and~¢pr is therefore
called the CBR traffic offered load. On the contrary, the geteel finite buffer traffic is not upper
bounded as the UE buffer is available at the E-UTRAN Node Bo@#ENB) as soon as the UE is in
the network.

Table 5.2 summarizes the different traffic mix settings rlihe configurations are designed
keeping in mind that the cell capacity in MACRO 1 is around 1 as shown in baseline results
in Chapter 2. Firstly, 4 traffic mix settings consist of a CBfRered traffic load {cpr) lower
than 10Mbps and the total number of UEs is kept equalltoThe goal of those simulations is
to study how the different algorithms share the resourcedsen finite buffer UEs and CBR UEs
in a situation where the CBR traffic load can theoreticallyshpported by the sector. Then, 3
other simulation settings consist of a CBR offered traffiadgreater than 10Mbps. For those
settings, the number of finite buffer UEs is kept equal to ha€GBR load cannot theoretically be
supported by a sector and therefore, only very little resmgan be dedicated to finite buffer UEs.
The goal of those settings is to study the behavior of thewdifit TDPS algorithms when the CBR
offered load is larger than the capacity.

Finally, the reference algorithm is the well-known TDPSwWih FDPS-PF described in Sec-
tion 2.6.3. The other TDPS algorithms tested are those piedén the present Chapter. BET,
M-LWDF, PSS and TD-RAD. Those 4 TDPS algorithms are testel thie two FDPS algorithms
presented in Section 3.7.2: PFsch and ColtA.

5.5.1.2 General Results

Figure 5.5 illustrates the effect of QoS aware PS: It showstterage cell throughput share of the
two different traffic types in the different traffic configtiens for two PS algorithms: TDPS-PF
| FDPS-PF as a reference and TDPS-RAD / FDPS-PFsch. Fitstligows that for PF/PF, the
cell throughput served to CBR traffic is lower than the oftefeBR traffic. PF/PF is therefore
unable to provide QoS to all UEs. On the contrary, the cebbughput served to CBR traffic
with TD-RAD/PFsch corresponds exactly to the offered CB&fit. In any case, none of the
algorithms seems to be able to serve all the CBR traffic beymdffered CBR traffic load of
10.5Mbps. Naturally, the throughput served to finite buffiits decreases when the the offered
CBR load increases as the total resource is limited. Theeflmiffer traffic tends to fill up the
excess resource left by the CBR traffic. Cell throughputasgntation of the results helps under-
standing the interaction between the different traffics thedole of the PS algorithms in terms of
QoS provision. However, the real performance of the algorit can only be evaluated in terms of
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Figure 5.5: Examples of average cell throughput share between finitetafhd CBR traffic vs different
CBR traffic offered loads for two PS algorithms: PF/PF and RBB/PFsch.
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Figure 5.6: Outage values of the different TDPS algorithms. The outagefined by the percentage of
CBR UEs with a throughput inferior to thetr BR. The graph on the left hand-side (a) provides results
with FDPS-PFsch while the graph on the right hand side (byiges results with FDPS-ColtA

Figure 5.6 represents the different GBR outage values oflifferent algorithms versus dif-
ferent CBR offered load. Results with FDPS-PFsch and witlPSEColtA are presented on two
different graphs. The GBR outage is defined as the propodid®/Es that are not provided their
GBR. More precisely, if the throughput delivered to Wifter the end of the session7&s[n], UE
n is in outage if:

Rn] < (1-75)-GBR, (5.36)

where( is close ta0. The purpose of introducing is to relax the outage condition. Indeed, with
the CBR traffic, the maximum achievable throughput is pedgigqual to the GBR, thereforg,
represents the small allowed throughput range. In thetepotsented in Figure 5.6, the value

taken is:
255
== 5.37
A=55 (5.37)
Therefore, the UE that are not in outage are the UEs with atfimalighput that ranges between

255kbps and 256kbps.

As apposed to cell throughput results, the outage represbatreal performance of the al-
gorithm in terms of QoS provision. Indeed, the cell throughgedicated to CBR traffic does not
give any information about the proportion of satisfied UE# dees not indicate how this through-
put is shared among UEs. Figure 5.6 shows three differedetaries in algorithms performance.
Firstly, the PS/PF reference algorithms shows an outagedhias between 20% and 40% depend-
ing on the CBR traffic offered load. The minimum outage forfis met forycpr = 10Mbps.
As shown in many studies, the PF/PF algorithms is not s@tédyl mixed traffic as is is not able
to keep the outage at a low value. Generally, the other dlgns have a relatively low outage
(< 10%) for yvopr < 10Mbps and the outage starts increasing very fast whemg increases
above 10Mbps. However, forcpr > 10Mbps, M-LWDF and TD-RAD show an outage lower
by around 20 points compared to PSS and BET. Note that thedbange in tendency whether
FDPS-PFsch or FDPS-ColtA is used.
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5.5.1.3 The PF algorithm
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Figure 5.7: G-factor versus average Throughput for CBR traffic and fatdibuffer traffic. The graph
(a) shows results foy = 3.33Mbps, (b) shows results foty = 9.98 Mbps, (c) shows results foy =
11.78 M bps

Figure 5.7 shows the G-factor versus average throughpuCBR and finite buffer traffics
for different CBR offered load values. From Figure 5.7, ipisssible to highlight two types of
behaviors regarding the TDPS-PF metric. Firstly, the UBS$ éine not limited by the their offered
throughput belonging to a set that will be callgg,.. This includes all the finite buffer UEs as this
traffic is not source limited by nature as well as all the CBRsUfiit which the served throughput is
inferior to the CBR R [n] < GBR,,). Figure 5.7 shows that there is a G-factor thresi@ld .
that depends oncpr below whichR [n] < GBR,,. When the system is in a fixed state (with
a fixed set of UEs in the cell), the TDPS-PF metric of the UES . should converge toward a
fixed valueK pp:

D)
vneS = =K 5.38
n<opp R[n] PF (5.38)
UEs of S, follow the PF principle and should therefore be allocatedatgesource shares
RS- :
PF
Vne Spp win|-nnl= RSSEF (5.39)

With the power delay profile Typical Urban, which is used ihthé simulations, the coherence
bandwidth is small compared to the transmission bandwititie consequence is that the wide-
band estimated throughput is approximately constant ie.tiiterefore, it is possible to consider
D [n] as nearly constant in time. FurthermoE&[n] is an increasing function of the G-factor. The
consequence is th&t [n] which according to (5.38) is proportional Ia [, is also an increasing
function of the G-factor. Finally, CBR UEs &f, with a G-factor belowG, ., are simply not

provided their GBR. The total resource share aIIocatedethtﬁgF UEs of S, ., UEF RS -
depends on the UEs with the second type of behavior regatidn§DPS-PF metric. They are the

CBR UEs that are limited by their offered throughput (thusnptying with their GBR require-
ments). Those UEs form a set that is callefl.. As UEs ofS} . are throughput limited, their
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past average throughput is equal to their GBR and therefore:

D[n] _ D[
+ —
Vﬂ/EASPF __hﬂ _-(;B}ﬁl>>}(PF 6140)

The consequences are firstly that UEsS@f,. are systematically given priority over users .
when they have data available at the eNode-B. Secondly,ateegcheduled according to a max
C/l rule. ParadoxicallyS} . UEs are given a smaller resource share thigp UEs since they are
simply limited by their offered throughput.

Finally, the outage provided by the TDPS-PF algorithm ddpemn the balance between the
two setsS},. and S, where only UEs ofS},,. are not in outage. Figure 5.6 shows that the
outage provided by TDPS-PF decreases whengr increases fofyopr < 10Mbps and increases
for vopr < 10Mbps. This trend can be explained by using a simple modeling ofdlseurce
sharing betwees'}; . and S UEs. The total resource of the cell is shared as follows:

“RS + o —1—- BLER. (5.41)

nesty
As UEs inS} . are given a smaller resource share ti5ap.:
J p sothat Vne Sh,, 0<pln]<1 and un] -nn]+pln]= RSS,ZF (5.42)

Therefore:
1-BLER+ ), st PN

- = e 5.43
RSSPF Nog ( )

For the simulation settings whete zr < 10Mbps (cases 1, 2, 3 and 4 described in Table 5.2), the
total number of UEs is kept constant as mentioned in Tablelb.these conditions, increasing the
proportion of CBR UEs by a factor af should increase the number of UEs that fall iﬁth by

a factor of at least. Indeed, UE above the G-factor threshold should still fetbiS}; . since they
are traffic limited. (5.43) shows that on average, when thebar of UEs inSj,fF increases, then
RS - mcreases aswell. IRS_- increases, this also means that the G-factor thresholé ases

and that extra UEs will fall mtchgF The result is the decrease in outage observed in figure 5.6
for vepr < 10Mbps. On the contrary, for the simulation settings whetgzr > 10Mbps
(cases 5, 6 and 7 described in Table 5/2),r increases together with the number of CBR UEs
simultaneously in the network as mentioned in Table 5.1h#t caseRSS;F decreases and the
inverse effect regarding the outage is observed.

5.5.1.4 Feasibility Zone

The feasibility zonevzg( of a PS algorithmsX is defined by the set of UE spatial configurations
for which the outage is inferior to the valde In a wireless system, the Radio Admission Control
(RAC) functionality is supposed to keep the system in thailelity zone. The RAC is not the
focus of this Chapter and is therefore not introduced befitrapter 6. Nevertheless, it is important
to know the behavior of the different algorithms within théasibility zone and outside their
feasibility zone. Indeed, even if the RAC may prevent a newttiake the system come outside
of the feasibility zone, in a real system, UEs may be chanlgiogtion and the system may come
out of feasibility zone without any new UE entering the netwoDetermining precisely” Z%
would require an infinite number of simulations, which is olutse not possible within a PhD
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study time. Therefore, in the simulation strategy, all CBRsthave the same CBR and the focus
is put on the value/‘}(, defined as the maximum average CBR offered load that cantkeequtage
inferior to ¢ for the PS algorithms{. The set of simulations run described in Table 5.1 does not

allow to determine precisely‘}( for any value ofé, however, it provides an interval where it is
located. Considering = 0.1, there is:

Sk, A%hr € [6.66Mbps, 9.98Mbps) (5.44)

Hence the case withcpr = 9.98 is special since it reveals the capacity gain brought by RAD
and M-LWDF over BET and PSS.

5.5.1.5 Feasible Zone

In the present Section, the behavior of the different atgors in the feasible zone is analyzed.
this includes the simulation cases where= 3.33Mbps | NFZE = 27 andy = 6.66Mbps and
]\FUB}Ep = 14. Figure 5.8 shows the G-factor versus average maximum dietayBR traffic. The
maximum delay of a UE is defined as the highest delay with whiphcket is delivered to the UE.
This measure helps understanding the behavior of the eiffeFDPS algorithms with the CBR

traffic. Furthermore, Figure 5.9 shows the Cumulative Dgrisiinction (CDF) of the number of
schedulable UEs per TTI.
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Figure 5.8: G-factor versus average maximum delay for CBR traffic. Thaphgr(a) shows results for
v = 3.33Mbps andNFE = 27, (b) shows results foy = 6.66Mbps and NFE = 14

BET and M-LWDF according to Figure 5.9, keep the number of schedulable CBR lé¢low
the number of UE that can be multiplexed in a TV}, = 10. Note that by design, BET
and M-LWDF give a nearly absolute priority to CBR UEs overtbeffort UEs. Therefore, in
those conditions, as soon as a CBR UE is schedulable, it &dstdd. In the feasibility zone, the
system is kept stable that way, with 0% of outage and with mara delays that do not exceed the
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Figure 5.9: CDF of the number of schedulable UEs. The graph (a) show#tsdsuy = 3.33M bps and
NEE = 27, (b) shows results focpr = 6.66Mbps and NFE = 14. In both graphs, the shaded area
corresponds to the number of finite buffer UEs simultangoirsthe sector ¥ZL); as finite buffer are
always schedulable, the CDF curve of the number of scheldulébs is always beyond that area.

inter packet arrival time as assessed by Figure 5.8. Notdrththose simulation configurations,
there is absolutely no difference between BET and M-LWDFardmg the handling of CBR UEs.
This behavior is however dependant on the number of CBR Uk dituation wherecpr =
6.66 M bps andCBR = 128kbps and therefore 46 CBR UEs present in the cell simulatneously
(instead of 26 folC’' BR = 256kbps), the number of schedulable UEs would most likely be double
compared taC BR = 256kbps and therefore more often abové,,,, = 10. The two metrics
would most likely provide different results.

PSS provides greater delays according to 5.8. The main diff@és that no absolute priority is
granted to CBR UEs over best effort UEs. Indeed, CBR UEsritdl PSS Set 2 when they comply
with their GBR requirement. However, CBR UEs are schedulezbmling to an approximate
maximum throughput rule among each other in Set 2. Indeeddéimominator of the PF metric
is nearly equal to the GBR for all CBR UEs. This is a very coum@ductive behavior which

explains the quite higher outage (10%) of PSS and the higklaysl

RAD provides greater delays than BET and M-LWDF as well. The sgareral reasoning
than for PSS applies here too: no explicit absolute pridstgranted to CBR UEs over best
effort UEs. In a perfect world where the required activitpéfectly estimated, RAD should give
results similar to BET and M-LWDF. However, in the imperfeairld, R, is subject to over and
underestimations. The overestimations add excessivedatal increase the outage. However, the
estimation bias oRs., averages out on a long term and therefore, the final througlggivered

to CBR UEs is close to th& BR.

And the best strategy is... Of course it is the strategy followed by BET and M-LWDF which i
the simulations conditions, simply consist in prioritiginystematically CBR UESs over best effort
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UEs. Indeed, as mentioned previously, with the power delafile used in the simulations Typical
Urban (TU), the coherence bandwidth is very small comparéld transmission bandwidth. The
result is that no gain can be expected from time domain mski¥ diversity. Therefore, in those
conditions, a CBR UE is served itsBR if it is scheduled a certain number of times, within a
certain period. There is therefore only benefit in givingabte priority to CBR UES over best
effort UEs.
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Figure 5.10: CDF of the throughput for finite buffer traffic. The graph (&pws results forcpr =
3.33Mbps andNZE = 27, (b) shows results foycpr = 6.66Mbps andNZE = 14

The best effort UEs. Finally, Figure 5.10 shows the CDF of the throughput de&deto finite
buffer UEs. It is noticeable that only the BET scheduler pims a different distribution than the
other schedulers. BET follows its natural property and éges the different finite buffer UE
throughputs. All the other QoS aware algorithms follow aiEinPF throughput distribution with
less fairness but resulting in a higher average cell thrpugh

5.5.1.6 Non Feasible Zone

In the present Section, the behavior of the different atgors outside the feasible zone, or near
its border is analyzed. The two cases wjthsr = 9.98 Mbps andycpr = 11.77Mbps are taken
as examples for algorithm analysis. Figure 5.11 shows theéhd&ighput CDF and Figure 5.12
shows the G-factor versus mean UE throughputfesr = 9.98 Mbps which is a limit case and
vyepr = 11.77Mbps which is clearly out of feasible zone of all algorithms.

PSS and TDPS-BET have equivalent behaviors. This is nhormal as whepg increases, PSS
is not able to provide the GBR to less and less UEs until a peidre UEs systematically fall
into Set 1 which is strictly equivalent to BET. The behaviérBET can be further analyzed
with a simple analysis of the metric. BET schedules Mg, UEs that have an estimated past
average throughpuR. [t] [n] below a certain thresholR!" [¢]. Let us analyze the algorithm with
the following simplified assumptions:
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Figure 5.11: UE Throughput CDF for CBR traffic. The graph (a) shows resiaitsyczr = 9.98 Mbps,
(b) shows results fotcpr = 11.77Mbps.
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Figure 5.12: G-factor versus average UE Throughput for CBR traffic. Thepbr(a) shows results for
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e Assumption 1When UEn is scheduled, the throughput served is always equBkich® [n]
for any TTI. In reality, this is of course not true and the sehinstant throughput will be
a more complex process. The served throughput is howeverctgto average out over
time.

e Assumption 2R [t] is constant in time. This is not true since:

— The UEs spatial configuration is not constant over time gioee, the share of resource
that can be given to all UEs will vary when a new UEs comes imitevork or when
a UE comes out (long term variations)

— Each estimated UE past average throughput is subject totlasteous variations (short
term variations expected to average out between changeEgf U

[kTS] R Increases when throughput Rsch is
scheduled
Natural Decay of the
Exponential filter for R
‘. ' « ...........----_'.'.'.'.'.'.'.'.'.:'.'.:'. :::: 4
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Figure 5.13: Graphical explanation of the simplified assumptions forahalysis of the scheduling process
of BET.

Following those assumptions, UEwould be scheduled everns g7 [n] TTI following the pattern
shown in figure 5.13. combining the decay of the exponenttal fof the past average throughput
R [t] [n], considering that U is scheduled wheR [t] [n] = R [t] and that the same instant
throughputRsch“ [n] is always allocated to Uk:

log(l—%-%t:[ng

log (1 - 7)

By expanding the numerator and the denominator into Taglées, z 1 [n] can be approximated
by 714 [n] (for ideal’) wherer;, [n] is the exact scheduling TTI spacing that should be respétted
order to provide throughpiR** to UE n following the assumptions stated in the present Section:

TBET [n] = (5.46)

Rsch? [n]
Rtk

Note that the validity of this approximation increases withthe constant of the exponential
averaging filtering of the UE throughput estimation. Figbr&4 shows the difference between

TId [n] = (5.47)
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e (5.46) andr;, (5.47) for different values of' and Rsch® [n]. It is noticeable thatppr
deviates significantly fromy;, for T' = 40. However,7ggr andr;4 are very similar forl’ = 400
which is the value used in all the simulations.
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Figure 5.14: Rsch® versusr;, andrg g for different values off".

It is concluded that with those simplifying assumptiong,tha

e BET should provide an equal throughput to all UEs equaktt;

e Furthermore, the different UEs are served in a pseudo rooipid-fashion: UEn is sched-
uled everyrgpr [n] TTI

In reality, the throughput is not perfectly equalized bessgAssumptiond and 2 are not accurate.
Furthermore, as the TDPS is selectiNg,,. UEs every TTI, this allows high Geometry UEs to be
provided a higher throughput on average. The result of thE€ 8Eategy is that the outage should
increases very fast beyond a certain value©f . Indeed, as the throughput is equalized between
the UEs, a situation whelR!* < «-G'BR would mean that all UEs would be in outage. However,
the outage is a hard measure. From a more subjective poinewfitis possible to argue that a
lot of UESs can stay close to their GBR target. Finally whetBE is the right strategy is matter
of policy.

RAD algorithm aims at providing each CBR UESs the exact requirad share needed to comply
with their GBR requirements. The weighted Round Robin (RBYrithm is designed so that

e the time share calculated by the RAD component is providededJE

e as BET, the different UEs are served in a pseudo round-raisinidén.

However, RAD is expected to scale down the resource sharkk OEa compared to the re-

quired resource share when the system is not in the feasibke and behave exactly similarly to
BET. However, Figures 5.11 and 5.12 show that this is not #s®.c The explanation for these
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difference lies in the fact that the Weighted Round Robin @YRlgorithm is a memory-less al-
gorithm. Indeed, when a UE is not scheduled "in time", thenteuof WRR is simply reset to
0 forgetting that the UE has undergone a penalty. On the agntfor BET, when a UE is not
scheduled "in time", the past average throughput keep aredsiag.

The result is that RAD is very throughput unfair when it is ofithe feasibility zone and gives
higher priority to high geometry UEs. Paradoxically, thésults in a better scheduling strategy
when it comes to outage. Indeed, in the non-feasible zonerder to maximize the number of
satisfied UEs the best strategy is to give a priority accgrtiinncreasing Geometry.
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Figure 5.15: G-factor versus average average UE delay ratio for CBR ¢raffne graph (a) shows results
for yopr = 9.98 M bps, (b) shows results foycpr = 11.77Mbps.

M-LWDF schedules the highest head of line delays weighted with thyggptional fair metric.
In the simulation conditions:

¢ the denominator of the proportional fair metric is very eldsGBR,

¢ the numerator, the wideband expected throughput is stediiné, as mentioned before.

Furthermore, as the wideband expected throughput is stedidye, it should also be proportional
to the average delivered throughput per TTI defined as:

mean CBR- TCBR
Rsch [’I’Z] = W

whereT,.;, is the cumulated time where Ukis scheduled by the TDPRsch™¢*" is ana pos-
teriori measure of the average capacity of the UE. Given this measisgossible to determine
the minimum average achievable packet delivery delay:

(5.48)

PcBr
Won [n] = oGl 5.49
"] Rsch™"" [n] ( )

which corresponds to the serving time of a CBR packet, aseifpiicket was scheduled every
TTI after being received at the eNode-B with a throughputa¢do Rsch™“*" [n]. Finally, the
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M-LWDF metric is proportional to%[”}n} and therefore, should equalize the ratio between the

served delay and the minimum average achievable packgedetielay. In order to verify that, a
new statistic is introduced: the delay ration|.

W ez [n]

K[n] = (5.50)
Where W ... [n] is the maximum delay for UR. Figure 5.15 shows the G-factor versus the
average delay ratio. It shows that only M-LWDF equalizesdélay ratio.

Finally, M-LWDF gives generally higher priority to highelegmetry UEs, but this priority
is regulated by keeping the ratio between the served deldyrenminimum average achievable
packet delivery delay constant. Whepgr increases, the proportion of UEs in outage increases
and the geometry threshold below which UEs are not satisfig@ases.

Delivery
Packet UE 2
>
TDPS Strategy 1:
- High G first o Delivery Packet UE 1 _
- Schedules until =
the packet is finished UE2: needs 6 TTI
to deliver one packet
T i > UE1: needs 2 TTI
o Delivery Packet UE 2 o to deliver one packet
TDPS Strategy 2: - =
- Equalizes throughput Delivery Packet UE 1 -
- Schedules UE NMUX =1

i | [ O e b e O

=== > TTIs

1 2 3 4 5 6 7 8

Figure 5.16: lllustration of the effects of two TDPS strategies on padedivery delay.

Another property of M-LWDF is that while BET and RAD by natwsehedule UEs sequen-
tially, M-LWDF will tend to schedule UEs consecutively. ked, M-LWDF uses in its metric
the head of line delay [¢] [n] which keeps increasing until the packet is delivered. Tioeee
the priority metric of a UE keeps increasing until packetwaal. This strategy is beneficial to
the overall delay statistics as for equal capacity it isdreth completely deliver a packet before
starting another transmission. Figure 5.16 illustratés\lith a simple example wittVy,7, = 1
and 2 UEs. UE 1 needs only 2 TTls to deliver one packet while Wie&ds 6 TTI. In any case,
8 TTls are needed to deliver one packet of each UE. The bastgirin terms of delay, consists
in delivering the packet of UE 1 within the first 2 TTls and thamliver the packet of UE 2 in the
following 6 TTls. Any other strategy would increase the glbbtelay distribution.

And the best strategy is... It is here a matter of policy. In terms of pure outage, the bést

gorithms for CBR UEs would be a Max C/I scheduler as it wouldiimize the number of UEs

in outage at the cost of providing no resource to all the UBs ¢annot be satisfied. The BET
algorithm is the opposite policy that consists in trying feega part of the resource to every-
one knowing that no one will be fully satisfied. Finally M-LWHs a mid-way alternative that
may provide a good balance between proportion of UEs satiafiel overall fairness. The RAD
algorithms however needs modifications in order to fulfdltarget.
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5.5.1.7 Conclusion Regarding The TDPS Scheduling Strategy

Finally, among all the algorithms presented, M-LWDF seemriset collecting the greatest amount
of advantages. It performs best in feasible zone and offersi@resting compromise in non
feasible zone. Furthermore, it tends to scheduled wholkgtsi@t once instead of fragmenting
the delivery over time. However, the RAD algorithms in it¢eintion is worth of interest. It is
expected that with the following improvements:

e add a compensation component in the WRR metric for delayexhidy schedules so that
RAD behaves as BET in non feasible zone

e add a delay component to the metric in order to add the ptissitn in feasible zone to
systematically prioritize CBR UEs over best efforts UEs &mdecrease the outage in the
non feasible zone;

the RAD algorithms would provide the best packet scheddtiaghework.

5.5.2 Frequency Domain Scheduling QoS Differentiation
5.5.2.1 Simulation Cases

Table 5.3 summarizes the simulation cases run for the ei@tuaf different FDPS QoS differenti-
ation PS strategies. The focus is put on the FD-RAD methoctithesl in Section 5.4.3. Therefore,
the simulation cases involve mixes of traffic where the CBRsU&ve a CBR that cannot necessar-
ily be handled by being scheduled every TTI. Different valo&y-pr are tested but the number
of CBR UEs is kept constant, equal Tovhile the C' BR values are varied fromil2kbps up to
1536kbps. Both FDPS-ColtA and FDPS-PFsch are tested with and withBURAD as the FDPS
scheduler is critical to study here.

5.5.2.2 General Results

The simulations are designed so that most of the outage cfsomaghe inability of the FDPS to
provide UE with their GBR when they are scheduled every Tiidleked, it has been seen in Section
5.5.1that values likecpr = 3.58Mbps andycpr = 7.17Mbps can be handled with FDPS-PFsch
or FDPS-ColtA and TDPS-RAD while keeping a low outage. Hosveyopr = 10.75Mbps is
near the limit of what throughput a cell can serve and in tlagec the outage should come from
both the FDPS and the simple fact that the cell is capacititdin Figure 5.17 shows the outage
results of the different cases. It is possible to observeRBaRAD brings a clear improvement
in terms of outage. In the case zr = 10.75Mbps, FD-RAD even increases the outage. In the
following sections, the results are analyzed more in detaibrder to bring more understanding
of FD-RAD.

5.5.2.3 The Effect of FD-RAD on Resource Allocation

The different effects of FD-RAD are summarized in the folilegvFigures. Figure 5.18 shows G-
factor versus average throughput of CBR UESs, Figures 5.8%&0 show the G-factor versus the
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Table 5.3: Simulation parameters for the evaluation of FDPS RAD atpars in mixed traffic conditions.

Parameter Setting
Envirronment MACRO #1
Layout Configuration 1 simulated site
call arrival Ny g constant
NUE = 20
Trp = 500s
Traffic Models Finite Buffer
NEB= 13

Brp = 2.0Mbits
GBRFB= OkbpS

Constant Bit Rate

NGB = 7
CBR = 512kbps /1024kbps / 1536kbps
Tepr = 10s

PCBR: 25.6kb
GBRcpr = 512kbps /1024kbps / 1536kbps
voBr = 3.58Mbps / 7.17Mbps / 10.75Mbps

TDPS RAD

FDPS ColtA with FD-RAD
ColtA without FD-RAD
PFsch with FD-RAD
PFsch without FD-RAD

100

—©— PFsch

90} = % = PFsch FD-RAD 7+

—E— ColtA 4
80+ = =+ = ColtA FD-RAD

70

60

50

Outage [%)]
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CBR offered load [Mbps]

Figure 5.17: Outage values of the different FDPS algorithms associatddRiD-RAD or not. The outage
is defined by the percentage of CBR UEs with a throughputimféo theirGBR.
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average number of PRBs scheduled when the UE is selecte@ RS for CBR and for finite
buffer traffic. Finally, Figure 5.21 shows the throughput EEDX finite buffer UE. Each Figure
shows the results of the different algorithms for the ddfdrycgr cases.
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Figure 5.18: G-factor versus average throughput of CBR UEs. The grapbh@ys results fotycpr =
3.58 Mbps andNFL = 13, (b) shows results foycgr = 7.17Mbps and NFE = 13 and (c) shows results
for yopr = 10.75Mbps andNFE = 13.
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Figure 5.19: G-factor versus average number of scheduled PRBs for CBR Tigsgraph (a) shows results
for yopr = 3.58 Mbps and NZE = 13, (b) shows results foycpr = 7.17Mbps and NFE = 13 and (c)
shows results foficpr = 10.75Mbps and NFE = 13.

Firstly, it is possible to notice that FD-RAD succeeds inasafing UEs that are not scheduled
enough PRBs from those that are scheduled enough PRBsdirdeas consider as en example
the case wherecpr = 7.17kbps. For this case, there is a clear threshold@oe= 3dB. Indeed,
below 3db, according to 5.18, the FDPS (PFsch or ColtA) isalibé to serve thé&BR. But,
according to Figure 5.19, when FD-RAD is used, the numberRB#scheduled to CBR UEs
with a G-factor below 3dB is increased. Furthermore, FD-Ré&ily increases the number of
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Figure 5.20: G-factor versus average number of scheduled PRBs for finffetdJEsS. The graph (a) shows
results forycpr = 3.58 Mbps and NEE = 13, (b) shows results foycpr = 7.17Mbps and NEE = 13
and (c) shows results forezr = 10.75Mbps and NFE = 13.
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Figure 5.21: Throughput CDF of finite buffer UEs. The graph (a) shows tssiar vopr = 3.58 Mbps
and NBE = 13, (b) shows results foticpr = 7.17Mbps and NZE = 13 and (c) shows results for
Yoer = 10.75Mbps anngg =13.
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PRBs used for CBR UEs that don’t comply with their GBR reguieaits. Indeed, it is possible
to notice on Figure 5.20 that in any case, finite buffer UEstee& number of allocated PRBs
decrease when FD-RAD is used. The result is that the thraugtgrved to finite buffer UEs is
significantly reduced when FD-RAD is used as show figure 5&imilarly, Figure 5.19 shows
that number of PRBs allocated to CBR UEs above the G-facteshiold also decreases when
FD-RAD is used. Those UEs are simply scheduled more ofterhbyTDPS so that they can
comply with their GBR. All those aspects are perfectly cstesit with the design of FD-RAD

However, even if FD-RAD succeeds in detecting properly th&aor threshold, it is not
able to provide enough PRBs to lower G-factor UEs in ordetttiem to reach their GBR. This
is due to a dimensioning problem of the weighting metric gple. The FDPS metric system
in itself guarantees that the number of allocated PRBs a&se® but it does not guarantee that
the given number of PRBs will be enough to serve the GBR. Amthéumore, the effect of the
metric weighting will be tightly dependent on the FDPS neeitself. Indeed, it is possible to
see on Figure 5.19 that for example, FD-RAD combined witht&aicreases more the number
of scheduled PRBs than combined with PFsch. The reasontithihaffect of metric weighting
on PFsch is reduced by a simple contradictory behavior. gldiweight to the PFsch metric of
some UEs tends to increase the metric and the number of dedelRBs. However, increasing
the number of scheduled PRBs also increases the valilgsdh, which in return decreases the
PFsch metric and should decrease the number of scheduled. FRBults on Figure 5.19 show
that in the end the number of PRBs is still increased with RRgeighting but significantly less
than with ColtA weighting. A simple way to improve the metvieighting principle would be to
add a control mechanism insuring that the weight given taiceUE would increase as long as
the UE is not served with a throughput that is enough to gteeatne GBR.

5.5.2.4 Conclusion Regarding The FDPS Scheduling Strategy

Finally FD-RAD works as a throughput increase mechanismwvé¥er, it is under dimensionned
to actually provide their GBR to all UEs that could not be pded their GBR without FD-RAD.
FD-RAD could be improved by improving the metric weightingngiple and combining it with a
control mechanism insuring that the weighting would be sigfit to guarantee a certain through-
put to each UE.

5.6 Conclusion

The present chapter proposes the design of a complete utieduling solution for mix of best
effort and real time traffic. Based on the conclusions of @drap, the Required Activity Detection
concept is developed into both time and frequency domaiadsdbrs. Furthermore, some algo-
rithms from the literature are adapted to support mix ofitaf

A detailed analysis of the time domain schedulers througbreske simulations led to the
following conclusions. Firstly The Modified Largest WeightDelay First (M-LWDF) has the
best overall performance and is the preferred time domdiadider in the simulated conditions.
Indeed, in the feasibility zone, M-LWDF gives absolute gtioto real time UEs resulting in an
outage of 0% in that zone. In the non-feasibility zone, M-LWDaintains the system in an
equilibrium which is a compromise between the throughpuhéss strategy (followed by Blind
Equal Throughput and that yelds a very high outage) and thénmuan C/I strategy (followed by
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the PF scheduler in the non feasibility zone and that yeldddivest outage, hiding the fact that
many users are simply never scheduled).

The Time-Domain Required Activity Detection (TD-RAD) is tniecommended for imple-
mentation as derived in the thesis. However, The TD-RAD wquesent several advantages in a
more complex scenario. Indeed, for example, the RAD contggides it easy to control the time
share given to best effort users. Therefore, based theitgarof the study, it would be beneficial
to improve the TD-RAD algorithm by adding a delay componerthe metric in order to combine
the different qualities of M-LWDF and of the RAD concept.

Finally, the Frequency-Domain Required Activity Detent{&D-RAD) simply applies weights
to the Frequency-Domain Packet Scheduling metric and stmgeatly improve the system per-
formance when high GBR UEs are present in the system. In suttseFD-RAD can decrease the
outage of up to 50%. Therefore, FD-RAD is recommanced fotémgentation in a real system on
top of the existing Frequency-Domain Packet Schedulingimet






Chapter 6

Radio Admission Control

6.1 Introduction

Radio Admission Control (RAC) is the mechanism that aimsestping the cell in a state where
the outage is low by admitting or blocking User Equipment J&Jlacoming in network. The RAC
algorithms are evaluated in terms of UE unsatisfaction weliee unsatisfied UEs include:

e The UEs in outage as in the Packet Scheduler (PS) studies,
e And the UEs blocked by the RAC.

In this Chapter, state of the art RAC schemes are comparbdwiéw Required Activity Detection
(RAD) based RAC algorithm. The study takes into account e possibilities included in Long
Term Evolution (LTE) compared to earlier 3rd GenerationtiRaship Project (3GPP) releases.
The mostimportant change lays in the possibility for the R&@ccess Layer 2 information as the
RAC is located in the E-UTRAN Node B (eNode-B) while for exdepn High-Speed Downlink
Packet Access (HSDPA), the RAC was located in another ndidelthe Radio Network Controler
(RNC). The rest of the Chapter is organized as follows: 8rddi.2 describes RAC framework
used in the thesis work. Then Sections 6.3 and 6.4 descrlitails throughput and RAD based
RAC. Finally, the performance of those algorithms is stddie Section 6.5 and the Chapter is
concluded in Section 6.6.

6.2 RAC framework

In the present study, the RAC will be formalized in the folloggway. The state of the system is
characterized by a one dimensional unit val<ig,; [t] where each UE brings a linear contribution
Kug [t] [n] so that:

Nvue

Keen [t] = Z Kuz [t] [n] (6.1)
n=1

The unit of K¢ [t] can be the throughput (expressed in Mbps for example), tpgres trans-
mission power (expressed in dBm for example), the numberksd br any other unit that helps
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quantifying the state of the system in terms of resource .nBedides, the feasibility zone is char-
acterized by a threshold valug;h that corresponds to the upper bound of the resource that the
system can provide. Therefore, the criterion for accepdimgw UE in the network is:

I<cell [t] + I<new < Kth : (1 - A) (62)

where K,ow IS the resource need of the incoming UR represents a safety margin. If the
algorithm is too permissive by nature, using a positivewill help keeping the system in the
feasibility zone. On the contrary, if the algorithm is to servative by nature, using a negatite
will increase the number of accepted UEs and therefore dserthe overall unsatisfaction.

Besides, figure 2.3 of Section 2.4 shows the LTE modeling o€R&ed in the thesis. The
RAC functionality can use all the elements that the PS isgusirhis fact is a novelty in recent
3GPP releases. The RAC can therefore use the Channel Quéditsnation (CQI) of the UEs that
are present in the network as well as the same variable usékefd®S algorithms. However, an
incoming UE usually does not have any available CQI. The RA&instead use Layer 3 channel
quality indications like the Reference Signal ReceivedIQuégRSRQ), which consists of the ratio
between the received reference signal and the receiveal sigra certain section of the bandwidth.
The RSRQ is fully defined in [60].

6.3 Throughput Based Radio Admission Control

The throughput based algorithms characterize the statbeofystem with the capacity. Two
throughput based algorithms are described in the presetivise The first algorithm calle@ixed
throughput based RA( a very simple algorithm that is used as a reference whdnatireg the
performance of the different algorithms. The second allgovs calledadaptive throughput based
RACis a more advanced scheme based on [51].

6.3.1 Fixed Throughput Based RAC

Throughput based algorithms follow the following logicalestioning:
1. What is the maximum throughput of the cell?

In the fixed throughput algorithm, the maximum cell throughis assumed to be fixed and equal
to Cy, a value chosen as parameter. This assumption does naspamckto reality since the cell
throughput changes with the channel quality of UEs presetiita cell, with the Quality of Service
(QoS) parameters and also depends on the PS algorithmsyadplt also changes depending
on the interference level from neighboring cells. Howeasgsuming that the capacity is constant
is still reasonable since a cell has characteristic phiysimaditions ( for example: the physical
coverage area, the transmission bandwidth) that do nogehara long term. Therefore, assuming
the interference level from neighboring cells constanthezell should have an average capacity
even though the UE locations are changing in time. As an eba@rtie baseline simulations in
Chapter 2 show that the system in the simulated conditioasttaroughput of around 10.5Mbps.

2. What is the capacity occupied by the UEs present in th@ cell
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It is assumed here that the packet scheduling algorithroidging to each UE its Guaranteed Bit
Rate (GBR). Therefore, the capacity required by the UEsgmitaa the cell is equal to the sum of
the different UEs GBR.

3. What capacity is the incoming UE requiring?

Following the same assumption, the capacity required bynitreming UE is equal to its GBR.
Finally, the fixed throughput algorithm is summarized bysj}6.

Nue
Y GBRy + GBRyew < Cy (6.3)

n=1

If the expression is true then the incoming UE is acceptdueratise, the UE is rejected. This
algorithm is very simple to implement and to apply to a systéfowever, it has two major dis-
advantages. Firstly, the capacity thresh6lg must be manually set. The operator must therefore
have a precise idea of the possible capacity in the systemthdfmore, the capacity even if av-
erage should oscillate depending on the UE configuratiosepitein the system. For example, the
capacity will decrease when a high geometry UE is replaceal lbyw geometry UE.

6.3.2 Adaptive Throughput Based RAC

In order to solve the disadvantages of the fixed throughmdriéhms, the adaptive throughput
has been developed. The adaptive throughput based algdntltows exactly the same principle
than the fixed throughput algorithms. The difference liethaestimate of the cell capacity. The
adaptive throughput algorithm tries to estimate dynarhidhle capacity of the cell based on the
past cell throughput. The adaptive throughput algorithrsuisimarized in (6.4) wher€yy, [t] is
the dynamically estimated capacity at Transmission Tinberyal (TTI) ¢.

Nug L
Y  GBRy + GBRpew < Cen [t] - (1 - A) (6.4)

n=1

The maximum supported cell throughput is estimated withngpk# exponential filtering of the
scheduled throughput as described in (6.5):

To—1 —— 1
=l Tmit—1]+ - Call cm) ,cm) (6.5)
C Tc

Cin [t] = min <max (

WhereCyy, [t] is the instant capacity estimate of the cell. Note that areuppundC,,,,, and a
lower boundC,,,;,, are introduce to prevent the algorithm of estimating theacayp at a too high
or too low level. When the number of UEs is very low, the calyaciay be estimated from a non
representative number of UEs, therefore, in this case,apadity may be either underestimated
(for example if there is only one UE in the cell, at the cell edgr overestimated (for example
if there is only one UE in the cell, close to the eNode-B). Tih&tdant capacity is estimated as

follows:
NprB

Cin [t] = —5 = Cinst [t] (1 - BLER) (6-6)
N¥hg [t]
WhereCipnst [t] is the scheduled cell throughput at TITINSSE 5 [¢] the number of Physical Re-
source Block (PRB)s scheduled at TeTand Np g5 the total number of PRBLC;,¢ [¢] is scaled



114 Chapter 6

with the BLE R and with the ratio between the total number of PRBs and thebeurof PRBs
that have been used.

The adaptive throughput algorithm aims at adapting thetbedlughput estimate to the vari-
ation of UEs configurations in the network. The disadvantafythis algorithm is that it does
not take into account the incoming UEs channel quality aedefore relies on a minimal change
of the cell capacity once the UE has entered the network. Téegion of the algorithms will
therefore increase with the number of UEs present in the arktwHowever, one advantage of
this algorithm is that the capacity estimate is based on ds¢ gthedules and therefore takes into
account the PS influence on the cell capacity as well as neigtthcells interference.

6.4 Required Activity Detection Based Radio Admission Combl

The RAD based RAC is a new RAC scheme where the state of thensystcharacterized by the
required activity. The required activity here is defined bg tiverage number of PRBs per TTI
needed to serve a UE with its GBR. In the principle, the RADedaslgorithm corresponds to a
similar logical questioning than the previous algorithms:

1. What is the total available number of PRBs per TTI?

It is a fixed value equal t&Vprp - (1 — BLER) as it is assumed that a fraction of the resource
equal to(1 — BLER) is used for retransmissions.

2. What share of the total required activity is required ke already existing UES?

For each UEn, the PS can calculate the past average scheduled througdaani’lRB:Rp‘"'D [n].

sch

The definition of this variable is given in Section 5.4.3. §talue gives an estimate of the achiev-
able throughput per PRB. Therefore, the required activity n can be estimated as:

RA [f] [n] = min ( GBR, ,RAm,w> . 6.7)

whereRA,,.. IS a parameter allowing to set a maximum required activityUlie. It is necessary
if the required activity is estimated too high in order to xemn accepting UEs in the network.
The reason is thd{gﬁ’ [n] is calculated by exponential averaging and can therefaehrgery

small (and unrealistic) values at times. The total requii@e-frequency scheduling fraction can
be calculated by simply summing over all the UEs:

Nue

RAcen [t] = Z RA [t] [n] (6.8)
n=1

3. What frequency-time scheduling fraction is requiredtmsy incoming UE?

The required frequency-time scheduling fraction of theoming UE can be estimated by the

following ratio:
B new
RAjew = Gi (6.9)
Dnew
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WhereD,,.,, is an estimate of the throughput of the incoming UE if it wasgiall the bandwidth.
This value can be estimated by using the modified Shannorufarderived in [75]:

A

Drew = Bdw - aeyy - log, (1 G - Anew) (6.10)

Where:

o Ghew is the G-factor estimation of the incoming UEobtained fréva RSRQ (details about
the RSRQ and the geometry estimation are given in a lateestag

e Bduw is the transmission bandwidth,

e o,y is the proportion of the bandwidth used efficiently. Takingpiaccount the different
efficiency loss mainly due to the diverse signaling and egfee signaling, it has bee shown
in [75] that the bandwidth efficiency of LTE is 6f53 for Bdw = 10MHz.

e A, is the array gain which depends mainly on the number of aageniihe simulations
are run with Maximal Ratio Combining (MRC) with 1 transmittanna and 2 receive an-
tennas. Therefore we simply takk,.,, = 3dB

Finally, the criterion for accepting the incoming UE for tRAD based RAC algorithm is:

RAan [t] + RAnew < NpRrB - (1 — BLER) . (6.11)

The RAD based RAC has the same advantages than the adapiaatgdased RAC: it adapts
to the different conditions of the system depending on thdigoration of the UEs. Moreover,
RAD based RAC takes into account the channel quality of theriting UE which is not the case
of capacity based RAC algorithms. Therefore, the accurddape RAD based RAC does not
depend on the number of UEs in the network.

6.5 Performance Evaluation

6.5.1 Geometry evaluation modeling

In the simulations carried out in the thesis, the RSRQ catimui is not explicitly implemented,
therefore, geometry estimation model that includes theaateristics of the RSRQ measurements
is built. L3 measurements comprise RSRQ, Reference SigeadiiRed Power (RSRP) and Refer-
ence Signal Strength Indicator (RSSI) defined as follow$. [60

e RSRP is alinear average over the power contributions (i) pMihe resource elements that
carry cell-specific reference signals within the considemeasurement frequency band-
width. It includes antenna pattern, antenna gain, path aaislow fading.

e RSSI s the total received power observed by the UE from altcas, including co-channel
serving and non-serving cells, adjacent channel interterethermal noise, etc.

e RSRQ is simply the ratio between RSRP and RSSI. Note that R&RRSSI| are measured
on the same bandwidth:
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RSRP
RSST

According to the definition, the RSRQ can be taken directlgexametry estimate. However, it is
important to be aware of certain characteristics:

RSRQ = (6.12)

e chl: RSRP measures only the reference signaling while RSSliognivath reference sig-
naling and data signaling. Therefore, there will be we diefiveen geometry and RSRQ
due to the difference in transmitted reference signal p@amdrtransmitted signaling power.
RSRQ will be significantly lower than the geometry. In thedstit is assumed that this shift
is known and that it is constant since the system operates! &dd.

e ch2: RSSI measures the global signal strength including theabgmength from the own
cell. It means that for geometry values above 0, the RSRQtisatiable as an estimate of
the geometry and will have an almost constant value.

e ch3: RSRQ is subject to measurement errors due to thermal naistastrfading averaging.

Therefore, a simple geometry estimation model is built:
G = min(0, G) + €145 (6.13)

whereeigp is a normally distributed random generated variable cedtém O with a standard
deviation of 1dB that simulates the measurement errorsaltretmal noise. Furthermore, all the
geometry values above 0 are simply on average 0 deb2olndeed, while the geometry can be
expressed as follow:

Powncell
G= ownse 6.14
PotherCells + Pnoise ( )

while the RSRQ can be expressed as follows:

Powncell
RSRQ = ownCe (6.15)
PownCell + PotherCells + Pnoz'se

and thereforeR S R(Q) converges toward 1 (thus 0dB) as the own cell power incredsgsre 6.1
gives an example of geometry versus geometry estimates.

Geometry [dB]

-5 0 5 10 15
Geoemtry estimate [dB]

Figure 6.1: Examples of geometry versus geometry estimates from RSRQ
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Table 6.1: Simulation parameters for the evaluation of RAC algorithms

Parameter Setting
Envirronment MACRO #1
Layout Configuration 1 simulated site
call arrival Poisson
Traffic Models Finite Buffer

YrB = 2Mbps

Brp = 2.0Mbits
GBRFB: OkbpS

Constant Bit Rate
ycBr = 7.5Mbps / 9Mbps / 10.5Mbps / 12Mbps
CBR = 256kbps
Topr = 10s
PCBR = 25.6kb
GBR = 256kbps

TDPS RAD
FDPS PFsch
RAC Fixed Throughput
Cy, = 10.3Mbps
= 11.8Mbps
= 13.3Mbps
RAC Adaptive Throughput
Cin = 8Mbps
Craz = 15Mbps
A= -0.1
= -0.2
= -0.3
= -04
RAC RAD
RA = 0.1
A= -0.1
= -0.2
= -0.3
= -04

G = min(0,G) + €14p
0
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6.5.2 Simulation Cases

The different simulation cases run to evaluate the perfoop@af the RAC algorithms are summa-
rized in Table 6.1. The performance evaluation is performigiala mix of Constant Bit Rate (CBR)
UEs and finite buffer UBwith Poisson call arrival. The average offered load of firbtefer
UEs is kept constantyrg = 2Mbps. Three different CBR offered load values are tested:
YoBrR = 9Mbps, ycpr = 10.5Mbps andvycpr = 12Mbps, thus covering cases where the
CBR offered load is below the cell capacity, approximatejyad to the cell capacity and largely
above cell capacity. The fixed throughput algorithm is @stéh C;;, = 10.3, 11.8 and13.3. The
RAD algorithm is tested with both

e the geometry estimation of incoming UEs described in Spdi6.1

e geometry estimated as beifidB for all incoming UEs.

The goal of this later case is to evaluate the influence of d@ngtry estimation on the RAD
algorithm. Indeed, the RAD algorithm has two mechanisms ¢ha help improving the overall
UE satisfaction: the channel based required activity edton and the possibility of selecting
incoming UEs depending on their channel quality.

6.5.3 Overall Performance

The main evaluation criterion of RAC algorithms is the datiton rateP,,;. The satisfaction rate
is defined by the proportion of UEs that are neither blockedmoutage:

Psat = (1 - Pblock‘) : (1 - Poutage) (616)

wherePy,, is the proportion of UE that are blocked among all calls &g, is the proportion
of UEs in outage among the UEs that are accepted in the netWbekunsatisfaction ratB,,,; is
the complementary of the satisfaction rate:

Puns =1- Psat (617)

Figure 6.2 summarizes the overall performance of the @iffeRAC algorithms. The reference
RAC is the fixed throughput based with, = 18 Mbps. Cy, is set to a high value so that the RAC
has a very low blocking rate. Otherwise, on Figure 6.2 only sppecial tuning (one value &f or
one value of’;;,) of each of the four available algorithms is presented iuféd.2. It is chosen to
show the tunning that minimizes the unsatisfaction ratejfgsz = 7.5Mbps andycsr = 9Mbps.
Indeed, in a real system, a cell should be dimensioned sdhbdilocking rate does not exceed
a few percents in order to provide a sufficient satisfactmthe UEs. Hence in the simulation
settings, onlyyocgr = 7.5Mbps andycgr = 9Mbps can provide blocking rates that are below 5%.
Higher offered load values are less relevant in the send¢dhbg may not occur in a real system.
However, higher offered load cases are interesting fronrf@mpeance analysis point of view.

The overall results show the effect and the importance ofRAE. Indeed, withCy, =
18 Mbps, the unsatisfaction rate is very high for all the simulat@zases. The other algorithms
provide a reduction of the order of 30% in unsatisfactioe ettjcgr = 9M bps and of the order
of 50% atycgr = 10.5Mbps. There is only a small difference between the other RAC élyois
(excluding reference) for low loads with an unsatisfactiate of2.5% for ¥cgr = 7.5Mbps and
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Figure 6.2: Overall performance of the different RAC algorithm with bparameterization. Figure (a)
shows the unsatisfaction rate and Figure (b) shows the lnigckte

an unsatisfaction rate of approximat&ly % for Yo g = 9Mbps. However, for higher values, the
RAD-based RAC outperforms all the other algorithms. Fixagazity algorithms show a slightly
inferior performance than RAD while RAD with no geometryanfation and adaptive capacity
show the worst results.

6.5.4 The Fixed Capacity RAC Algorithms
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Figure 6.3: Overall performance of the fixed capacity algorithm. Fig(aeshows the unsatisfaction rate
and Figure (b) shows the blocking rate

Figure 6.3 shows the results of the fixed capacity RAC allgor# for different values af’y,.
The different values of’;;, show different compromise between blocking and outage.CkpE
10.3Mbps and”;;, = 11.8Mbps, the unsatisfaction rate (a) and the blocking fa}f are similar,
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which means that the outage is very low. Therefore those @moeg keep the system in the
feasibility zone. On the contrary, withy, = 13.3Mbps, the outage increases significantly with
YCBR, to the point that foFcpr = 10.5Mbps andcgr = 12Mbps,C;y, = 11.8Mbps outperforms
Cy, = 13.3Mbps.

Two different RAC strategies are here highlighted:

e ahard strategy where the aim is to keep the outage close to 0% anslyitem remains
therefore strictly in the feasibility zone. This is the cagéh Cy;, = 10.3Mbps and’y;, =
11.8Mbps.

e asoft strategy where the outage can be compromised in order toimpghe overall UE
satisfaction. This is the case wifly;, = 13.3Mbps.

For low 7cBR, the soft strategy seems to be more appropriate as the outage reroains |
However, for higher loads, the outage increases too muehefitre, thehard strategy is more
appropriate. When using soft strategy, the RAC artificially considers limits beyond tlatual
feasibility zone. With a low offered load, the chances thatdystem goes beyond the limits of the
feasibility zone are low so that when it happens the time dgrthe system outside the feasibility
zone is small, thus creating only small penalties in termsuthge. However, when the offered
load is high, the system spends a long time beyond the fégsittine. When the system is outside
the feasibility zone, all UEs are affected and the outageeames.

It is important to note with the fixed capacity RAC algorithiime tunning is totally dependent
on the cell environment (3GPP MACRO#1 cell in the presengds a real network, every cell
is potentially different and has different physical chéeastics. Therefore, the fixed capacity
algorithm my not be suited for a real case application.

6.5.5 The Adaptive Capacity RAC Algorithm
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Figure 6.4: Overall performance of the fixed capacity algorithm. Fig(@eshows the unsatisfaction rate
and Figure (b) shows the blocking rate
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Figure 6.5: Number of scheduled UEs per TTI versus average instantrcelighput

The performance of the adaptive throughput algorithm igstigated in the present Section.
The performance results are summarized in Figure 6.4. \sifgjure 6.5 shows the number of
scheduled UEs per TTI versus the average instant cell thputg It clearly appears that the
instant throughput decreases significantly when the numbschedulable UEs is below 5. This
is due to the low geometry finite buffer UEs that stay longethimnnetwork since finite buffer are
provided equal share of resource by the Time Domain Packetdsting (TDPS)-RAD algorithm.
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Figure 6.6: Number of schedulable UEs per TTI CDF for the adaptive capadgorithms

Besides, Figure 6.6 shows the CDF of the number of schea@uldlgs per TTI. It appears that
the number of schedulable UEs is often below 5. This reshésefore in an instant throughput
that is often very low as shown in the instant cell throughpDi on Figure 6.7. The consequence
is that the adaptive capacity algorithm is too conservaive as seen in Section 6.5.3, needs to be
compensated with a negativevalue in order to start showing UEs in outage. More impolyant
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Figure 6.7: Instantaneous cell throughput CDF for the adaptive capatgorithms

it is shown here that the cell capacity estimate can be huithfsituations where only a few

low geometry finite buffer are present in the cell, which iscofirse not representative of the
real capacity of the cell and simply introducing a shift ifstbapacity estimate does not make
it more precise than a simple fixed value but simply closehtoreal value. It can be argued
that the type of situation with a low number of schedulablesliEvery specific to the simulation

conditions. Indeed, in a situation with more UEs with a lowds R, the number of schedulable

UEs would be higher and the problem would appear less andddgtige capacity algorithms

would probably yield better results in such a situation. ldeer, the simple fact that the algorithms
shows poor results in a situation that is realistic is endiogtontraindicate the adaptive capacity
RAC algorithm.

6.5.6 The RAD algorithm

The RAD-based RAC algorithm is simulated under two difféferms as mentioned in Table 6.1.
Firstly, Figure 6.8 summarizes the results of the RAD-bd&RA& algorithm where the geometry
information for incoming UES is taken into account underrimeling expressed in (6.13). Then,
Figure 6.9 shows the results of the RAD-based RAC algorithwmare the geometry of incoming
UEs is systematically estimated to be 0. With those two sk&naulations, it is possible to
evaluate the influence of taking into account the geomefigriimation of incoming UEs, under
the model depicted in Section 6.5.1. It is important to reotitat the same effect than for fixed
capacity and adaptive capacity is observed for the RACeb&#&D algorithm. Indeed, &oft
strategy (higher\) seems to have a better payoff for lower offered loads (7 fvind 9Mbps)
while ahard strategy (lowerA) seems to have a better payoff at higher offered loads (16psM
and 12Mbps).
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not taking into account the geometry are presented.
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6.5.6.1 The Influence of the geometry Estimation on the RAD lsed RAC

Figures 6.10 and 6.11 represent the geometry statisticsviodifferent offered loadsycgr =
7.5Mbps andycgr = 12Mbps. (a) shows the geometry distribution of UEs acakjtéo the
system and (b) shows the geometry distribution of blocked.Utor the two different cases, the
version of RAD-based RAC that takes into account the gegnigiormation tends to block more
low geometry UEs. However, the impact on the geometry digtion of accepted UEs can be seen
only for the case withicgr = 12Mbps. The reason is that@tgr = 7.5Mbps, the blocking rate
is low (according to Figures 6.10 and 6.11, the blocking imtuated between 2.5% and 10%)
while, forycBr = 12Mbps, the blocking rate is much higher (between 25% afd)3%herefore,
the effect of taking into account the geometry informatiortlee geometry distribution of accepted
UEs obviously increases with the offered load. Another eispaich is important to consider is
the precision of the geometry information. Indeed, in thedetaescribed in Section 6.5.1, the
geometry:

e is subject to measurement errors

e cannot be evaluated above 0dB
Those two facts contribute to a lack of precision of the geoyriaformation. This lack of preci-
sion is also a factor limiting the capacity of the RAD-basedRo differentiate UEs according to

their geometry and clearly limits the impact of geometrydabiequired activity of incoming UEs
estimation.

6.5.6.2 Channel trackability of the RAD based RAC algorithm
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Figure 6.12: average geometry versus mean ratio between sum of requiteities divided by the number
of CBR UEs.

Figure 6.12 shows the mean geometﬁé—g .S MUE Ggg [n]) versus the corresponding av-

n=1

erage values of the mean required activi%ﬁ . Zﬁ:’gf RA [n]). The plot is built from values

sampled every TTI. The standard deviation of the mean reduaictivity is expressed on the Figure
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with additional points above and below the main curve. Thamgeometry represents the general
channel quality of the cell. If more UEs are close to the eNBd#he mean geometry will increase

and if UEs get further form the eNode-B, then the mean gegmlrdecrease. The main interest

of the mean geometry is that it is an objective measuremanighmade from physical datas. On

the contrary, the mean required activity is a subjectivesueain the sense that it is built by the

data accessible by the eNode-B. The common ground betwesa ttvo measures is that they

both aim at evaluating the average channel condition inla€emparing those two measures can
therefore help judging to a certain extent the accuracyeféiquired activity detection process.

Figure 6.12 shows that the mean required activity globadigrdases while the mean geometry
increases. Indeed, when the global channel quality inesgdtsmeans that globally, the UEs have
a better channel quality and therefore need less schediriego achieve their GBR. The Figure
therefore proves that the required activity detection @sscis consistent with the UEs channel
quality. This is also the proof that the RAD RAC algorithm tdeto track the average channel
condition of the cell.

However, the standard deviation of the mean required &ciindicates that the precision of
the required activity is limited as it is fairly large thougiot as large as the total span of the mean
required activity. This limited precision is mainly due to:

¢ limited and error prone CQI feedback

Therefore, RAD RAC can track the channel but with a limiteglgision due the lack of accuracy of
the information available at the eNode-B. This is confirmgdhe results in Figure 6.2 showing
that the RAD-based RAC with no Geometry information does auperform in terms of UE
satisfaction the fixed capacity algorithm (with; = 13.3Mbps).

It is important to note here that both statistics: mean génmaad mean required activity are
based on CBR UEs exclusively. It had been seen for the adapdpacity RAC, that finite buffer
UEs staying for too long in the network create a bias for thgacay estimation. It cannot be the
case for the required activity estimation, since it is basdg on CBR UEs statistics and therefore
the correlation between the mean geometry of CBR UEs and negaired activity is not affected
by finite buffer UEs in any way. In that sense, the RAD-basedCR#superior to the adaptive
capacity based RAC.

6.5.6.3 Conclusion on the RAD-based RAC

Finally, the RAD-based RAC is an interesting algorithm feotmain reasons:

e It is able to track the average channel quality within certanits. Therefore, it requires
only limited tuning while the fixed capacity algorithm wouldquired tailored tuning for
each new cell.

e Taking the geometry information into account provides &XE satisfaction gain. Figure
6.2 shows that taking the geometry information into accoeduces the unsatisfaction rate
of 33% forycpr = 10.5Mbps.
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Finally, the RAD based RAC with geometry information is thesbRAC algorithm presented
in this study since it provides the smallest unsatisfactate. It provides an unsatisfaction loss
of 12% compared to the fixed throughput based RAG, (= 13.3Mbps) algorithm afcgr =
10.5Mbps.

6.6 Conclusion

In this Chapter, several RAC are derived for the LTE framéwdmveloped in the present thesis.
Algorithms from the literature like fixed capacity and adeptapacity based RAC are thoroughly
details and explained. A new algorithm based on the RAD fpiads also introduced. The
different algorithms are tested in the LTE framework depelbalong the thesis for a mixed traffic
case with different traffic offered load values. The RAD aitjon is tested with and without
taking into account geometry information of incoming UEs.

The fixed throughput based RAC algorithm provides very gasdilts over a reference case
with almost systematic UE admission. The fixed throughpsetdd&RAC can reduce the UE unsat-
isfaction rate of up to 30% foTcgr = 9Mbps and up to 50% fofcgr = 10.5Mbps compared
to the reference case. However, the fixed throughput bageditain need to be tuned for every
cell. Therefore, auto tunable algorithms are considerld:atlaptive throughput algorithms and
the RAD based RAC algorithm.

Itis concluded that the adaptive throughput based RAC #lgoris not suitable in the present
form as the best effort UEs bias the capacity estimate. Iltdchawever be improved by not
taking into account the best effort UEs and building thenesté based only on GBR UEs. On the
other hand the RAD-based RAC can reduce further the ureetiish rate provided by the fixed
capacity algorithm. Indeed, over the best tuning of the foaphcity algorithm, the unsatisfaction
rate is reduced of 12% fofcgr = 10.5Mbps. Finally, The RAD-based RAC is recommanded
for implementation in a real Orthogonal Frequency Divididualtiple Access (OFDMA) downlink
system since it does not require any cell specific tuning arast gives the best performance.
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Conclusion

In this thesis, Quality of Service (QoS) aware Radio ResiManagement (RRM) solutions
are proposed for downlink Orthogonal Frequency Divisionitidle Access (OFDMA) wireless
mobile access systems. The study focuses on QoS aware Rddisglon Control (RAC) and
Packet Scheduler (PS). The study aims at providing algostthat are applicable in a real system
and therefore low complexity and noisy channel feedbackreneded in the design constraints.
The 3rd Generation Partnership Project (3GPP) Long Termulien (LTE) is taken as a case
study. The different algorithms are tested in a multicediteyn level simulator following the LTE
standard. Functionalities like Link Adaptation (LA), Outeoop Link Adaptation (OLLA) and
Hybrid Automatic Repeat reQuest (HARQ) are explicitly immplented. The Channel Quality
Information (CQI) reporting scheme takes into accountnkp8ignaling channel limitations and
includes error modeling.

7.1 Recommendations for QoS aware Packet Scheduler

The decoupled packet scheduling design in Time Domain P&dkeduling (TDPS) and Frequency-
Domain Packet Scheduling (FDPS) aims at offering a low cemplacket scheduler, indepen-
dently of the number of users to schedule. Throughput cbhtte not been studied widely in
the literature for this type of decoupled packet schedulerthe thesis, two principles regard-
ing throughput control recommended to observe when degigaidecoupled packet scheduler
are highlighted. Firstly, the time and frequency domairesithers should be independent in the
sense that they should not include contradictory throughkpatrol mechanisms. Secondly, the
throughput control should be managed by the TDPS if the numbesers is large. In this case,
the FDPS is left with the role of maximizing the cell throughjpy taking advantage of the multi
user diversity. The throughput control should however baeagad by the FDPS when the num-
ber of user is low. The metric weighting can be used for thappse. Furthermore, two FDPS
algorithms including no throughput control mechanism ateoduced: Carrier over Interference
to Average and Proportional Fair scheduled. Those packetsters are recommended to be im-
plemented in a real system as they provide a cell throughgiataf the order of 10% compared to
the reference FDPS Throughput To Average. Then a full QuefiService aware packet sched-
uler for traffic mix (best effort and real time traffics) is @éeped based on the Required Activity
Detection (RAD) principle. The Modified Largest Weightedi®eFirst (M-LWDF) time domain
scheduler is recommended as time domain scheduler andrpete the RAD time domain sched-
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uler such as derived in the thesis. However, based on théedetaalysis of the algorithms, it is
believed that RAD time domain scheduler can be further ivgao Finally, the RAD frequency
domain scheduler is recommended for implementation as @leoment to Carrier over Interfer-
ence to Average (ColtA) or Proportional Fair scheduled @R ss it brings a outage decrease of
up to 50% in the simulated cases.

7.2 Recommendations for handling fractional load situatims

It is shown that when a fractional load situation occurs Bheck Error Rate (BLER) can increase
up to a value close to 100% if a simple packet scheduler idexpf the packet scheduler. Such
an increase is non disirable in terms of QoS provision ascieimses the packet delivery delays.
Therefore several algorithms are introduced in order toaorae this BLER increase.

Physical Resource Block (PRB) pattern selection are intted and prove to efficiently solve
the BLER increase. The best PRB pattern selection algorithied Best Quality PRB Pattern
(BQPP) can even increase the spectral efficiency of up to X2b#pared to the full load case since
it opportunistically choses to transmit on the PRBs withltveest interference. Another solution
is the application of Wideband Interference Reporting (\MHRthe Channel Quality Information
reporting scheme as it also solves the BLER increase probteran if WIR does not provide a
significantly lower specral efficiency gain than BQPP, itis prefered and recommanded solution
as it is the simplest and extra capacity is not needed whewffaeed traffic is not bandwidth
limited.

Furthermore, it is shown that the algorithms presentedeérthiibsis cannot be used as an Inter-
Cell Interference Coordination (ICIC) technique.

7.3 Recommendations for QoS aware Radio Admission Control

Radio Admission Control (RAC) is necessary to avoid theesysio be overloaded and to give the
possibility to the packet scheduler to handle the offeraffitr.

Itis shown that a simple Radio Admission Control (RAC) sckearalled fixed throughput RAC
can perform User Equipment (UE) blocking and keep a cellsdrfeasibility region. However,
this algorithms needs to be fine tuned for every differenetgp cell. Therefore, two adaptive
algorithms are also proposed and studied: the adaptiveighput based and RAD-based RAC.
The RAD-based RAC is the best tested algorithm and can briagdtisfaction gain over the fixed
capacity algorithms only if the Geometry information of th& is taken into account. In that
case, the unsatisfaction rate is reduced of 12% for a CanBiaRate offered load 010.5Mbps
compared to the best tunning of the fixed throughput algoritihe RAD-based RAC is therefore
recommended for implementation in a real system.

7.4 Future Works

Firstly improvement can be made on the design of the predetg@rithm. Specifically the RAD
concept can be further developed as a TDPS algorithms an& RIyerithms. Suggestions in that
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direction have been made along the thesis. The RAD based Rf@thm can also be further
improved.

Besides, a next step in the study of RRM for OFDMA donwlinkteys is a detailed study of
Voice Over Internet Protocol (VolP) traffic. Indeed, VolPivaie one of the major service used in
future Orthogonal Frequency Division Multiplexing (OFDMetwork and it is a very challenging
traffic due to its low throughput and the connected signadimigstraints.
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Abstract— In this paper, we investigate methods for improving
an OFDMA system simulator in terms of trade-off between
complexity and radio channel implementation accuracy. Fast
fading and SINR calculations are the most resource consuming
tasks of a system simulator. In order to decrease their complexity,
it is proposed to reduce the number of calculated Channel
Transfer Function (CTF) realizations according to the time
and frequency correlation properties of the simulated radio
h 1. Besi we highlight that the up pling of the Channel
Impulse Response (CIR), which is needed for the Fast Fourier
Transform (FFT) application, may introduce major errors in
the channel frequency statistics if it is done by simple Brute
Force Grid Alignment (BFGA) method. To achieve better results
we introduce a low complex upsampling method which reduces
the simulation inaccuracies significantly. The possibility to trade
complexity for precision is shown. It is possible for instance to
divide the Fast Fading and SINR calculation complexity by 50
while keeping a r ble si ion accuracy.

1. INTRODUCTION

OFDMA (Orthogonal Frequency Division Multiple Access)
has been chosen in the latest Wireless cellular network stan-
dards. It has been included in the IEEE 802.16 [0] (also
known as WiMAX) and later in the 3GPP UTRAN LTE (Long
Term Evolution) [0]. For this reason, research is very active to
provide general system performance results for the different
standards. Generally, system performance is investigated and
evaluated through a multicell system level simulator. Such
simulators are subject to high complexity for two reasons.
Firstly they must reproduce natural fading conditions of a great
number of radio links, especially in case of Multiple Input
Multiple Output (MIMO) transmissions [0]. Secondly, the
Signal to Interference and Noise Ratio (SINR) calculation is
made in the frequency domain on a subcarrier basis. Therefore,
simulation speed is obviously a critical issue for research
productivity.

This paper studies speed improvement by proposing a
method which reduces the fast fading generation time. This
method consists of reducing the resolution of calculated Chan-
nel Transfer Function (CTF) values in both time and frequency.
Firstly, a proper resolution is determined with the time and
frequency correlation properties of the simulated channel.
Depending on this resolution, a minimal FFT size is chosen
together with a Channel Impulse Response (CIR) up-sampling
rate. The CTF can be calculated by simply applying the FFT
on a vector, upsampled with Brute Force Grid Alignment
BFGA from the CIR. However, this may in given conditions

cause a major difference in the channel statistics. In order to
overcome this problem, we present a CTF calculation method
based on the Minimum Square Error (MSE) criterion where
the FFT is applied on a filtered CIR.

The rest of the paper is organized as follows: The basic
principles of an OFDMA system simulator including channel
modeling are outlined in Section II. A strategy for choosing
a resolution in time and frequency based on the correlation
properties is introduced in Section III. Section IV describes
the minimal FFT size and CIR upsampling rate selection as
well as the different CTF calculation methods. Validation and
speed improvement results are presented in Section V. Finally,
the paper is closed with conclusions in Section VI.

II. OFDMA DOWNLINK SYSTEM SIMULATOR
A. System Modeling

A cellular system can be modeled by a number of M,
Mobile Stations (MS) and B Base Stations (BS). Each radio
link between MS and BS can be either a desired signal link
or an interfering link: In total, the system comprises By x M,
radio links. On each of those links, the fading process has to
be simulated independently. Furthermore, if a MIMO scheme
is simulated with Npg, receive antennas and Np, transmit
antennas, then Np, X Np, channels are simulated per link,
meaning, Np, X Ny, X Bs x Mj links in total.

In OFDMA, the bandwidth is divided into NNy subcarriers
which are A fs-spaced. Subcarriers are grouped into Ngp
Resource Blocks (RB) being the scheduling unit. A popular
simulation method for estimating the packet arrival perfor-
mance is the Effective SINR [0] approach. In this method, the
SINR is calculated on a subcarrier basis. Then, the subcarrier
SINRs of one block are mapped into one effective SINR value.
The block error rate is determined from this value through
correspondance tables built from link level simulations.

B. Channel Modeling

A link between a BS and a MS is determined by its path
loss, shadow fading and fast fading. The fast fading describes
the small scale channel variations caused by multipath and
the movements of the MS. For the sake of simplicity, we
consider the fast fading effects to be constant over one OFDM
sub-frame of length Aty denoted by index n. A widely used
channel model is the Wide Sense Stationary Uncorrelated
Scatterers WSSUS) model with Clarke’s Doppler Spectra [0].
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In this model, the CIR expresses the state of the channel at
time step n:
Np—1

ea(r) = Y ealpldlr— ) M
p=0

The sequences (c,[p]), are complex Gaussian fading pro-
cesses with average power equal to P,. The two sets of data
P, and 7, define the Power Delay Profile (PDP) of the channel
where 7, are the tap delays and P, the paths powers. N, is
the number of path in the PDP.

In OFDM, the calculation of the SINR experienced on each
subcarrier, is based on the CTE. The CTF on the subcarrier
central frequencies is calculated by Fourier transform. The
expression of the CTF on the k*" subcarrier is:

Np—1
Calkl = Y calple2immekass )
p=0
We point out that the expression of the time domain auto-
correlation in Clarke’s model is expressed by a zero-th order
Bessel function of the first kind [0] [0]:

o (at) = o(2n LA )
c

where c is the speed of light, f. the carrier frequency and v

is the velocity of the MS. Similarly, the frequency correlation

of the CTF is defined by the fourier transform of the PDP:

NT'
Ofcrcq(Af> _ Z Ppe—Zi‘n'r,,Af )
p=0
III. TIME AND FREQUENCY RESOLUTION OPTIMIZATION
The principle introduced in this section consists in optimiz-
ing the speed of the fast fading generation by reducing the
resolution of the CTF in both time and frequency domains.
This principle is illustrated in Figure . The transfer function
can be seen as a grid of values along two dimensions namely
time and frequency. The grid units are:
- The subcarrier spacing in the frequency dimension, A f.
- The sub-frame in the time dimension, At,.
In the following we focus on calculating the two following
parameters:
- M, the time resolution of the CTE.
- K, the frequency resolution.
We call this process “resolution reduction”. Parameters M and
K need to be chosen carefully since they should be small
enough not to introduce bias in the simulation results. We
base the choice of these parameters on the mean square error
of the CTF defined as:

E(¢% ) = E(|IClk] = Consnrlk + K] (5)

Analysing the expression of the mean square error, we see that
time and frequency correlation have the same influence on the
error when a resolution reduction is performed.

E(é pr) = 21 — Re(¢f (KAL) & (MAL,)))  (6)

M: time resolution K: frequency resolution|
— velocity — Power Delay Profile
— carrier frequency

>

5

=

L

3 M

Sle— >

=

Time
Fig. 1. Frequency and time resolution of the Channel Transfer Function.

Preferably, the choice of K and M should be so that the mean
square error is distributed equally between time and frequency
domains, with the choice of K depending on the PDP in (4)
and the choice of M depending on the MS velocity and carrier
frequency in (3). The mean square error in (6) can be used as
a measure for the error we commit in simulation by resolution
reduction.

IV. CHANNEL IMPULSE RESPONSE UPSAMPLING AND FFT

The CTF can be calculated with a Fast Fourier Transform
(FFT) applied on the upsampled CIR. This section describes
firstly an algorithm for choosing the two parameters: optimal
FFT size Nppr and upsampling time A7 according to the
frequency resolution K. Secondly, we introduce two differ-
ent upsampling methods: The Brute-Force Grid Alignment
(BFGA) and a new method called Minimum Square Error
(MSE) upsampling.

A. FFT Parameters

In order to calculate the CTF, the CIR must be upsampled
with a sampling time A7 into a vector of size Nppp. For
the resolution K = 1, those two parameters can be taken
from the OFDM transceiver parameters. Here we introduce a
general algorithm which calculates the optimal FFT size for
any given frequency resolution:

- The FFT order Ngpr is chosen as the smallest power of

N..
two greater than 7
Nppr = oflog, [ 511 %)

- The sampling time A7 must satisfy a subcarrier spacing
of K at the output of the FFT. This condition is respected

with:
1

" NerrKAT,

- However, the upsampled CIR must be long enough to fit
the maximum excess delay of the CIR. This introduces a

AT (8)
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condition on K:

1

< —F 9

TNp—1 Afs @

- Finally, the CTF should have at least one value calculated

per RB:

N,

K< == 10

< Nop (10)

In Table different values of Nppr and A7 are given for
two different LTE configurations: Ny = 300 and Ny = 600
(while Afs = 15kHz).

TABLE I
UPSAMPLING PARAMETERS FOR LTE PARAMETERS: A fs = 15kHz AND
Ns =300 - Ns = 600.

Ns = 300 N = 600

BdW = 4.5MHz BdW =9MHz
K Nppr  At[ns] Nppr  Atns]
1 512 130.21 1024 65.104
2 256 130.21 512 65.104
3 128 173.61 256 86.806
4 128 130.21 256 65.104
5 64 208.34 128 104.17
8 64 130.21 128 65.104
10 32 208.34 64 104.17
16 32 130.21 64 65.104
25 16 166.66 32 83.333

B. Channel Impulse Response Upsampling

1) Brute-Force Grid Alignment: The principle of BFGA is
illustrated in Figure . In this method, the FFT is applied on a
zero-padded vector a,, of size Nppp where a,,[g] is the sum
of the elements c,,[p] which verify:

an

q= round(g—p)
-

L

Ehan[0]

£

<

an[4]
i am | al
e
«—>
AT
Fig. 2. Brute Force Grid Alignment illustration with a 3 tap CIR.

However, this method may be very inaccurate for actual
representation of the channel. Indeed, in some cases, the
sampling time A7 may be significantly larger than the tap
delay differences in the original PDP. For example, the tap

delays 2, 3 and 4 of the PDP Typical Urban [0] are separated
by only 5ns whereas the minimum value of A7 in Table is
65.104ns.

2) Minimum Square Error: Here we describe a new up-
sampling approach which consists in calculating the vector
b,, to minimize the square distance between F'F'T(b,) and
the actual transfer function. In order to find a general solution
for b,,, we use an approach based on vectorial space. The
FFT produces a linear combination of discretized functions.
Those functions consist of an orthonormal base of a sub-
vectorial space S of L2(0, NsAfs) where L2(0, NJAfy) is
the space of the continuous, square integrable functions on
[0, NyAf5]. Therefore, FF'T'(by,) is the orthogonal projection
of the transfer function on S. By deriving simple scalar
products between the transfer function and the FFT base
functions, we can easily express b,, as the product Y'c,, where:

1 if IAT=1,
Y[l,p] =19 2me-z2_4 .
S otherwise

12)

In practice, this upsampling method consists of spreading
the power of the original taps over the vector on which the
FFT is applied. Notice that in each column, the matrix Y
concentrates high values around [ = %. Therefore, in order
to decrease the complexity of this upsampling process, we
propose to select in each column of Y only the larger values
by applying an Nj;sg size window. This keeps most of the
information contained inside the matrix and may reduce the
complexity significantly. Figure gives an illustration of the
power spread over the vector and of the windowing.

window size: Nyrsp = 4

Amplitude

T

Fig. 3. Minimum Square Error upsampling: illustration of the tap power
spreading along the vector by, for a window size of Ny;sp = 4.

V. RESULTS

The following part shows the impact of the different up-
sampling methods on the frequency statistics of the channel.
Then, possible trade-offs between complexity and simulation
precision are presented.

A. Frequency Correlation Properties

As mentioned in the previous section, upsampling of the
CIR with BFGA may have significant effects on the frequency
channel statistics. We give here several examples of those
effects on different Power Delay Profiles. We also show the
improvement brought by MSE upsampling with Nysp = 4.
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In Figure we can see that the statistics resulting from BFGA
upsampling with a sampling time of A7 = 104.17ns do not
change significantly the frequency correlation of the channel.
Therefore, it is acceptable to perform system simulation with
these settings although we can see that by applying MSE
upsampling, the generated channel correlation properties fits
almost perfectly to the theoretical curve.

1 T

Theory

Upsampling At = 104.17ns BFGA
081+ 1
Upsampling At = 104.17ns MSE
§06F| i 1
g 0] | o
S
04l : : : :
o \ \
Vo \
02f I \ /‘ 1
v i
J
0 i i i i i i i i
[ 1 2 3 6 7 8 9

4 5
Frequency [MHz]

Fig. 4. Typical Urban frequency correlation: effects of upsamplings BFGA
and MSE with Ny;sg =4 and K = 10.

Figure highlights a very different case where BFGA up-
sampling changes significantly the channel statistics of PDP
ITU Indoor A [0]. On the contrary, MSE upsampling generates
channel statistics which are very close to the theoretical
statistics up to a certain frequency offset. Indeed, The error is
lower bounded by the average distance between the subspace
S and the CIR. We also observe that with BFGA the frequency
correlation varies with different A7. For example Ar =
65.104ns provides a better fit to the thoretical curve than
A7 = 104.17ns. Nevertheless, simulating the channel with
BFGA may require manual test and tuning prior to performing
simulations to ensure the simulation accuracy. It also brings
limitations in the choice of the frequency resolution K.
However, MSE upsampling minimizes error in the simulation
of the frequency channel statistics.

0.9 ]
0.8 ]
0.7 1
506F T
3 o5t < i
3
S 04 Theory o
0.3 Upsampling A = 104.17ns BFGA ]
o2~~~ Upsampling A T = 104.17ns MSE |
o4 Upsampling A t = 65.104ns BFGA
) Upsampling A © = 65.104ns MSE
0 i i i
0 1 2 8 9

4 5
Frequency [MHz]

Fig. 5. Indoor A frequency correlation: effects of upsamplings BFGA and
MSE with Nysg = 4.

B. Resolution Reduction Errors

In order to evaluate the error produced when reducing the
resolution, we use an OFDMA system model with charac-
teristics summarized in Table . This scenario corresponds to
LTE Macro Case 1 described in [0]. In this layout the 3 central
sectors are the simulated sectors in which MSs are dropped for
a fixed amount of time. All MS locations in the serving sectors
have equal probability. The other cells are interfering cells. The

TABLE II
OFDMA SYSTEM AND CHANNEL PARAMETERS.

System Parameter Setting
Cellular Layout 19 sites, 3 sectors per sites
Inter-site distance 500m
Total BS transmit power 46 dBm
Penetration loss 20 dBm
Shadowing Standard deviation 8 dB
Subcarrier Spacing, A fs 15 kHz
Number of Data Subcarriers, Ns 600
Number of RB, Ngp 24
Sub-frame duration, Ats 0.5ms
MS Velocity, v 3kmph
Carrier Frequency, f. 2GHz
PDP Typical Urban 20 taps [0]

validity estimation of Resolution Reduction is evaluated with
two metrics. Firstly, the SINR (in dB) error standard deviation

ASINREM = Std[SINRSMN — SINR) Jkam  (13)

where STNR/S" is the SINR on subcarrier k. for the MS I
at sub-frame n. SIN Ry characterizes the error introduced
by Resolution Reduction on the subcarrier SINR. We also
use a second metric which describes the error by resolution
reduction in the effective SINR. The chosen effective SINR
modeling is Exponential Effective SINR ASTN Re. As block
size we take the smallest system unit: The RB in one sub-
frame.

ASINReSM = Std[SINReSM — SINRel! 141, (14)

q.ln q.ln

where SINRE;(J’)AJ is the SINR on RB ¢, for the MS [ and at
sub-frame n. All simulations have been run with the same
sampling time (A7 = 65.104ns) in order to give relevant
metric estimations (see table ).

Figure shows the two error metrics with Frequency Domain
Resolution Reduction only (M = 1). Our first conclusion
is that both SINR and effective SINR errors increase with
the resolution /' but we observe that the Effective SINR
error increases less than the SINR. This is due to the fact
that the effective SINR is an (exponential) averaging of the
SINR values within a RB. The averaging process divides the
error as well, as long as the calculated values are sufficiently
correlated.

Figure shows the two error metrics with time Domain
Resolution Reduction () = 1) only. Here contrary to Fre-
quency Domain Resolution Reduction, Effective SINR and
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Fig. 6. Effects of frequency domain resolution reduction with M=1.

SINR have the same magnitude of error. Indeed, in our model
no averaging reduces the error, since the effective SINR is
calculated every sub-frame. Furthermore, we simulated two
different multiple antenna transmission schemes:
- Maximum Ratio Combining (MRC) with 1 transmit an-
tenna and 2 receive antennas (1x2)
- Transmit Adaptibe Array (TxAA) with 2 transmit anten-
nas and 2 receive antenna (2x2)
We observe in both figure and that the error is independant
of the transmission scheme.

g
S o .
3 -2
S 1sp
i ASINR MRC 1x2
& L ASINR TxAA 222
H ZASINRL (o, o MRC 132
ZASINRL oo TAAZK
osf LU ASINRL (o MRC 152
ASINR ¢yqm o0 TXAA 2X2
10 50 60 7

30 40
time resolution M [Subframes]

Fig. 7. Effects of time domain resolution reduction with K=1.

Figure shows an example of the tradeoff for Frequency and
Time domain Resolution Reduction. It is possible to keep a
reasonably low error of 0.5dB in average for K = 4/M = 11.

C. Complexity Gain

Figure shows the complexity gain R(K, M) of the fast

fading and SINR calculation process compared to a configu-

ration with resolution K = 1 and M = 1 where Nppr(K)

is calculated depending on K with the algorithm described in
section IV.

1 Nppp(K)log2(Nppr(K

ROK, M) = 'i“( )log 2(Nppr(K))

M Nppr(1)log2(Nrrr(1))

15)

I » SINR MRC 1x2
I 4 SINR oy 55 MRC 1x2
[ JASINRGy guqam 218 MRC 102

Error Standard Deviation [dB]
o

3-2

1-4 16-8 36-16
resolution M-K [sub-frames—Subcarriers]

Fig. 8. Time and frequency domain resolution reduction with different time
and frequency resolutions.

This shows the potential system simulator speed improve-
ment. We see that with resolution K = 4/M = 11, the
processing time of fast fading and SINR calculation is divided
by 50. Fig. and show the tradeoffs between complexity
and precision possible to achieve when simulating an LTE
configuration with 10MHz system bandwidth.

Complexity reduction

1-4 16-8 36-16
resolution MK [subframes-Sub-carriers]

Fig. 9. Complexity gain in Fast Fading and SINR calculation for different
time and frequency resolution relatively to resolution K=1 - M=1.

VI. CONCLUSION

‘We have investigated methods for optimizing the speed and
controling errors due to channel modeling in an OFDMA sys-
tem level simulator. With the different methods we introduced,
it is possible to achieve tradeoffs between complexity and
simulation precision. For example, we investigated an LTE
configuration with a I0MHz system bandwidth simulated with
Typical Urban PDP. We showed that it is possible to reduce
the complexity of fast fading generation and SINR calculation
by a factor of 50 while keeping the average interpolation error
of the Effective SINR at 0.5 dB. Furthermore, we introduced
a CIR upsampling method which minimizes the MSE.
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Simulations Statistical Relevance

B.1 Introduction

This appendix describes The general method to assesstiscbrelevance of most of the simu-
lations in the thesis. Representative examples of thetsgstdsented in the thesis are shown. This
appendix deals specifically with the statistical relevapicéhe average cell throughput and cover-
age as those two performance indicator are widely used at@nthesis. Firstly, the assessment
method for infinite buffer simulations is presented, therfifute buffer.

B.2 Infinite Buffer

B.2.1 Average cell throughput

For the infinite buffer simulation modeling, the followinggtability space is constructed:
PRy, = (Q,F,P) (B.1)

where the sample spa€kis the set of possible combinations &f; z cell physical position and
shadow fading value:
Q= {(z,y,9)""
(z,y) are the possible position coordinates and
S are the possible shadowing valjies
F is set of subsets df2 and P is a measure ofl that corresponds to the probability of each
element of(2 (it is not the point in the appendix to describe fully the mbliity space but to use

it as a tool to understand the principle of infinite buffer slaiion and how to asses the statistical
relevance).

The Cell throughput is defined as a random variakles on PRy, ,, that depends on the PS
algorithm P.S:

Xps: Q—R (B.2)

w—T
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and the average cell throughput is defined as the expectitidps: ups = E (Xps).

w corresponds to an instantiation Qf it corresponds also to a "run" of an infinite buffer
simulation. The value corresponds to the converged mean cell throughput (mebimcaighput
of all the cell throughput per Transmission Time Interval () in one "run”. Note that therefore,
the definition ofX pg implies that the mean cell throughput converges. In practita simulation
as the run length cannot be infinite, it is impossible to h&axgemean cell throughput converging,
however the run length should be long enough to provide amahérror.

An infinite buffer simulation can be modeled as a set of Inddpat and Identically Distributed
(i.i.d) random variablest}, ¢ with i € [1, N] and whereV is the number of runs. The average cell
throughput in the thesis is estimated with the sample meimatsr:;

5 Xbs (B.3)

The relevance of the estimatpf 4 can be evaluated thanks to its standard deviation estimate:

v 1 L N vi N2
0P = N m;(Xps—ﬂgs) (B.4)

It is chosen to show a characteristic intervalsof 2 - 53, above and below the sample mean in
order to evaluate the precision of the infinite buffer sirtioles cell average throughput estimate.

Table B.1: Infinite buffer simulation for evaluation of statisticagsificance

Simulation Run length| Num of runs‘ NuE ‘ Section
BL RR 10s 150 30 2.6.5
BL PF 10s 150 30 2.6.5
ColtA/PSS 400kbps 10s 150 30 3.7.1
ColtA/PSS 1100kbps 10s 450 10 3.7.3

4 simulations from chapters 2 and 3 are taken as examplesiffilnéation lengths and number
of run are described in Table B.1.

Figure B.1 shows and example of convergence of the meanheelighput within one run.
The example is characteristic of the convergence of the roelhthroughput within a run of 10s.
Generally, in the last 2s of the run, the cumulated mean lvedlighput oscillate within a "box" of
only 0.02Mbps amplitude.

Figure B.2 shows the empirical CDFs of the different per risamcell throughputs (instan-
tiated from the differentX’¢s) for each of the four simulations described in Table B.1is It
noticeable here that the different per run mean cell thrputghspan over intervals of at least 4
Mbps, it is therefore important to generate a large numbeunrd to obtain a high precision. The
precision of the average cell throughput estimation isssesin figure B.3. It shows that tke
values for the different simulations are very small@{.2Mbps) compared to the estimated average
cell throughput (which is always in the order of 10Mbps).
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Figure B.1: cumulated mean throughput within one run for the RR PS algorsimulated with the infinite
buffer. the cumulated mean throughput at titrie defined by the mean of all the instant cell throughputs
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Figure B.3: Estimated average cell throughput with the precision \ratisrderived from (B.4)

B.2.2 Coverage

For the coverage, it is necessary to reason on UE througlgsig.brhe UE throughput, similarly
to the mean cell throughput in (B.2), can be expressed agdamamnariable:

Yps: Q— RMuE (B.5)

w—Yy

every instantiation of2 corresponds tdvVy; i different UEs and therefore @y i different through-
put values in vectay. Y pg can be relaxed intdVy g different random variables:

Ypsli]: Q— RN (B.6)

w —yli]

The differentY pg [¢] are identically distributed as they are inter changeablergeach other.
However, they are not necessarily independent from eaddr.othdeed, for exampley [1] and
y [2] are from UE 1 and 2 and their throughput are generated depgiodi the same set of other
UEs present in the system.

F is defined as the CDF oY pg [i] (wherei does not matter as the differeMpg [i] are
identically distributed) and the coverage is defined as:

Cov = F~1(0.05) (B.7)

In the thesis, the throughput CDF is estimated by a scaldibtmwhere the different steps are

equal to:

PRy [K) = o ®.9)

where;

e Ry is the vector containing all the throughput samples geadrduring the simulation
throughout all runs and by each UE. Samples are ranked ireittenby increasing values.
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e M is the total number of generated UE throughput samples

As F considers all samples from each run, it is a good estimatityibthe differentY pg [i] are
independent. Itis simply assumed here that they are indigpérenough.

Following (B.8) the coverage is estimated as follows:

Cov=F"1(0.05) = F! <%> (B.9)

In order to assess the validity of the estimate, the digidbwf £ () is observed:
P (F (z) = %) =Ck F)" (1= Fz)M* (B.10)

M- F (x) is binomially distributed (and wittd/ large enough can be approximated by a normal
distribution) and therefore:

E (F (x)> = F (z) (B.11)
Std (F (w)) _VE@E) ;/%_ Fz) (B.12)

This means that all the points of the empirical throughputeBn correspond to the actual cover-
age with a certain probability. It is chosen here to defineegipion interval for the coverage with
all the points of the empirical throughput CDF that have asta certain likelihood of including
the actual coverag€ov = F~1 (0.05). This set of points is defined by the pointgor which the
empirical CDF image is no further than two standard dewunstifsom 0.05:

‘F (z) — 0.05( <2.5td <F (Cov)> (B.13)

In the infinite buffer simulations run in the thesis, therealways M = 4500. In that case:
2 - Std (F (Cov)) ~ 0.007. Therefore, the precision interval {sﬁ—l (0.043) F—1 (0.057)}.
Figure B.4 show the coverage with the precision intervalhef simulations of Table B.1. The
value s corresponds to the half-size of the precision intervals Ehown that the simulations are
very precise in term of coverage as the precision is of theraytil%, except for the RR simulation
where it approaches 10%.

B.3 finite buffer

For finite buffer simulations, the statistical relevance baen assessed empirically with visual
methods. it is indeed not possible to create a clear theatdtiamework as for infinite buffer
simulations. As UEs come in and out of the network during autation, each UE is successively
influenced by the different UE changes in the network. Only'an” is used for these simulations
as the UEs and more generally the network conditions aregéfiguconstantly. It is assumed that
at some point, the cumulated mean cell throughput convefigesrefore, the main focus has been
to visually look at the convergence of the cumulated medrntimelughput. Generally it has been
verified in every simulation that the cumulated mean cebhdlghput oscillate with an amplitude
smaller than 0.1Mbps. This is further shown Figures B.5, B.G, B.8 and B.9 that show time
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Figure B.4: Coverage with precision interval for infinite buffer simtitans.

Table B.2: Finite buffer simulation for evaluation of statistical Bificance

Simulation ‘ Sim Iength‘ NuE ‘ # Sim. Sector# #UEfinished‘ Section
BL RR 500s 30 3 3056 2.6.5
BL PF 500s 30 3 5065 2.6.5
FL BFF = 0.5 BQPP 40s 10 57 9331 4.2.6
6500
o Finite Buffer RR
% 6400
;: 6300
2 6200}
2 6100/ \
@ I~
£ 60001
'é 5900 -
é 0.1Mbps
E 58001
O
5700 : : : : ‘
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time [s]

Figure B.5: time versus the cumulated mean cell throughput for sectdr theobase line finite buffer
simulation with RR
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Figure B.6: time versus the cumulated mean cell throughput for sectdf theobase line finite buffer
simulation with RR
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Figure B.7: time versus the cumulated mean cell throughput for sectdf theobase line finite buffer
simulation with PF
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Figure B.8: time versus the cumulated mean cell throughput for sectdr tbeobase line finite buffer
simulation with PF
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Figure B.9: time versus the cumulated mean cell throughput for sectéttiedractional load finite buffer
simulation with BFF=0.5 and BQPP
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versus the cumulated mean cell throughput for some sintliksgetor for the set of simulations
described in Table B.2.

The average cell throughput is the sample mean of the diffdieal cumulated mean cell
throughputs in different simulated sectors. Figure B.16wshthe empirical CDF of the final
cumulated mean cell throughputs for the simulations desdrin Table B.2. The important point
is that in all simulations, the lowest and highest mean tiinput are separated by around 0.5Mbps
which is higher than the oscillation amplitude of the cuntedamean throughput per sector at the
end of the simulation shown previously. The important mgssa that the cell throughput should
not be relied on with a precision higher than 0.5Mbps (ardoftd.

3

Finite Buffer RR

= = = Finite Buffer PF

Finite Buffer BQPP
1

0.9

0.8

0.7

CDF

0.6

05F

0.4r

L L L L L J
6000 7000 8000 9000 10000 11000 12000
per Sector average throughput [kbps]

Figure B.10: empirical CDF of the final cumulated mean cell throughputdifate buffer simulations.

As for the coverage, it is not possible either to create a thesoretical framework. Therefore,
the great number of sessions is relied on to provide a prestimate.
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