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Abstract—Recent advances in deep learning (DL) have brought
tremendous gains in signal modulation classification. However,
DL-based classifiers lack transparency and interpretability, which
raises concern about model’s reliability and hinders the wide
deployment in real-word applications. While explainable methods
have recently emerged, little has been done to explain the DL-
based signal modulation classifiers. In this work, we propose a
novel model-agnostic explainer, MASE, which provides explana-
tions for the predictions of black-box modulation classifiers. With
the subsequence-based signal interpretable representation and
in-distribution local signal sampling, MASE learns a local linear
surrogate model to derive a class activation vector which assigns
importance values to the timesteps of signal instance. Besides,
the constellation-based explanation visualization is adopted to
spotlight the important signal features relevant to model pre-
diction. We furthermore propose the first generic quantitative
explanation evaluation framework for signal modulation clas-
sification to automatically measure the faithfulness, sensitivity,
robustness and efficiency of explanations. Extensive experiments
are conducted on two real-world datasets with four black-box
signal modulation classifiers. The quantitative results indicate
MASE outperforms two state-of-the-art methods with 44.7% im-
provement in faithfulness, 30.6% improvement in robustness and
44.1% decrease in sensitivity. Through qualitative visualizations,
we further demonstrate the explanations of MASE are more
human interpretable and provide better understanding into the
reliability of black-box model decisions.

Index Terms—Explainable AI, model reliability, deep learning,
black-box model, interpretability, modulation classification.

I. INTRODUCTION

S IGNAL modulation classification, essential in both civil-
ian and military wireless systems, identifies the mod-

ulation type of received radio signals to understand their
communication schema [1]–[3]. As a typical pattern recog-
nition problem, considerable efforts have been put into this
research area. In prior work, modulation classification has been
achieved based on carefully hand-crafted feature extractors
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[4]–[6], largely relying on domain knowledge. Recently, with
the prosperity of deep learning (DL), DL-based modulation
classification has become increasingly prevalent, achieving re-
markable performance improvements [7]–[11]. Without man-
ual feature extraction, DL-based signal modulation classifiers,
fed with the raw radio signals, enable automatic learning the
higher-level information hidden in the data and performing
classification in an end-to-end fashion.

Despite the effectiveness of DL-based modulation classifica-
tion, the inherent opaqueness aggravates the untrustworthiness
and unreliability of models, posing a significant hindrance to
their large-scale deployment [12]. Compared to conventional
feature-based modulation classification, the complex internal
structure and decision process of DL-based classifiers are not
human-understandable, causing domain experts may not trust
the model predictions [13]. To address this, explainability
has been recognized as a critical tool to build the under-
standable, trustworthy and reliable interaction between human
and models, and the field of explainable artificial intelligence
(XAI) thrived [14]–[16]. However, existing XAI methods,
such as EVA [17] and Ensemble XAI [18] are mainly for
computer vision tasks, with limited work in signal modulation
classification. Huang et al. [19] and Chen et al. [20] make the
initial attempts to increase the transparency of DL-based signal
modulation classification by visualizing the signal features
which are extracted and chosen for classification.

There are two issues that exist in the aforementioned liter-
ature. Firstly, they visualize the DL-based signal modulation
classifiers with model-specific XAI methods (i.e., Grad-CAM
[21] and MASK [22]), which requires the white-box access to
model internals like model structure and gradients. However,
due to the business and military constraints, the access to mod-
ulation classifiers in need of explanations is typically limited to
an inference API, providing only prediction scores [23]. Thus,
it is urgent to develop a model-agnostic XAI method which
is general and flexible for any black-box signal modulation
classifier. Second, in the existing work, the effectiveness of
XAI method is assessed subjectively via visualization, with
explanations evaluated based on author’s domain knowledge
of relevant signal features. However, for practical applications,
this assessment is labor-intensive, time-consuming and unreli-
able. Therefore, an objective, quantitative, and comprehensive
evaluation framework becomes necessary to assess the expla-
nations for signal modulation classification.

The recent survey [12] reveals significant advancements
in model-agnostic XAI. Prevalent methods like LIME [24],
SHAP [25], and Anchors [26] typically begin by converting
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the raw data into an interpretable representation, consisting
of interpretable components that are understandable to hu-
mans, such as super-pixels in image classification. These
methods then perturb the raw data to either train a local
linear surrogate model, compute Shapley values from coali-
tional game theory, or identify a decision rule that anchors
the prediction sufficiently, thereby deriving model-agnostic
explanations. Finally, these explanations, along with raw data,
are visualized to highlight areas that are most influential in
the model’s decision-making. However, developing a model-
agnostic XAI method for signal modulation classification
faces three key challenges. (1) How to identify interpretable
components within signal modulation data? Unique attributes
of signal modulation data should be accounted for, such
as its time-domain characteristics. (2) How to generate in-
distribution perturbations in signal modulation data? An out-
of-distribution perturbed sample causes classifier’s prediction
unreliable and untrustworthy. (3) How to visualize model-
agnostic explanations for signal modulation classification?
Visualizing feature importance in signal waveform diagrams
is less intuitive, especially for longer signal lengths.

In this paper, to address the above challenges, we develop
Model-Agnostic Signal modulation classification Explainer
(MASE), a novel model-agnostic XAI method for black-box
DL-based modulation classifiers. MASE generates a class
activation vector for a given signal sample as the explana-
tion, highlighting each signal timestep’s importance for the
model’s predicted class. Specifically, MASE extends LIME
[24] with three innovations to address the aforementioned
three challenges in signal modulation classification. First,
by identifying the consecutive signal subsequences as inter-
pretable components, MASE trains a linear surrogate model
over the subsequence-based interpretable signal representation.
Second, to avoid out-of-distribution perturbed samples, an in-
distribution local signal sampling mechanism is proposed with
the timestep and signal-to-noise ratio (SNR)-specific replace-
ment noise. Third, for better explanation visualization, the
constellation-based explanation visualization with activation
threshold is adopted, providing more perceptiveness on signal
modulations. Fig. 1 shows the difference between the model-
specific and model-agnostic XAI methods in signal modulation
classification. The model-specific explainer exploits model’s
inner working, while the model-agnostic explainer, free from
model access requirements, utilizes query feedback via infer-
ence APIs for black box explainability.

Then, to address the lack of quantitative explanation as-
sessments in signal modulation classification, we propose the
first generic quantitative explanation evaluation framework fo-
cusing on explanation faithfulness, sensitivity, robustness and
efficiency. For more reliable faithfulness evaluation, a novel
metric, Normalized Area Over the Most Relevant Perturbation
Curve (NAOPC), is proposed. In sensitivity and robustness
evaluation, we introduce perturbation-to-signal ratio (PSR)-
based metrics, which controls perturbation magnitude with
relative power instead of the Lp norm. Additionally, IFIA [27],
a powerful adversarial XAI attack, is adopted for generating
adversarial perturbations in robustness evaluation.

With the quantitative explanation evaluation framework, we

QPSK

Prediction

(b) Model-agnostic XAI Method

Prediction
Input Signal

Modulation Classifier

Network Structure

Hyper-parameters

Gradient Information

Model-specific Explainer

 Modulation Classifier

Black-box 

Model-agnostic  Explainer

Query

QPSK

(a) Model-specific XAI Method

Prediction

Explanation

Input Signal

Explanation

Fig. 1. Illustrations of model-specific and model-agnostic XAI methods in
the signal modulation classification context.

evaluate MASE with two state-of-the-art XAI methods (i.e.,
Grad-CAM [21] and MASK [22]) across two well-known
modulation classification datasets (i.e., RadioML2016.10A
[28] and RadioML2018.01A [29]) and for four types of black-
box DL-based signal modulation classifiers (i.e., CNN-based,
ResNet-based, LSTM-based classifiers, and Transformer-based
[30]). We find that MASE (1) is more faithful to the classi-
fiers, with an average of 44.7% improvement in explanation
faithfulness; (2) is less sensitive to the random noise, with the
explanation sensitivity reduced by 44.1%; (3) is more robust to
adversarial attacks, showing an average improvement of 30.6%
in explanation robustness; and (4) shows high efficiency, with
average 2.10s and 4.49s of each explanation for the two
datasets, respectively. Furthermore, after close visual examina-
tions on explanation visualizations derived for both correct and
wrong predictions, we demonstrate that MASE could provide
more human interpretable explanations and allow human to
better understand black-box classifier’s behaviors, promoting
model’s reliability and trustworthiness. The main contributions
of this paper are as follows:

• We propose a model-agnostic XAI method for black-box
DL-based signal modulation classifiers, in which some
delicate innovations based on LIME, e.g., subsequence-
based interpretable signal representation, in-distribution
local signal sampling and constellation-based explanation
visualization, are proposed for adapting to signal data.

• We present the first generic quantitative evaluation frame-
work for signal modulation classification explainers, con-
sisting of the novel metrics, e.g., Normalized AOPC and
PSR-based Max-Sensitivity, to enable reliable judgments
in faithfulness, sensitivity, robustness and efficiency.

• With ten quantitative and qualitative experiments on two
datasets and four classifiers to be explained, we demon-
strate that MASE outperforms two state-of-the-art al-
ternatives, successfully generating faithful, non-sensitive,
robust and understandable explanations, and increasing
the reliability and trustworthiness of opaque DL models.

The rest of the paper is organized as follows. In Section II,
we introduce preliminary knowledge and problem definition.
Section III and Section IV describe the proposed explainable
method and quantitative explanation evaluation framework,
respectively. Then, extensive experiments are done to validate
the proposed method in Section V. In Section VI, we discuss
the related works. Finally, Section VII concludes this work.
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Fig. 2. Illustration of a wireless communication system consisting of a
transmitter, a channel and a receiver.

II. PRELIMINARIES AND PROBLEM DEFINITION

In this section, we introduce the basic concepts of signal
modulation classification and formalize the model-agnostic
explanation problem for signal modulation classifiers.

A. Signal Modulation Classification
In a wireless communication system shown in Fig. 2, the

received signal xt with the time t can be expressed as

xt = F(at)× ht + nt, (1)

where at is the transmitted signal, F is a modulation function,
ht is a channel impulse response and nt is the additive white
Gaussian noise. The transmitter modulates the transmitted
signal at on a carrier wave using F based on a specific
modulation type [31]. In the receiver, accurate recovery of
at from the modulated wave xt involves identifying the
modulation type. Thus, the objective of the signal modulation
classification is to predict the modulation type of F using the
received signal xt, from a candidate modulation set C.

Without extracting expert features from the received signal,
in the DL-based signal modulation classifier, the input is the
raw in-phase and quadrature (IQ) sequence (i.e., xt = (It, Qt))
or the transformed amplitude and phase (AP) sequence (i.e.,
xt = (At, ϕt)) [32], as calculated by{

At =
√

I2t +Q2
t

ϕt = arctan(Qt/It)
. (2)

Given a segment of received signal x with length N , the core
of DL-based signal modulation classifier is to learn a mapping
function f : x → Y , where Y = {yc ∈ [0, 1]|c ∈ C} and yc
is the prediction probability of the signal x belonging to the
modulation type c. The top predicted modulation type c∗ is
the one with the highest probability, i.e., c∗ = argmaxc∈C yc.

B. Problem Definition
In this paper, we focus on the model-agnostic explainability

problem for black-box DL-based signal modulation classifica-
tion, to increase the model’s transparency and understand the
reliability of model decisions. Given any black-box classifier
f and a signal instance of interest x, we aim to learn a
model-agnostic explainer Φ to provide an explanation e for the
decision f(x) = c. We assume that the black-box classifier f
can be queried at will to obtain new prediction examples.

Following the prior work in this field [19], the explanation
e is represented by a class activation vector w = {wi ∈
[0, 1]|i ∈ {0, 1, · · · , N−1}}, where each element wi indicates
the importance, relevance and contribution of corresponding
input xi on the prediction f(x) = c. Thus, the model-agnostic
explainer Φ is defined as

Φ : fc × x → w. (3)

III. METHODOLOGY

In this section, we present Model-Agnostic Signal modula-
tion classification Explainer (MASE), the first model-agnostic
method for explaining black-box signal modulation classifiers.

A. Method Overview
The overview of MASE method is illustrated in Fig. 3,

consisting of four key components: (1) the Subsequence-based
Interpretable Signal Representation converts the raw time-
series representation to a subsequence-based binary vector
via a signal segmentation algorithm, indicating the “presence”
or “absence” of subsequences. Compared to a single signal
point, the consecutive signal subsequence captures the signal
time-domain features and is more intuitive for human. (2)
The In-distribution Local Signal Sampling generates local
signal samples by replacing the randomly picked subsequences
with in-distribution non-informative noises, instead of constant
value-based or random value-based noises which could be
out-of-distribution. (3) The Local Linear Explanation Gener-
ation trains a local linear surrogate model on subsequence-
based binary signal representation using newly sampled local
samples and their black-box predictions, where the model’s
coefficients, serving as explanations, weight the attributions
of different signal subsequences for the prediction of the
given signal sample. (4) The Constellation-based Explanation
Visualization highlights the important signal subsequences in
the mapped constellation diagram for enhanced perceptive
understanding of modulation type.

In MASE, there are two motivations for training a local
surrogate model for each signal sample, rather than a global
surrogate model. Firstly, it’s difficult to accurately approximate
a DL-based classifier’s global decision function with simple
interpretable models. Secondly, global models focus on ex-
plaining the model’s overall behavior, whereas local models
offer specific explanations for each sample’s prediction.

From the above description, it can be seen that the proposed
explainable method does not require any intrinsic information
of the signal modulation classifier to be explained. Explana-
tions are derived via queries to the black-box model. Thus,
MASE is model-agnostic and shows more generality.

B. Subsequence-based Interpretable Signal Representations
In order to derive an explanation allowing human to under-

stand, it is necessary to segment the raw data sample into a
set of interpretable components which incorporate the human
domain knowledge and make sense to humans. For example,
an image instance is segmented into a set of super-pixels
(i.e., a contiguous patch of similar pixels), possibly enriched
with some semantic information and corresponded to human-
understandable objects [33]. With these interpretable compo-
nents, raw data representation is conveyed to the interpretable
data representation which is a binary vector indicating the
presence or absence of each interpretable component.

In MASE method, we propose a subsequence-based inter-
pretable signal representation, where the consecutive subse-
quences are identified as valuable and interpretable compo-
nents for the signal sample. Formally, given a signal sample x
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Fig. 3. Overview of the proposed model-agnostic explainable method for the signal modulation classification.

being explained, we first segment it into a set of subsequences
s = {s0, s1, · · · , sd−1} via a signal segmentation algorithm
Ψ(x). Here, we adopt the sliding window-based segmentation
algorithm to transform the signal data into a set of subse-
quences, thanks to its effectiveness, efficiency and prevalence
in time series analytics [34]. Now let τ and β be the length
and stride length of the sliding window, respectively. For a
signal x with length N , the size of subsequences set d can be
formulated as d = ⌊N−τ

β ⌋ + 1. Each subsequence si ∈ s is
represented as si = {xi×β , · · · , xi×β+τ}.

Based on the subsequence set s, the subsequence-based
interpretable signal representation is written as a binary vector
x′ ∈ {0, 1}d, where the ith element indicates the presence or
absence of the corresponding subsequence si. For instance, the
interpretable signal representation for the raw signal sample x
is an all-ones vector, i.e., x′ ∈ 1

d.

C. In-distribution Local Signal Sampling

In order to capture and explain the local behavior of the
black-box signal modulation classifier f , a key step is to
generate a number of local samples which are nearby to
the raw signal sample x. On the top of the subsequence-
based interpretable signal representation, we develop an in-
distribution local signal sampling mechanism.

Firstly, we perturb the raw signal x’s interpretable repre-
sentation x′ ∈ 1

d, by flipping an arbitrary number of ones
to zeros, to generate a local sample z′ ∈ {0, 1}d. Then, we
reconstruct the local signal sample in the raw representation
z = h(z′), where h(·) is defined as the reconstruction func-
tion. In the reconstruction, the interpretable component (i.e.,
signal subsequence) si with z′

i = 1 will be kept. Otherwise,
it will be replaced with a non-informative mask in order to
deactivate this component for prediction. In the image domain,
the non-informative mask can be the constant predefined pixels
(such as gray pixels) or the random pixels [24]. However,
due to the characteristics of the signal sample, constant value-
based replacement and random value-based replacement often
create out-of-distribution local samples, causing classifier’s
prediction untrustworthy. Hence, in order to solve the above
challenge, we generate SNR-specific replacement noise se-
quences from a “background” dataset that exhibits the same
data distribution with the raw signal sample x, serving as the
in-distribution and non-informative masks. In practice, a subset

of the dataset, from which the raw signal sample x is drawn,
is typically used as the background dataset [35].

More specifically, considering the in-distribution non-
informative replacement noise may vary by timestep and SNR,
thus we generate the replacement noises r on a per-SNR and
timestep-by-timestep bias. For each SNR p, we collect signal
samples from the background dataset D to estimate the mean
µi and standard deviation σi at each timestep i ∈ [0, N − 1].
Then, the timestep and SNR-specific replacement noise rp
is generated following the Gaussian distribution N (·, ·), as
shown in Equation 4. With rp as the replacement mask, the
reconstruction function h(·) can be formulated as Equation 5,
where ⊙ is the Hadamard product.

rp = {rp,i ∼ N (µi, σ
2
i )|i ∈ [0, N − 1]} (4)

h(z′,x, rp) = z′ ⊙ x+ (1− z′)⊙ rp (5)

With the SNR-specific replacement noise sequences and the
reconstruction function, we generate a lot of in-distribution
local signal samples. Moreover, we construct a local signal
dataset Z = {(zi, z′

i)|i ∈ [0,M − 1]} containing the raw
representation and interpretable representation of each local
signal sample, where M is the number of generated local
signal samples. The dataset Z will be used for training an
interpretable linear surrogate model to get locally faithful
explanations in the following subsection.

D. Local Linear Explanations Generation

Next, we introduce how to train a linear model g as the
local surrogate of the black-box signal modulation classifier f
around the given signal sample x, to produce an explanation
for the prediction fc(x). In order to explain the importance
of each interpretable component (i.e., signal subsequence, in
our case), the linear surrogate model g needs to act over
absence/presence of the interpretable components and emulate
the prediction of f . Based on the interpretable signal repre-
sentation, g is defined as g(z′) = wg · z′, whose domain is
{0, 1}d. If g is good enough for local approximation, then each
coefficient wg,i ∈ wg weights the importance of correspond-
ing subsequence si, which is treated as an explanation.

In order to encourage g to learn the decision surface of
f around x, there are two important keys. Firstly, for a
sample z from local signal dataset Z , the prediction of g
should be similar with the prediction of f , i.e., minimizing
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Fig. 4. Signal IQ waveforms and corresponding constellation diagrams of
four modulation types at SNR = 30dB in RadioML2018.01A dataset.

the distance between g(z′) and fc(z). Here, fc(z) is the
probability that local signal sample z belonging to modulation
type of interest c ∈ C. Moreover, considering a sample
with a larger similarity to x is more important for learning
locally faithful explanations. Thus, each sample z is weighted
according to its proximity to x. The proximity function is
defined as πx(z), capturing the locality around x. Thus, we
train g by minimizing the locally weighted square loss L:

L(f, g, πx) =
∑

z,z′∈Z
πx(z)(fc(z)− g(z′))2. (6)

In our setting, we use an exponential kernel defined on
Frobenius distance as the proximity function, i.e., πx(z) =
exp(−∥x− z∥2F ).

The coefficients (i.e., wg,0, · · · , wg,d−1) of the well-trained
model g weight the attribution of signal subsequences (i.e.,
s0, · · · , sd−1) for the prediction fc(x). Furthermore, we trans-
form the coefficient vector wg ∈ Rd to the class activation
vector w ∈ [0, 1]N by a max-min normalization and assigning
all timesteps belonging to a subsequence (i.e., ∀xj ∈ si) with
the same importance wg,i. Due to the overlaps between subse-
quences, a timestep may belong to multiple subsequences. We
assign the overlapped timestep with the highest subsequence
importance. Finally, with a linear surrogate model over the
interpretable signal representation, MASE achieves local ex-
planations for a black-box signal modulation classifier.

E. Constellation-based Explanation Visualization

With the derived class activation vector w, we propose a
constellation-based explanation visualization for signal modu-
lation classification. Constellation diagram is a widely used
signal representation [36], which maps the signal sample
points xi into scattering points on a 2-D complex plane (aka IQ
plane) in the rectangular coordinate system, i.e., xi = (Ii, Qi).
Compared to waveform, the constellation diagram of the
signal sample provides more perceptive information about
modulation type, as shown in Fig 4.

We highlight the signal sample point xi with the attribution
greater than the activation threshold ηw (i.e., wi > ηw) in
the constellation diagram, meaning that these signal points are
significant for recognizing the modulation type. Furthermore,
to emphasize the time-domain signal features, we connect the
consecutive highlighted constellation points via blue lines. In
this way, the constellation-based explanation visualization only
spotlights the signal features relevant to model predictions,
providing a concise and understandable explanation for hu-
man, and facilitating the understanding into reliability and

trustworthiness of the model decisions. Algorithm 1 sum-
marizes the proposed model-agnostic explainable method for
black-box signal modulation classifiers.

Algorithm 1 Model-Agnostic Signal modulation classification
Explainer (MASE)
Input: Raw signal sample x with SNR p; Modulation type of interest

c; Black-box classifier f ; Number of local samples M ; Proximity
function π; Signal segmentation function Ψ; Reconstruction
function h; Background signal dataset D;

Output: Class activation vector w;
1: Initialize local sample dataset Z ← {}

// Subsequence-based interpretable signal representation
2: Generate signal subsequence set s = {s0, s1, · · · , sd} via Ψ(x)
3: Represent x using the interpretable signal representation x′ ∈ 1d

// In-distribution local signal sampling
4: for i = 1 to M do
5: Randomly perturb x′ to generate z′

i ∈ {0, 1}d
6: Generate the SNR-specific replacement noise sequence rp

from the background signal dataset D
7: Reconstruct the signal zi from z′

i via

zi = h(z′
i,x, rp) = z′

i ⊙ x+ (1− z′
i)⊙ rp

8: Compute the proximity πx(zi) between zi to x
9: Obtain the black-box prediction fc(zi)

10: Z ← Z ∪ {zi,z
′
i}

11: end for
// Local Linear Explanation Generation

12: Initialize a linear model g(z′) = wg · z′

13: Train g via minimizing the locally weighted square loss L:

L(f, g, πx) =
∑

zi,z
′
i
∈Z

πx(zi)(fc(zi)− g(z′
i))

2

14: Transform coefficient wg ∈ Rd to w ∈ [0, 1]N via max-min
normalization and assignment for each timestep

15: return w

IV. QUANTITATIVE EXPLANATION EVALUATION
FRAMEWORK

This section presents the quantitative explanation evaluation
framework for signal modulation classification. The overview
is shown in Fig 5 including (a) explanation faithfulness,
(b) explanation sensitivity, (c) explanation robustness and (d)
explanation efficiency.

A. Explanation Faithfulness

The faithfulness of an explanation is defined as the ex-
planation’s ability to accurately rank the signal timesteps by
their importance for prediction, such that when perturbing
important timesteps, model’s prediction confidence score will
drop rapidly. Under this intuition, we adopt the Most Relevant
First (MoRF) perturbation curve [37] to evaluate how fast
the fc(x) decreases, when we progressively perturb the most
relevant timesteps in the raw signal sample x, sorted by the
derived explanation w (i.e., the class activation vector).

Formally, according to the class activation vector w, we
derive an ordered sequence of timesteps O = {o1, · · · , oN},
where ok is the kth most relevant timestep. Thus, for all
indices of O, the property (i < j) ⇔ (woi > woj ) holds.
We perturb the most relevant timesteps by replacing their
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Fig. 5. Overview of quantitative explanation evaluation framework for the signal modulation classification.
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Fig. 6. A motivating example shows AUPC and AOPC may give opposite
indications about which explanation is more faithful.

values with a timestep and SNR-specific noise sequence rp,
to avoid out-of-distribution perturbation and spurious model
classification (see details in Section III-C). Based on the k
most relevant timesteps, the perturbed signal sample x

(k)
MoRF

is generated via the following recursive formulation:

x
(k)
MoRF = Ω(x

(k−1)
MoRF , ok, rp), k ∈ [1, 2, · · · , N ] (7)

where x
(0)
MoRF = x and the function Ω(x

(k−1)
MoRF , ok, rp)

replaces the value of x(k−1)
MoRF at the timestep ok with the value

of noise rp at ok. The faster the perturbation curve fc(x
(k)
MoRF )

decreases, the more faithful the explanation w is.
To quantitatively evaluate the explanation faithfulness, there

are two common metrics to quantify the degree of curve de-
crease: the Area Over the MoRF Perturbation Curve (AOPC)
[38], [39] and the Area Under the MoRF Perturbation Curve
(AUPC) [40], [41]. Based on the trapezoidal rule, the AOPC
and AUPC are calculated by Equation 9 and Equation 10,
respectively. A smaller AUPC or a larger AOPC indicates a
more faithful explanation. However, for two MoRF curves with
different initial scores (i.e., prediction probability of the raw
signal sample), AUPC and AOPC may give opposite indica-
tions. As shown in Fig. 6, the left explanation with a larger
AOPC indicates the left is more faithful. However, the right
explanation with a lower AUPC shows the right explanation is
more faithful. The discrepancy arises from the differing initial
scores on MoRF perturbation curves, leading to varying total
areas and, consequently, inconsistent evaluations.

Diff(k) = fc(x
(0)
MoRF )− fc(x

(k)
MoRF ) (8)

AOPC =

N∑
k=1

Diff(k − 1) +Diff(k)

2
(9)

AUPC =

N∑
k=1

fc(x
(k−1)
MoRF ) + fc(x

(k)
MoRF )

2
(10)

To solve this problem, we design the Normalized AOPC
(NAOPC) and Normalized AUPC (NAUPC), which normalize
AOPC and AUPC based on their total areas, as calculated in
Equation 11 and Equation 12, respectively. Since the total area
is the sum of the areas above and below the MoRF perturbation
curves, this normalization ensures the sum of NAOPC and
NAUPC equals 1 (i.e., NAOPC + NAUPC = 1), indicat-
ing that an explanation with a larger NAOPC or a smaller
NAUPC is more faithful. By considering the proportion of
AOPC and AUPC relative to their total area, NAOPC and
NAUPC effectively mitigate the impact of varying initial
scores, thereby offering consistent and reliable evaluations for
explanation faithfulness across different signal samples and
signal modulation classifiers. As shown in Fig. 6, both NAOPC
and NAUPC consistently indicate the right is more faithful.

NAOPC =
AOPC

fc(x
(0)
MoRF )×N

(11)

NAUPC =
AUPC

fc(x
(0)
MoRF )×N

(12)

B. Explanation Sensitivity

The explanation sensitivity measures the variability of an
explanation in response to random input perturbations, com-
mon in real-world wireless systems. A lower sensitivity is
preferable, ensuring the explanation would not be affected sig-
nificantly, as the raw input varies slightly. Conversely, a high
sensitivity could undermine human’s trust in the explanations.
In our evaluation framework, we adopt two metrics, Max-
Sensitivity [42] and Delta NAOPC [43], to measure explanation
sensitivity under random noise perturbations.

In wireless communication, perturbation imperceptibility is
typically measured by the relative power of the perturbation
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with respect to the received signal [44], instead of Lp norm
commonly used in the image domain. Thus, we define Pϵ as
a set of imperceptible signal perturbations constrained by the
perturbation-to-signal ratio (i.e., PSR = ϵ). PSR is denoted
as the power ratio of the perturbation p to the raw received
signal x [45], as shown in Equation 13, where pow(p) and
pow(x) represent their respective powers. In the evaluation,
we generate p ∈ Pϵ with in-distribution timestep and SNR-
specific Gaussian noise rp, as shown in Equation 14, where ϵ
is the desired PSR and the power of rp√

pow(rp)
is 1.

PSR = 10× log10(
pow(p)

pow(x)
) (13)

p =
√
pow(x)× 10

ϵ
10 × 1√

pow(rp)
× rp (14)

Max-Sensitivity (MS) is used to measure the maximum
change between the original explanation w = Φ(fc,x) and
the perturbed explanation wp = Φ(fc,x+p), where a minor
random perturbation p ∈ Pϵ is injected to the raw input signal
x. With Monte-Carlo sampling, MS for signal modulation
classification explanation is calculated as Equation 15, where
Dcos(·, ·) refers to the cosine distance between two class
activation vectors. Moreover, Delta NAOPC (∆NAOPC) is
introduced to assess the impact of random noise perturbation
on the faithfulness of explanations. It measures the difference
in explanation’s NAOPC before and after perturbations, as cal-
culated as Equation 16. Together, MS and ∆NAOPC provide
a comprehensive evaluation and understanding into how noise
affect the explainable methods. An explanation characterized
by low MS and ∆NAOPC is more desired, since it has more
reliability and stability against random perturbations.

MS = max
p∈Pϵ

Dcos(w,wp) (15)

∆NAOPC = max
p∈Pϵ

(NAOPC(w)−NAOPC(wp)) (16)

C. Explanation Robustness

Recent advances in adversarial explainable AI (AdvXAI)
have revealed significant vulnerabilities in state-of-the-art ex-
plainable methods, raising serious concerns on their relia-
bility and security [46]. Research shows that imperceptible
adversarial perturbations can drastically change the derived
explanations, even though the predicted label remain un-
changed. This concern is particularly critical in explanations
for signal modulation classification, which are extensively
employed in security-sensitive applications such as military
wireless systems. Therefore, this section focuses on evaluating
the robustness of explainable methods against AdvXAI attacks
for signal modulation classification.

As an initial effort in explanation robustness evaluation
for signal modulation classification, we employ a well-known
adversarial attack method in AdvXAI, the Iterative Feature
Importance Attacks (IFIA), to generate adversarial perturba-
tions. First introduced in [27], IFIA aims to perturb the feature
attribution map by decreasing the relative importance of the
k initially most important input features, while ensuring the
predictions remain unchanged. Note that, similar to the random

TABLE I
PARAMETERS OF RADIOML2016.10A AND RADIOML2018.01A.

Parameter RadioML2016.10A RadioML2018.01A
Modulation types 11 classes

(AM-DSB,AM-SSB,
8PSK,BPSK,CPFSK,
QPSK,WBFM,GFSK,
64QAM,16QAM,
4PAM)

24 classes
(OOK,4ASK,8ASK,BPSK,QPSK,
FM,8PSK,16PSK,32PSK,16APSK,
32APSK,64APSK,128APSK,16QAM,
32QAM,64QAM,128QAM,256QAM,
AM-SSB-WC,AM-SSB-SC,GMSK,
AM-DSB-WC,AM-DSB-SC,OQPS)

SNR(dB) -20:2:18 -20:2:30
Sample length 128 1024
Number of samples 220,000 2,555,904

perturbations created for explanation sensitivity evaluation, the
adversarial perturbations generated by IFIA are constrained
by PSR = ϵ to ensure perturbation imperceptibility. Formally,
the generation of adversarial perturbations, denoted as padv ,
can be defined as Equation 17, where Dtopk

(·, ·) measures the
distance between the top-K features of two explanations.

argmax
padv

Dtopk
(Φ(fc,x),Φ(fc,x+ padv))

s.t. PSR(padv,x) = ϵ, f(x) = f(x+ padv)
(17)

Then, we adopt Max-Sensitivity (MS) to measure the
maximum change in explanation, and use Delta NAOPC
(∆NAOPC) to measure the maximum changes in explanations
faithfulness when adversarial perturbations padv are injected
to the raw input signal x. An explainable method with low
MS and ∆NAOPC under adversarial perturbations is preferred,
indicating enhanced robustness against AdvXAI attacks.

D. Explanation Efficiency
For explanation efficiency, we use a generic metric Average

Computation Time (ACT) to measure the average time of each
explanation generation, as calculated by dividing the total time
elapsed Ttotal by the number of signal samples Ntotal,

ACT = Ttotal/Ntotal. (18)

Note that, the signal length N , classifier complexity O(f) and
explainer complexity O(Φ) are the key factors affecting the
time taken to generate an explanation. Explainers with lower
ACT are more promising, especially in real-time applications.

V. EXPERIMENTAL RESULTS AND ANALYSIS

In this section, we first introduce the experimental setup,
and then investigate the hyper-parameter sensitivity of MASE.
Lastly, we present the quantitative and qualitative evaluations
to validate the effectiveness of MASE.

A. Experimental Setup
1) Datasets: The evaluation of the proposed method is

carried out on two publicly available modulation classifica-
tion datasets: RadioML2016.10A [28] and RadioML2018.01A
[29]. The RadioML2016.10A dataset consists of total 22,000
signal samples including 11 modulations, where each sig-
nal sample is a base-band I/Q matrix of 2×128. The Ra-
dioML2018.01A dataset is larger, consisting of 24 modulations
and 2,555,904 signal samples, where the sampling length is
1024. The detail parameters of two datasets can be found in
Table I. For each dataset, the samples are split into training,
validation, and test set with a ratio of 7:1:2.



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 8

I/Q sequence (2 x N)

Flatten

128, FC+ReLU

Output (|C|, )

Residual Block

Residual Block

Residual Block

Residual Block

Residual Block

Residual Block

 32x1x1, Conv+ReLU

Softmax

ResBlock

 32x3x1, Conv+ReLU

 32x3x1, Conv+ReLU

 32x3x1, Conv+ReLU

 32x3x1, Conv+ReLU

2x1, MaxPooling

ResNet-based CNN-based

64x3x1, Conv+ReLU

2x1, MaxPooling

Conv Bolck
LSTM, 128 cells

LSTM, 128 cells

Flatten

|C|, FC

Softmax

Output (|C|, )

LSTM-based

AP sequence (2 x N)I/Q sequence (2 x N)

Flatten

128, FC+ReLU

|C|, FC

Output (|C|, )

Conv Block

Conv Block

Conv Block

Conv Block

Conv Block

Conv Block

Softmax

Data Preprocessing

Patch Encoder

Transformer Encoder

|C|, FC

Softmax

Output (|C|, )

Transformer-based

IQ sequence (2 x N)

                   （×10）

Transformer Encoder

Layer Normalization

MultiHead Attention

Transformer Encoder

Layer Normalization

MLP Head

MLP Head 128, FC

64, FC

MLP Head

Dropout(0.5)
|C|, FC

Fig. 7. Model structures of ResNet-based, CNN-based, LSTM-based, and
Transformer-based signal modulation classifiers to be explained.

2) Signal Modulation Classifiers: For each dataset, we
train a CNN-based, a ResNet-based, a LSTM-based, and a
Transformer-based model to serve as signal modulation clas-
sifiers in need of explanations. The model structures are shown
in Fig. 7. For the CNN-based, ResNet-based and Transformer-
based classifiers, the input is the raw I/Q sequences. While
for the LSTM-based classifier, we feed the transformed AP
sequences (see Equation 2) as input, since the LSTM-based
classifier performs poorly with I/Q inputs, as reported in [32].
The classification accuracy with respective to (w.r.t.) SNR is
shown in Fig. 8, and all the models obtain nearly state-of-the-
art performance on their respective datasets.

3) Baselines: In prior work [19], the authors adopt Grad-
CAM [21] to explain the CNN-based and ResNet-based signal
modulation classifiers, and employ MASK [22] for the LSTM-
based classifier. Thus, in this evaluation, we compare MASE
with these two state-of-the-art explainable methods: (a) Grad-
CAM [21], a gradient-based method, generates a coarse local-
ization map to highlight significant parts of inputs, by using the
gradient data from the last convolutional layer or LSTM layer;
and (b) MASK [22], a perturbation-based method, dynamically
optimizes a perturbation vector to discover which parts of the
raw input most affect its output score.

4) Metrics: We evaluate the MASE method and the base-
lines with the quantitative explanation evaluation framework
presented in Section IV. Specifically, we employ two widely
used metrics, Area Over the MoRF Perturbation Curve
(AOPC) and Area Under the MoRF Perturbation Curve
(AUPC), along with our two novel metrics, Normalized AOPC
(NAOPC) and Normalized AUPC (NAUPC), to assess expla-
nation faithfulness. Furthermore, we use Max-Sensitivity (MS)
and Delta-NAOPC (∆NAOPC) both to evaluate explanation
sensitivity to random noise perturbation and explanation ro-
bustness against adversarial noise perturbation. Lastly, Average
Computation Time (ACT) is used for explanation efficiency.

5) Implementation Details: We implement the proposed
method MASE using Keras with TensorFlow [47] as the
backend. For each dataset, we evaluate explainable methods
on signal samples randomly selected from the test set. And
we adopt test set as the background signal dataset D for
generating SNR-specific replacement noise sequence rp. All
the reported results are the average of five runs. For each
method, we have used grid search to compute the optimum
values of hyperparameters to get the best possible results.

All experiments are conducted on a Linux server with GPU
(GeForce RTX 3090), and its operating system is Ubuntu
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Fig. 8. The classification accuracy w.r.t. SNR of different signal modulation
classifiers on (a) RadioML2016.10A and (b) RadioML2018.01A datasets.
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Fig. 9. Performance of the NAOPC ↑ metric under different (τ, β) com-
binations for the ResNet-based classifier on (a) RadioML2016.10A and (b)
RadioML2018.01A datasets.

16.04.1. The Python and Keras versions are 3.7.0 and 2.6.0.

B. Hyper-parameters Analysis

In this section, we systematically investigate the sensitivity
of four main hyper-parameters of MASE: the length τ and
stride length β of sliding windows, the number of generated
local samples M , and the activation threshold ηw.

1) Analysis of τ and β: In the sliding window-based sub-
sequence segmentation algorithm, the (τ, β) pair determines
the generated signal subsequence set and further interpretable
signal representation. We test different combinations for the
ResNet-based signal modulation classifier on two datasets
and corresponding NAOPC values are shown in Fig. 9. We
can see that as the sliding length τ increases, the results
show a trend of increasing first and then decreasing. Too
small or large length would harm the model, because a short
sliding window may not cover a complete signal feature, while
a longer will include excessive information. For the stride
length β, as we gradually increase it, the performance grows



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 9

0 2 0 0 0 4 0 0 0 6 0 0 0 8 0 0 0 1 0 0 0 0 1 2 0 0 0 1 4 0 0 00 . 8 2
0 . 8 4
0 . 8 6
0 . 8 8
0 . 9 0
0 . 9 2
0 . 9 4

 N A O P C      A C T

M

NA
OP

C

0
1
2
3
4
5
6

AC
T (

s)

(a) RadioML2016.10A

0 2 0 0 0 4 0 0 0 6 0 0 0 8 0 0 0 1 0 0 0 0 1 2 0 0 0 1 4 0 0 00 . 8 2
0 . 8 4
0 . 8 6
0 . 8 8
0 . 9 0
0 . 9 2
0 . 9 4

 N A O P C      A C T

M

NA
OP

C

0
1
2
3
4
5
6

AC
T (

s)

(b) RadioML2018.01A

Fig. 10. Performance of the NAOPC ↑ and the ACT ↓ metrics under
different M for the ResNet-based classifier on (a) RadioML2016.10A and
(b) RadioML2018.01A datasets.
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Fig. 11. Explanation visualization of QPSK modulation with different ηw on
(a) RadioML2016.10A and (b) RadioML2018.01A datasets.

since a larger β could reduce the number of generated signal
subsequences and the dimension of the interpretable signal
representation. Nevertheless, when β is larger than the optimal
value, increasing β will hurt the performance probably because
many significant signal subsequences are skipped and ignored.
On both datasets, MASE achieves optimal performance at the
length τ = 4 and the stride length β = 2.

2) Analysis of M : In the MASE method, the number of
in-distribution local signal samples M determines the volume
of training data for local surrogate model, which is the key
hyper-parameter on explanation faithfulness and explanation
efficiency. We vary the value of M from 1000 to 13000
and report corresponding NAOPC and ACT values in Fig.
10. As we can see, the NAOPC value improves with the
increase of the number of generated local samples M , and the
performance tends to be stable once the M reaches around

6000. However, the ACT value increases nearly linearly with
M . Therefore, we employ M = 6000 to balance the trade-off
between faithfulness and efficiency.

3) Analysis of ηw: In constellation-based explanation visu-
alization, the activation threshold ηw determines the number of
highlighted signal features. Fig. 11 shows explanations from
the ResNet-based classifier under different ηw. The visualiza-
tions with a small threshold (i.e., ηw=0.4) spotlight a large
number of signal features, providing a poor interpretability for
human. However, a high threshold (i.e., ηw=0.9) filters most of
the relevant signal features. Hence, in order to provide concise
explanation visualization as well as highlight these relevant
signal features, we set ηw = 0.7 in the following evaluations.

C. Quantitative Evaluation
In this section, we perform quantitative evaluations on ex-

planation faithfulness, sensitiveness, robustness and efficiency,
showing the superiority of MASE in comparison to the state-
of-the-art baselines.

1) Explanation Faithfulness Analysis: To evaluate the local
faithfulness of explanations to the classifier’s behaviors, we
present the AOPC, AUPC, NAOPC, and NAUPC metrics
in Table II, where each method is evaluated for four mod-
ulation classifiers and two datasets. Based on the results,
we make the following observations: (a) MASE consistently
and significantly outperforms all baselines by learning bet-
ter rankings for timestep importance. For RadioML2016.10A
dataset, MASE achieves average NAOPC performance gains
over the best baseline by 46.7%, 61.6%, 55.5%, and 51.7%
for ResNet-based, CNN-based, LSTM-based and Transformer-
based classifiers, respectively. And for RadioML2018.01A
dataset, the improvements are 37.0%, 32.8%, 39.8%, and
32.2%. It demonstrates the linear surrogate model, trained
over the subsequence-based signal representations, is locally
faithful to the black-box classifier. (b) Among the baselines,
the MASK method generally outperforms the gradient-based
method (i.e., Grad-CAM), which proves that compared with
learning a perturbation, the gradient-based values are prone
to miscalculate the sensitivity of the model’s output to the
features represented in the input signal. (c) AOPC and AUPC
sometimes yield conflicting indications when evaluating ex-
planation faithfulness across different classifiers, as seen with
MASE for the ResNet-based and CNN-based classifiers under
the RadioML2016.10A dataset. The larger AOPC for the
ResNet-based classifier (i.e., 97.87) indicates the explanations
for ResNet-based classifier are more faithful. Conversely,
the lower AUPC for the CNN-based classifier (i.e., 15.903)
implies higher faithfulness in the CNN-based classifier’s ex-
planation. This discrepancy arises due to the different initial
scores on the MoRF perturbation curves for the two classifiers,
leading to various total areas. Our proposed NAOPC and
NAUPC address this issue by normalizing AOPC and AUPC
against their total area, providing more consistent and reliable
evaluations for explanation faithfulness across different classi-
fiers. For instance, both NAOPC and NAUPC (i.e., 0.858 and
0.142, respectively) indicate the MASE’s explanations for the
CNN-based classifier are more faithful compared to those for
ResNet-based classifier.
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TABLE II
EXPLANATION FAITHFULNESS COMPARISON OF DIFFERENT EXPLAINABLE METHODS FOR DIFFERENT CLASSIFIERS (BEST RESULT IN BOLD, AND SECOND

BEST UNDERLINED). ‘Imp.’ MEANS THE NAOPC’S RELATIVE IMPROVEMENT PERCENTAGE OF OUR METHOD AGAINST THE BEST BASELINE.

Dataset Methods ResNet-based Classifier CNN-based Classifier LSTM-based Classifier Transformer-based Classifier
AUPC↓ AOPC↑ NAUPC↓ NAOPC↑ AUPC↓ AOPC↑ NAUPC↓ NAOPC↑ AUPC↓ AOPC↑ NAUPC↓ NAOPC↑ AUPC↓ AOPC↑ NAUPC↓ NAOPC↑

RadioML
2018.01A

Grad-CAM 476.691 543.904 0.466 0.534 499.467 513.922 0.492 0.508 355.366 658.069 0.349 0.651 321.124 658.981 0.316 0.684
MASK 341.026 679.569 0.332 0.668 300.973 712.416 0.296 0.704 371.826 641.607 0.363 0.637 322.181 657.925 0.330 0.670
MASE (ours) 88.941 931.654 0.085 0.915 68.378 945.015 0.065 0.935 92.997 920.435 0.090 0.910 94.606 885.5 0.096 0.904
Imp. - - - 37.0% - - - 32.8% - - - 39.8% - - - 32.2%

RadioML
2016.10A

Grad-CAM 48.143 68.091 0.433 0.567 55.853 55.005 0.524 0.476 64.227 57.172 0.533 0.467 49.024 68.712 0.441 0.559
MASK 46.625 69.61 0.426 0.574 50.243 60.615 0.469 0.531 53.299 68.183 0.440 0.560 46.621 71.114 0.426 0.574
MASE (ours) 18.374 97.87 0.158 0.842 15.903 94.955 0.142 0.858 15.518 105.963 0.129 0.871 14.423 103.313 0.141 0.859
Imp. - - - 46.7% - - - 61.6% - - - 55.5% - - - 51.7%
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(a) CNN-based classifier
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(b) ResNet-based classifier
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(c) LSTM-based classifier
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(d) Transformer-based classifier

Fig. 12. MoRF perturbation curves on RadioML2018.01A dataset for (a) CNN, (b) ResNet, (c) LSTM and (d) Transformer-based signal modulation classifiers.

TABLE III
EXPLANATION SENSITIVITY COMPARISON OF DIFFERENT EXPLAINABLE METHODS UNDER RANDOM PERTURBATION AT PSR=-20DB (BEST RESULT IN

BOLD, AND SECOND BEST UNDERLINED). ‘Dec.’ MEANS THE RELATIVE DECREASE PERCENTAGE OF OUR METHOD AGAINST THE BEST BASELINE.

Dataset Methods ResNet-based Classifier CNN-based Classifier LSTM-based Classifier Transformer-based Classifier
∆NAOPC ↓ MS ↓ ∆NAOPC ↓ MS ↓ ∆NAOPC ↓ MS ↓ ∆NAOPC ↓ MS ↓

RadioML
2018.01A

Grad-CAM 0.064 ± 0.049 0.056 ± 0.038 0.046 ± 0.032 0.073 ± 0.080 0.036 ± 0.031 0.042 ± 0.028 0.051 ± 0.055 0.054 ± 0.086
MASK 0.076 ± 0.064 0.634 ± 0.119 0.065 ± 0.086 0.568 ± 0.145 0.048 ± 0.124 0.595 ± 0.189 0.049 ± 0.052 0.568 ± 0.166
MASE (ours) 0.022 ± 0.023 0.043 ± 0.023 0.026 ± 0.029 0.059 ± 0.074 0.010 ± 0.012 0.034 ± 0.048 0.011 ± 0.027 0.025 ± 0.023
Dec. 65.6% 23.2% 43.5% 19.2% 72.2% 19.0% 77.6% 53.7%

RadioML
2016.10A

Grad-CAM 0.032 ± 0.05 0.005 ± 0.012 0.030 ± 0.036 0.002 ± 0.004 0.032 ± 0.038 0.007 ± 0.012 0.066 ± 0.085 0.006 ± 0.003
MASK 0.076 ± 0.097 0.630 ± 0.239 0.097 ± 0.094 0.581 ± 0.263 0.056 ± 0.042 0.535 ± 0.235 0.091 ± 0.082 0.606 ± 0.108
MASE (ours) 0.017 ± 0.02 0.001 ± 0.001 0.016 ± 0.014 0.001 ± 0.002 0.017 ± 0.023 0.003 ± 0.005 0.008 ± 0.01 0.003 ± 0.006
Dec. 46.90% 80.0% 46.7% 50.0% 46.9% 57.1% 87.9% 50.0%

Furthermore, Fig. 12 illustrates MoRF perturbation curves
for all methods on RadioML2018.01A dataset. At each step,
the most relevant timestep is perturbed based on the derived
explanation until the whole timesteps of the signal are per-
turbed. It is obvious that MASE achieves the fastest decrease
in the curve, indicating that the explanations more accurately
rank the timesteps of signal by their importance for prediction
and thus are more faithful to the classifier, which is consistent
with the quantitative results demonstrated in Table II.

2) Explanation Sensitivity Analysis: To investigate the ex-
planation sensitivity, we next compare all methods via the
MS and ∆NAOPC metrics, which measure the maximum
change in explanations and the difference in explanation
faithfulness resulting from random input perturbations. For
both datasets, we inject random perturbations with PSR=-20dB
to the signal instances, and report the sensitivity performance
in Table III. We observe the following phenomena: (a) MASE
generally outperforms all baselines, achieving the lowest MS
and ∆NAOPC values, showing a superior stability against
random perturbations. It is mainly because the key components
of MASE, including subsequence-based interpretable signal
representation, in-distribution local signal sampling and linear

explanation generation, are not significantly affected by minor
random perturbations. (b) MASK shows the highest MS to
the perturbations, which is probably because there are many
randomness and uncertainties in the optimization of saliency
perturbations. In comparison, Grad-CAM shows more com-
petitive performance. (c) Despite the noticeable variation in
the MS values among Grad-CAM, MASK, and MASE (for
instance, with average of 0.056, 0.491, and 0.040 respectively
in the RadioML2018.01A dataset), their ∆NAOPC remain
consistently small, averaging 0.049, 0.059, and 0.017. This
indicates that minor random perturbations do not significantly
compromise the faithfulness of the explanations.

3) Explanation Robustness Analysis: To evaluate explana-
tion robustness of MASE and two other baseline methods, we
report their MS and ∆NAOPC performance against adversarial
perturbation in Table IV. These adversarial perturbations are
generated by IFIA method [27] with a PSR=-20dB constraint
to ensure impeccability. It is evident to draw the following
findings. (a) With the same perturbation impeccability con-
straint (i.e., PSR=-20dB), the MS and ∆NAOPC values under
adversarial perturbation are significantly larger than those un-
der random perturbations. This firstly reveals the vulnerability
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TABLE IV
EXPLANATION ROBUSTNESS COMPARISON OF DIFFERENT EXPLAINABLE METHODS UNDER ADVERSARIAL PERTURBATION AT PSR=-20DB (BEST RESULT

IN BOLD, AND SECOND BEST UNDERLINED). ‘Dec.’ MEANS THE RELATIVE DECREASE PERCENTAGE OF OUR METHOD AGAINST THE BEST BASELINE.

Dataset Methods ResNet-based Classifier CNN-based Classifier LSTM-based Classifier Transformer-based Classifier
∆NAOPC ↓ MS ↓ ∆NAOPC ↓ MS ↓ ∆NAOPC ↓ MS ↓ ∆NAOPC ↓ MS ↓

RadioML
2018.01A

Grad-CAM 0.386 ± 0.068 0.396 ± 0.053 0.294 ± 0.049 0.706 ± 0.074 0.191 ± 0.037 0.302 ± 0.037 0.208 ± 0.034 0.433 ± 0.082
MASK 0.126 ± 0.014 0.625 ± 0.041 0.197 ± 0.011 0.536 ± 0.091 0.145 ± 0.057 0.72 ± 0.089 0.144 ± 0.009 0.685 ± 0.143
MASE (ours) 0.095 ± 0.077 0.29 ± 0.04 0.123 ± 0.012 0.145 ± 0.031 0.113 ± 0.061 0.357 ± 0.132 0.107 ± 0.012 0.154 ± 0.054
Dec. 24.6% 26.8% 37.6% 72.9% 22.1% -18.2% 25.7% 64.6%

RadioML
2016.10A

Grad-CAM 0.295 ± 0.075 0.471 ± 0.379 0.196 ± 0.06 0.191 ± 0.244 0.265 ± 0.056 0.297 ± 0.206 0.29 ± 0.025 0.256 ± 0.15
MASK 0.260 ± 0.024 0.689 ± 0.082 0.247 ± 0.057 0.693 ± 0.154 0.203 ± 0.113 0.68 ± 0.082 0.241 ± 0.006 0.715 ± 0.103
MASE (ours) 0.127 ± 0.054 0.308 ± 0.257 0.159 ± 0.07 0.183 ± 0.076 0.150 ± 0.132 0.175 ± 0.166 0.148 ± 0.007 0.308 ± 0.105
Dec. 51.2% 34.6% 18.9% 4.2% 26.1% 41.1% 38.6% -20.3%
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Fig. 13. Average Computation Time (ACT) ↓ comparison of different methods
on (a) RadioML2016.10A and (b) RadioML2018.01A datasets.

of explainable methods for signal modulation classification
against AdvXAI attacks. (b) Across both datasets, our MASE
demonstrates superior robustness, evidenced by its lowest
MS and ∆NAOPC metrics under adversarial perturbations.
Specifically, the MS and ∆NAOPC values of MASE achieve
average reductions of 30.6% and 25.7% respectively, com-
pared to the best baseline. We argue that this is because
IFIA optimizes adversarial perturbations based on the inherent
network structure. Grad-CAM and MASK, as model-specific
methods, are closely tied to the network structure to pro-
duce explanations, thus are more vulnerable to adversarial
perturbations. Conversely, our model-agnostic method, MASE,
generates explanations independently of the network structure,
thereby showing greater robustness against IFIA.

4) Explanation Efficiency Analysis: In this section, we eval-
uate the efficiency of the proposed MASE on the two datasets
according to the ACT metric. We report the ACT performance
in Fig. 13 and have some findings: (a) The gradient-based
method (i.e., Grad-CAM) is much faster than other methods,
which is mainly attributed to that it only requires a single
backpropagation pass. The perturbation-based method MASK
seems to take a long time to optimize the saliency perturba-
tion, showing the poorest efficiency among all methods. (b)
Though MASE sacrifices efficiency for faithfulness, it still
shows high efficiency, with average 2.10s and 4.49s of each
explanation for two datasets, respectively. Since the signal
sample of RadioML2018.01A is 8 times longer than that of
RadioML2016.10A, the average explanation time for a single
instance is larger. Besides, in MASE method, the number of
generated local samples M is a key adjustable hyper-parameter
allowing us to get the desired trade-off between efficiency and

faithfulness, as we discussed in Section V-B2.
In conclusion, considering the four quantitative metrics

together, MASE considerably outperforms the state-of-the-art
alternatives for explaining the signal modulation classifiers.

D. Qualitative Evaluation

In this section, we take a visual examination on derived ex-
planations, showing MASE could provide human interpretable
explanations (Section V-D1) and facilitate human to better
understand black-box model’s decisions (Section V-D2).

1) Visualization of Different Methods: First of all, to
evaluate the explanations intuitively, we use the proposed
constellation-based visualization mechanism to visualize the
explanations derived by different methods in Fig. 14. The grey
raw data illustrates the original constellation diagrams of input
signals, and the derived explanations for three classifiers are
provided on the right. From the plots, we make the following
observations, both contributing to the superior human inter-
pretability of the explanations derived by MASE. (a) MASE’s
explanations are notably more concise than those of baseline
methods. For example, in the explanations for the 16APSK
modulation sample, MASE highlights fewer signal features,
reducing the visual burden for user. This conciseness allows an
easier and more effective understanding of the most significant
signal features that are relevant to the model’s predictions,
thereby enhancing interpretability for human users. (b) Expla-
nations produced by MASE display a greater alignment with
the domain knowledge of human experts. Take the QPSK mod-
ulation sample for instance. There are four reference points in
this modulation, each representing a distinct symbol. MASE’s
explanations effectively highlight signal points proximate to
these reference point, closely mirroring the analytical process
of human experts who focus on these critical reference points.
In contrast, the baseline methods either overlook significant
signal features around these key reference point (such as Grad-
CAM for CNN-based and LSTM-based classifiers, and MASK
for LSTM-based classifier), or highlight an excessive number
of irrelevant signal features (such as Grad-CAM for ResNet-
based classifier, and MASK for ResNet-based and CNN-based
classifiers). This alignment with domain knowledge makes
MASE’s explanations more intuitive and understandable, par-
ticularly for users familiar with this field.

After a close visual inspection on MASE’s explanations,
we observe that although the CNN-based, ResNet-based



JOURNAL OF LATEX CLASS FILES, VOL. 14, NO. 8, AUGUST 2021 12

Raw Data

Grad-CAM

ResNet CNN LSTM

MASK

ResNet CNN LSTM

MASE

ResNet CNN LSTM

(a) OOK

(b) 4ASK

(c) 8ASK

(d) BPSK

(e) QPSK

(f) 8PSK

(g) 16PSK

(h) 32PSK

(i) 16APSK

(j) 32APSK

(k) 64APSK

(l) 128APSK

Raw Data

Grad-CAM

ResNet CNN LSTM

MASK

ResNet CNN LSTM

MASE

ResNet CNN LSTM

(m) 16QAM

(n) 32QAM

(o) 64QAM

(p) 128QAM

(q) 256QAM

(r) AM-SSB-WC

(s) AM-SSB-SC

(t) AM-DSB-WC

(u) AM-DSB-SC

(v) FM

(w) GMSK

(x) OQPSK

Fig. 14. Explanation visualizations for different modulation types and different classifiers under RadioML 2018.01A dataset.
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Fig. 15. Visualizing MASE’s explanations of the misclassified signal samples.

and LSTM-based modulation classifiers have different model
structures and input formats, the signal features relevant to
decisions of the three models are generally similar. Note that,
with the highlighted signal features in the explanation visual-
ization, different modulation types are easily differentiated.

2) Visualization for Misclassifications: Moreover, we ex-
amine instances where the models incorrectly classify modu-
lation types, trying to understand the reasons of model failures
by explanations derived by MASE. Two QPSK modulated
signal samples from two datasets are shown in Fig. 15, and

their corresponding predicted labels are marked in blue (red)
for correct (wrong) classification.

The first signal sample is correctly classified by ResNet-
based and LSTM-based classifiers as QPSK, as they capture
the signal features around four modulation reference points,
as the explanation visualizations show. However, the CNN-
based classifier fails to capture these relevant features and
misclassifies it as the 8PSK modulation. Similarly, for the sec-
ond signal, the ResNet-based classifier misclassifies it as the
BPSK modulation while the other two classifiers successfully
classified. The derived explanation visualizations indicate the
possible reason for misclassification is that the ResNet-based
classifier only concentrates on signal points around two out of
the four modulation reference points, whose captured signal
features are similar to the BPSK modulation. In comparison,
the other two classifiers successfully capture the signal features
close to four modulation reference points.

By explaining the reason of model successes and failures,
we show that MASE allows human to better understand black-
box model decisions. To a certain extent, it could not only
facilitate the model reliability and trustworthiness, but also
provide insights on model improvements [48].

VI. RELATED WORK

The subsequent literature review provides an overview of
the relevant related work focusing on: the signal modulation
classification using DL-based methods, and the application of
XAI methods for DL-based signal modulation classification.
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A. Deep Learning-based Signal Modulation Classification

The rapid advances in DL have facilitated the development
of high-performance DL-based signal modulation classifiers
[9], [49]. By building a simple four-layer CNN model with
I/Q data as inputs, O’Shea et al. [50] firstly explore the
potential of deep neural networks in signal modulation classifi-
cation, achieving higher classification accuracy than the expert
features-based methods. Afterwards, more advanced DL mod-
els with strong feature extraction ability are adopted for signal
modulation classification. For example, inspired by the skip
connection structures, ResNet-based signal modulation classi-
fiers are proposed, showing better classification accuracy [29],
[51]. Considering the temporal correlation features of signals,
a few novel RNN-based signal modulation classifiers have
been investigated. With the amplitude and phase sequences
transformed from I/Q signals as the input, Rajendran et al. [32]
show an LSTM model is able to achieve high classification
accuracy and solve the problem of variable signal length.
Besides the sequence representation, other forms of signal
representations like image and graph representation [52], [53]
are also explored as input to the DL model. Recently, based
on attention mechanism, Transformer-based models are able
to learn more discriminating features, leading to a potential
breakthrough in signal modulation classification [30].

However, while deep learning techniques have continued to
provide state-of-the-art performance, one of the primary chal-
lenges that stands to hinder this progress is the opaque nature
of these complex models. For example, it is difficult to access
visually and understand the features extracted by a DL model,
aggravating the model’s untrustworthiness and unreliability in
real-world deployment. To mitigate the issue, in this paper,
we study an explainable method for signal modulation clas-
sification, which provides human-understandable explanations
for model predictions by visualizing the important input signal
features extracted by the classifier.

B. Explanations for Signal Modulation Classification

Most prior works have focused on explaining computer
vision models, which derives a saliency map to highlight
the features in an input that are relevant for a model to
issue a prediction, including gradient-based methods [54],
perturbation-based methods [17] and surrogate-based methods
[55]. In comparison, the explanations for DL-based signal
modulation classifiers have not fully studied yet. Prior to our
work, Huang et al. [19] make the first attempt to visualize the
DL-based signal modulation classifiers, where the gradient-
based XAI method, Grad-CAM [21] and the perturbation-
based XAI method, MASK [22] are adopted to visualize
the signal features extracted by CNN-based and LSTM-based
classifiers, respectively. Moreover, Chen et al. [20] propose
a feature explainable signal modulation classification, which
uses Grad-CAM method to visualize and compare the hid-
den layer features extracted by different classifiers including
AlexNet, VGG16 and ResNet.

However, the above explanations for signal modulation clas-
sification are mainly derived by model-specific XAI methods
with white-box access to the classifiers to be explained. In

comparison, the proposed MASE is model-agnostic, offering
greater flexibility and applicability to any black-box classifiers.
Additionally, this paper presents a quantitative framework for
evaluating signal modulation classifiers’ explanations, address-
ing the subjective visualization judgment in existing literature.

VII. CONCLUSION AND FUTURE WORK

In this paper, we propose MASE, a novel model-agnostic
explainable method for DL-based signal modulation classi-
fiers, which is free from model access requirements and could
be applied to any classifiers to provide black-box explain-
ability. By training a local linear surrogate model over the
subsequence-based interpretable signal representation, MASE
derives a class activation vector as the explanation, in which
each element indicates the importance value of each signal
timestep for model prediction. Besides, constellation diagrams
with activation threshold are adopted for providing concise and
understandable explanation visualization for human. Addition-
ally, we introduce a generic quantitative explanation evaluation
framework for benchmarking explainable methods in signal
modulation classification context, from the aspects of faithful-
ness, sensitivity, robustness and efficiency. In the experiments,
we quantitatively and qualitatively compare MASE to two
state-of-the-art explainable methods for four DL-based clas-
sifiers on two well-known datasets. The results demonstrate
that MASE is (1) more faithful to model’s behaviors, (2) less
sensitive to random noise perturbation, (3) more robust against
adversarial XAI attacks, and (4) able to allow human to better
understand black-box model decisions.

Therefore, we believe that the MASE method will help to
enable the widespread application of complex DL-based signal
modulation classifiers in both civilian and military wireless
systems, by providing faithful and comprehensive explanations
to the users, increasing the trustworthiness and reliability of the
opaque models. It is expected to inspire a series of follow-up
studies, including but not limited to (1) comparison with newer
XAI methods, (2) global explanations with global surroagets,
and (3) model improvements based on explanations.
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