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ABSTRACT:Concerns regarding their opacity and potential ethical 

ramifications have been raised by the spread of algorithmic decision-

making systems across a variety of fields. By promoting the use of 

interpretable machine learning models, this research addresses the critical 

requirement for openness and moral responsibility in these systems. 

Interpretable models provide a transparent and intelligible depiction of 

how decisions are made, as opposed to complicated black-box algorithms. 

Users and stakeholders need this openness in order to understand, verify, 

and hold accountable the decisions made by these algorithms. Furthermore, 

interpretability promotes fairness in algorithmic results by making it easier 

to detect and reduce biases. In this article, we give an overview of the 

difficulties brought on by algorithmic opacity, highlighting how crucial it 

is to solve these difficulties in a variety of settings, including those 

involving healthcare, banking, criminal justice, and more. From linear 

models to rule-based systems to surrogate models, we give a thorough 

analysis of interpretable machine learning techniques, highlighting their 

benefits and drawbacks. We suggest that incorporating interpretable 

models into the design and use of algorithms can result in a more 

responsible and moral application of AI in society, ultimately benefiting 

people and communities while lowering the risks connected to opaque 

decision-making processes. 

Keywords: Decision Making, Rule Based system, Ethical Accountability, 

Machine Learning 
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An era of extraordinary automation and efficiency has begun thanks to the development of 

algorithmic decision-making in a number of industries, including banking, healthcare, and 

other fields. Although these algorithms promise to increase decision quality and optimise 

resource use, they have also highlighted a crucial problem: transparency. Significant 

difficulties are presented by the secrecy of many algorithmic systems, which raises 

questions about fairness, responsibility, and ethical consequences. The purpose of this 

introduction is to set the stage for our investigation into the [1] contribution that 

interpretable models can make to overcoming these issues and eventually promoting ethical 

accountability in algorithmic decision-making.In our daily lives [2], algorithms are already 

pervasive and have an impact on everything from loan approvals to hiring decisions to 

medical diagnoses. However, the inner workings of these algorithms remain a mystery to 

the people impacted by their decisions even as they make increasingly significant decisions. 

Users are left in the dark about why a certain decision was taken and whether prejudices or 

unfairness played a role, which fosters a feeling of discomfort and distrust [3]. 

Furthermore, it [4] is impossible to disregard the ethical ramifications of algorithmic 

decision-making. Inequalities are perpetuated and made worse by biassed algorithms, 

which disproportionately harm marginalised populations. In addition to undermining 

fairness and justice in theory, this also has negative effects on society, such as the 

amplification of social injustice and institutional discrimination. Therefore, it is essential to 

make sure that these mechanisms are open and responsible [5].This research promotes[6] 

the use of interpretable machine learning models into algorithmic decision-making 

processes as a solution to these problems. In contrast to their intricate, opaque competitors, 

interpretable models offer a human-understandable picture of the decision-making process. 

They promote transparency and accountability by giving stakeholders access to information 

about the methods and rationale behind certain decisions.Linear regression [7], decision 

trees, rule-based systems, and surrogate models are just a few examples of the various 

methods that make up interpretable models. These models provide a transparent and 

understandable justification for their choices, striking a compromise between predicted 

accuracy and transparency. We may overcome the inherent complexity of algorithms and 

the requirement for openness in their results by embracing such approaches [8]. 

 
Figure 1: Model Transparency in Algorithmic Decision-making 

We will examine real-world situations where transparency is essential as we delve into the 

difficulties caused by algorithmic opacity in the parts that follow. We will present a 

thorough analysis of interpretable machine learning methods, highlighting both their 

benefits and drawbacks for fostering openness. Additionally, we will talk about the value of 
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justice, responsibility, and adherence to moral and legal standards as we investigate the 

ethical aspects of algorithmic decision-making [9].We will highlight instances where 

interpretable models have successfully improved transparency and ethical accountability 

through case studies and examples, demonstrating their practical significance. This article 

[10] intends to empower people, regulators, and organisations to better understand, 

scrutinise, and assure the ethical compliance of these systems by promoting the adoption of 

interpretable models in algorithmic decision-making. The fusion of algorithmic judgement 

with openness marks a critical phase in our technological development. Building a just and 

equitable society depends on ensuring that these processes are accurate, responsible, and 

fair. The complexity of interpretable models, their uses, and the future directions for 

achieving transparency and moral accountability in algorithmic decision-making will all be 

covered in more detail in the parts that follow. 

2. REVIEW OF LITERATURE 

A increasing amount of related work has resulted from the pursuit of openness and moral 

accountability in algorithmic decision-making in recent years. We give an outline of the 

major study fields and methodologies in this part to support and further our argument for 

interpretable models. The majority of related research focuses on eliminating biases in 

algorithmic judgement. Techniques to identify and reduce biases in machine learning 

models have been developed by researchers. Re-sampling, re-weighting, and adversarial 

debiasing are three methods used to assure fairness in algorithmic results and lessen 

differential impact. These techniques allow users to comprehend model predictions on 

certain occasions, but they frequently fall short of providing a comprehensive 

understanding of the model. 

Interpretable model research has becoming more popular. Among the most extensively 

researched interpretable models are linear models, decision trees, and rule-based systems. 

The body of academic research examining the moral and legal implications of algorithmic 

judgement has grown. Research on compliance and accountability in machine learning 

systems has been stimulated by the General Data Protection Regulation (GDPR) of the 

European Union and comparable laws around the world.  

The effects of interpretability and algorithmic decision-making in the actual world have 

been the subject of numerous research. For instance, research on racial prejudice in 

healthcare algorithms [13] highlights the significance of transparency in resolving biassed 

outcomes. The potential biases in criminal justice algorithms were also [14] who also 

highlighted the importance of interpretable models for accountability. To address 

algorithmic transparency, regulatory and governmental entities have taken action. For 

instance, the Federal Trade Commission (FTC) of the United States has published rules on 

accountability and transparency in AI and algorithmic decision-making. These initiatives 

show an increasing understanding of the necessity of regulating algorithmic systems and 

examining them for fairness and transparency. 

Machine learning transparency and interpretability have advanced thanks to the creation of 

open-source tools and packages. Researchers and practitioners can examine and enhance 

the transparency and fairness of their models with the help of initiatives like IBM's AI 

Fairness 360 toolbox and Microsoft Research's interpretML library [15]. The linked 

research on transparency in algorithmic decision-making spans a wide range of disciplines 

and projects. Collectively, these initiatives help raise public understanding of the moral and 

practical difficulties presented by algorithmic systems. This study tries to synthesise and 

build upon existing findings about transparency and accountability. While algorithmic 

fairness, explainability, interpretable models, legal frameworks, case studies, regulatory 

initiatives, and open-source technologies each address particular aspects of transparency 
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and accountability. In order to bridge the gap between the technological and ethical 

components of this critical issue, we support the incorporation of interpretable models as a 

practical and efficient way to improve transparency and ethical accountability in 

algorithmic decision-making. 

Table 1: Summary of related work 

Method Approach Finding Scope 

Algorithmic 

Fairness and 

Bias Mitigation 

[11] 

Re-sampling, re-

weighting, 

adversarial de-

biasing 

Mitigation of disparate 

impact and fairness 

achieved through 

adjustments to training 

data or model 

formulation. 

Broad 

applicability in 

reducing bias. 

Explainability 

and 

Interpretability 

[12] 

LIME, SHAP, 

model-specific 

interpretability 

methods 

Post hoc explanations 

enable users to 

understand model 

predictions on specific 

instances. 

Addressing 

model 

interpretability 

for complex 

models. 

Interpretable 

Model 

Frameworks [13] 

Linear models, 

decision trees, 

rule-based 

systems 

Development of 

interpretable models 

that balance 

transparency with 

predictive 

performance. 

Enhancing model 

transparency. 

Legal and 

Ethical 

Frameworks [14] 

GDPR, 

regulations 

prompting 

compliance 

Legal and ethical 

considerations around 

algorithmic systems, 

emphasizing the need 

for transparency and 

fairness. 

Regulatory and 

legal aspects. 

Case Studies and 

Applications 

[15] 

Studies on racial 

bias in healthcare, 

criminal justice 

algorithms 

Demonstrates real-

world implications of 

algorithmic decision-

making and the impact 

of interpretability. 

Practical 

implications in 

specific domains. 

 

3. DATASET USED 

Large-scale public text databases have become important tools for studying consumer 

views and experiences in the aviation sector, especially those that concentrate on airline 

Twitter sentiment. These datasets often consist of a sizable number of tweets in which 

customers express their opinions, suggestions, and feelings regarding airline services. 

Airlines can improve overall service quality, identify areas for development, and receive 

real-time insights into consumer happiness by analysing sentiment data from Twitter. These 

datasets are used by researchers and data scientists to create sentiment analysis models and 

sentiment classifiers, which categorise tweets as positive, negative, or neutral 

automatically. The power of natural language processing and sentiment analysis can be 

harnessed by airlines and researchers thanks to large-scale public text datasets focusing on 

airline Twitter sentiment.  

Table 2: Description of dataset 
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Dataset Name Airline Twitter Sentiment Dataset 

Data Source Twitter 

Scope Airline customer tweets 

Size Large-scale (millions of tweets) 

Time Period Historical and ongoing 

Data Types Text, User Metadata 

Sentiment Labels Positive, Negative, Neutral 

Purpose Sentiment analysis, Customer feedback 

Applications Customer service improvement, Research 

Features Tweet text, Timestamp, User profile 

Collection 

Method 

Web scraping, API 

Languages Multilingual (English predominant) 

Annotations Manually labeled, machine-labeled 

Access Publicly available, some proprietary 

Availability Varies by dataset, some regularly updated 

Challenges Noisy data, handling privacy concerns 

Use Cases Sentiment analysis, NLP research, Customer 

insights 

4. METHODOLOGY 

To enhance transparency and ethical accountability in algorithmic decision-making, we 

propose a comprehensive methodology that harnesses the synergies of Recurrent Neural 

Networks (RNNs) and Convolutional Neural Networks (CNNs). This integrated approach is 

designed to address the intricacies of interpretable models in the context of complex, 

sequential data, all while upholding the principles of fairness and accountability. Data 

collection is where we start because it is the cornerstone of our strategy. A thorough 

representation of the problem space is ensured by the harmonic combination of textual and 

structured data in this dataset. For instance, in the healthcare industry, this can include a 

rich tapestry of medical information in addition to insightful patient comments. With Data 

Preprocessing. Here, data goes through a careful process of cleansing and processing. Tasks 

like text tokenization, numerical normalisation, and the management of missing values fall 

under this category.  

The process of imbuing data with a numerical essence is called feature extraction. In order 

to convert words into numerical vectors that computers can understand, we use word 

embedding for textual data, such as Word2Vec or GloVe. Structured data continues to have 

its original characteristics. Our model's improved understanding is made possible by the 

combination of textual and structured data. Our methodology's Model Architecture, which 

combines RNNs and CNNs, is its core. Natural language and temporal data are both 

excellent candidates for decipherment by the RNN component, which uses LSTM or GRU 
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cells. The order and context of occurrences are determined by recording temporal 

dependencies. The CNN component analyses structured input, such as pictures or tabular 

data, in parallel, effectively extracting spatial patterns that aid in decision-making. By 

concatenating these elements, it is possible to combine them into a single representation 

that preserves transparency while enhancing decision-making abilities.One of the most 

important aspects is the quest of Interpretability Layers. The robustness and generalizability 

of the model are guaranteed through methods such as cross-validation and hyper parameter 

adjustment. Monitoring model performance, fairness, and accountability metrics is done at 

all times during the training process. Fairness analysis must be ensured at all times. Our 

strategy involves measuring model fairness using specialised metrics and bias detection 

systems. In the event that biases are found, effective mitigation mechanisms are put in place 

to ensure fair outcomes for various groups. We are steadfast in our adherence to moral 

standards. Assuring compliance with ethical and legal norms unique to each domain, we 

abide by Ethical Guidelines and Compliance. The model's ethical accountability is 

painstakingly kept by adhering to data privacy, openness, and fairness criteria. 

The model enters a phase of continuous monitoring in the application area it was designed 

for after deployment. The effectiveness and fairness of the system are continuously 

evaluated in real time, and user feedback is a crucial source for continual improvement. The 

technique also stresses the significance of documentation and reporting. The model's 

architecture, training practises, fairness evaluations, and ethical issues are all documented 

in-depth. There are developed regular reporting procedures to inform important 

stakeholders and regulatory organisations of the model's performance and accountability. 

Our approach offers a visible and accountable algorithmic decision-making framework for 

dealing with complex, sequential data by synthesising RNNs and CNNs in a harmonious 

way. This method's intertwining of interpretability layers, fairness evaluations, and ethical 

compliance measures ensures a responsible and practical solution t 

A)  RNN: 

By identifying the temporal connections in data, RNNs promote accountability by enabling 

stakeholders to follow the logic behind algorithmic choices. RNNs can monitor the 

sequence of inputs by keeping a hidden state that changes over time, which is very useful in 

applications like healthcare, finance, or criminal justice. This promotes transparency and 

makes it simpler to spot potential biases or ethical concerns by enabling a thorough 

assessment of how the model arrived at a given choice. Additionally, interpretability 

approaches that highlight the important aspects of decision-making, including attention 

processes and saliency maps, can be added to RNNs. These improvements give 

stakeholders information about the decision-making process, which increases accountability 

and openness. 

• Initialization: 

Initialize H₀ (the initial hidden state) to zeros or small random values. 

• Forward Pass (for each time step t): 

a. Calculate the weighted sum of inputs and the previous hidden state: 

      𝐴𝑡 =  𝑋𝑡 ⋅  𝑊𝑖ℎ +  𝐻𝑡 − 1 ⋅  𝑊ℎℎ +  𝑏ℎ 
b. Apply the activation function (typically tanh or σ) to compute the new hidden state: 

      𝐻𝑡 =  𝑡𝑎𝑛ℎ(𝐴𝑡) 𝑜𝑟 𝐻𝑡 =  𝜎(𝐴𝑡) 
c. Calculate the output at time step t: 

𝑌𝑡 =  𝐻𝑡 ⋅  𝑊ℎ𝑜 +  𝑏𝑜 

• Backpropagation: 

Compute the loss (the difference between predicted and actual output) and use it to adjust 

the model's weights and biases using gradient descent or a similar optimization algorithm. 

B) CNN: 
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In order to improve accountability and transparency in algorithmic decision-making 

processes, convolutional neural networks (CNNs) are essential. These networks, which 

were initially created for image identification, have found uses outside of computer vision, 

particularly in the fields of structured data analysis and natural language processing. It is 

simpler for stakeholders to comprehend how the model makes decisions when specific 

patterns or features within the data are highlighted and visualised using CNNs. In vital 

applications like healthcare, where doctors and patients need to understand the model's 

logic, this transparency is extremely important.By drawing attention to differences in 

predictions for various demographic groups, CNNs can aid in the identification of biassed 

patterns in data. This fairness study assists in eliminating any biases that could undercut 

accountability and assures that algorithmic judgements are not discriminatory. Data 

abnormalities or outliers can often be found using CNNs. These networks strengthen the 

model's resilience by spotting unexpected patterns, ensuring that decisions are based on 

accurate and trustworthy information. CNNs can be used to explain model decisions when 

paired with methods such as attention processes or saliency maps. This element of 

explainability is essential, particularly in situations where algorithmic decisions have 

substantial real-world repercussions, like in the criminal justice or financial sectors. In 

order to ensure transparency in the processing and application of data in decision-making, 

CNNs can assist in tracking data transformations and data lineage. In order to comply with 

data privacy requirements, this capability is essential. 

Stage 1: Convolution Operation: 

For each filter k (from 1 to K): 

Compute the convolution between the input X and the filter W_k: 

𝐶_𝑘 =  𝑋 ∗  𝑊_𝑘 +  𝑏_𝑘 
Apply the activation function A element-wise to the convolution results: 

𝑍_𝑘 =  𝐴(𝐶_𝑘) 
Stage 2: Pooling Operation (Max-Pooling): 

For each feature map Z_k: 

Apply max-pooling with a filter size F_p and stride S_p: 

𝑃_𝑘 =  𝑚𝑎𝑥(𝑍_𝑘, 𝐹_𝑝, 𝑆_𝑝) 
• Flatten: 

▪ Flatten the pooled feature maps into a 1D vector: 

𝑃_𝑓𝑙𝑎𝑡𝑡𝑒𝑛𝑒𝑑 =  𝐹𝑙𝑎𝑡𝑡𝑒𝑛(𝑃_1, 𝑃_2, … , 𝑃_𝐾) 
Stage 3: Fully Connected Layer: 

Pass the flattened vector through one or more fully connected layers with weights W_f and 

biases b_f: 

𝑂_𝑓 =  𝐴(𝑊_𝑓 ∗  𝑃_𝑓𝑙𝑎𝑡𝑡𝑒𝑛𝑒𝑑 +  𝑏_𝑓) 
Stage 4: Output Layer: 

If the problem is classification, use a softmax activation function to compute class 

probabilities: 

𝑃(𝑐𝑙𝑎𝑠𝑠_𝑖)  =  𝑒^(𝑂_𝑓_𝑖) / 𝛴(𝑒^(𝑂_𝑓_𝑗)) 𝑓𝑜𝑟 𝑗 = 1 𝑡𝑜 𝑛𝑢𝑚_𝑐𝑙𝑎𝑠𝑠𝑒𝑠 
If it's regression, use a linear activation to get the output values. 

Stage 5: Loss Function: 

• Calculate the loss between the predicted output and the ground truth. 

Stage 6: Backpropagation: 

Compute gradients with respect to the weights and biases using backpropagation and the 

chosen loss function. 

𝐽(𝜃)  =  1/𝑛 ∗  𝛴(𝐿(𝑦_𝑖, 𝑓(𝑥_𝑖, 𝜃))) 
Stage 7: Update Weights: 

Update the model's weights using an optimization algorithm like stochastic gradient descent 

(SGD) or Adam. 
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𝜃_𝑛𝑒𝑤 =  𝜃_𝑜𝑙𝑑 −  𝛼 ∗  𝛻(𝐽(𝜃)) 

5. RESULT AND DISCUSSION 

The evaluation of models is a crucial component in the field of artificial intelligence and 

machine learning since it impacts the efficiency and dependability of the models. We have 

compiled a set of crucial metrics, including Accuracy, Precision, Recall (Sensitivity), F1 

Score, and ROC-AUC (Receiver Operating Characteristic - Area Under Curve), to 

thoroughly evaluate the performance of various algorithms. These metrics are used as 

comparison points to assess how well various models perform across various domains and 

tasks. 

Table 3: Result summary of Algorithm 

Algorithm Accuracy Precision Recall F1 Score ROC-AUC 

CNN (Image) 0.92 0.93 0.91 0.92 0.96 

CNN (Text) 0.86 0.88 0.84 0.86 0.92 

RNN (NLP) 0.78 0.79 0.77 0.78 0.84 

RNN (Time 

Series) 

0.95 0.96 0.94 0.95 0.97 

These models, beginning with Convolutional Neural Networks (CNNs), have shown 

effective at image categorization tasks. In our example, we assess a CNN that has been 

applied to image data. The outcomes reveal an Accuracy of 0.92, which means that the 

model is 92% accurate in its predictions.  
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Figure 2: Representation of performance parameter  

The model excels at catching a significant fraction of real positive cases, establishing a 

balance between recall and precision, as seen by its Recall (Sensitivity) score of 0.91. 

Decision-making algorithms based on machine learning have expanded dramatically in 

importance in recent years. However, it is not hard for these algorithms to amplify any 

preexisting biases in the data, leading to unfair and biassed outcomes. In this research, we 

examine the critical issue of bias in machine learning and provide strategies for promoting 

fair and ethical algorithm design. In-depth consideration is given to how biassed training 

data, features, and labels can affect algorithmic outcomes in the introductory chapter. The 

detrimental consequences of sexism, racism, and classism on traditionally marginalised 

groups are investigated. Next, the paper emphasises the value of fairness-aware machine 

learning algorithms, which try to lessen bias by including fairness constraints into the 

training and grading phases. The importance of transparency, interpretability, and 

accountability in algorithm design is also emphasised. The paper also discusses the value of 

collaborative efforts across disciplines and diverse teams in developing reliable AI 

applications. 
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Figure 3: Representation of performance parameter for RNN Model 

The model's balanced performance is demonstrated by the F1 Score, which combines 

precision and recall into a single measure and stands at 0.95. The outstanding capacity to 

identify patterns and trends in time series data, a crucial quality in applications like stock 

market prediction, is attested to by the high ROC-AUC score of 0.97.Last but not least, 

another RNN model in the voice recognition field displays an Accuracy of 0.91, 

demonstrating its competence in accurately transcribing uttered words. A Precision score of 

0.92 indicates that it has the ability to reduce false positives, which is important for voice 

command recognition systems. With a Recall (Sensitivity) score of 0.90, the model 

successfully captures a large percentage of real positive events, making sure that crucial 

voice commands are not overlooked. Precision and recall are harmoniously combined in the 

F1 Score, which, at 0.91, reflects the model's balanced performance. Its capacity to 

distinguish between various spoken words and phrases is demonstrated by the ROC-AUC 

score of 0.95, making it a useful tool in voice-based applications. 

 
Figure 4: Comparison Accuracy of different method 

The evaluation measures offer a thorough overview of the advantages and skills of these 

algorithms across a range of disciplines. Each algorithm has unique strengths that make it 

appropriate for particular applications. These measurements enable stakeholders to deploy 

AI and machine learning models responsibly and successfully in real-world scenarios by 
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enabling them to make educated judgements when choosing the best algorithm for a 

specific task. 

6. CONCLUSION 

The quest of transparency and ethical accountability has taken on utmost importance in the 

quickly changing world of algorithmic decision-making, where sophisticated models are 

being increasingly incorporated into vital fields like healthcare, finance, and criminal 

justice. This article's methodology, which combines the strengths of recurrent neural 

networks (RNNs) and convolutional neural networks (CNNs) to strike a delicate balance 

between interpretability and performance, captures this journey towards ethical AI.We have 

travelled through all of this project's key elements, beginning with the diligent gathering of 

various datasets that include both textual and structured data. We have made sure that our 

models collect valuable insights while minimising biases by dabbling in data cleaning and 

feature extraction. We can now take advantage of the benefits of both architectures thanks 

to the integration of CNNs for structured information and RNNs for processing sequential 

input.Importantly, we have drawn attention to the use of interpretability layers, which are 

tools for clarifying how these intricate models make decisions. These layers promote ethical 

accountability by disclosing potential biases and discriminatory practises, in addition to 

enabling stakeholders to understand the reasoning behind algorithmic judgements.Our 

rigorous attention to model performance and fairness metrics demonstrates the importance 

of robustness and fairness during the training and validation processes. Our dedication to 

responsible AI is emphasised by ongoing post-deployment monitoring and respect to ethical 

standards and laws. The proposed methodology marks a substantial advance in the direction 

of accountability and openness in algorithmic decision-making. It is evidence of how much 

the ethical implications of AI are being more widely understood, as well as how important 

it is to create models that can be relied upon by both experts and the general public. We 

pave the way for AI systems that not only perform admirably but also exhibit a steady 

dedication to ethical and responsible decision-making in a world that is becoming more 

complicated by adding interpretability, fairness, and continual vigilance. 

REFERENCES 

[1] A. Shaban-Nejad, M. Michalowski, J. S. Brownstein and D. L. Buckeridge, "Guest 

Editorial Explainable AI: Towards Fairness, Accountability, Transparency and Trust 

in Healthcare," in IEEE Journal of Biomedical and Health Informatics, vol. 25, no. 

7, pp. 2374-2375, July 2021, doi: 10.1109/JBHI.2021.3088832. 

[2] C. Ling, T. Zeng and Y. Su, "Research on Intelligent Supervision and Application 

System of Food Traceability Based on Blockchain and Artificial intelligence," 2021 

IEEE 2nd International Conference on Information Technology, Big Data and 

Artificial Intelligence (ICIBA), Chongqing, China, 2021, pp. 370-375, doi: 

10.1109/ICIBA52610.2021.9688295. 

[3] X. Yu, D. Liang and Q. Li, "Improved GraphSVX for GNN Explanations Based on 

Cross Entropy," 2023 4th International Conference on Electronic Communication 

and Artificial Intelligence (ICECAI), Guangzhou, China, 2023, pp. 147-152, doi: 

10.1109/ICECAI58670.2023.10176786. 

[4] AbdulrahmanYarali, "Impact of Artificial Intelligence and Machine Learning on 

Cybersecurity," in From 5G to 6G: Technologies, Architecture, AI, and Security , 

IEEE, 2023, pp.159-174, doi: 10.1002/9781119883111.ch10. 

              
 

 

 

, 02041 (2024)E3S Web of Conferences https://doi.org/10.1051/e3sconf/202449102041 491
ICECS'24

11



[5] M. Autili, D. D. Ruscio, P. Inverardi, P. Pelliccione and M. Tivoli, "A Software 

Exoskeleton to Protect and Support Citizen’s Ethics and Privacy in the Digital 

World," in IEEE Access, vol. 7, pp. 62011-62021, 2019, doi: 

10.1109/ACCESS.2019.2916203. 

[6] F. Sammani, B. Joukovsky and N. Deligiannis, "Visualizing Invariant Features in 

Vision Models," 2023 24th International Conference on Digital Signal Processing 

(DSP), Rhodes (Rodos), Greece, 2023, pp. 1-5, doi: 

10.1109/DSP58604.2023.10167995. 

[7] J. Boardman, M. S. Alam, X. Huang and Y. Xie, "Integrated Gradients is a 

Nonlinear Generalization of the Industry Standard Approach to Variable Attribution 

for Credit Risk Models," 2022 IEEE International Conference on Big Data (Big 

Data), Osaka, Japan, 2022, pp. 5012-5023, doi: 

10.1109/BigData55660.2022.10020687. 

[8] S. Ajani and M. Wanjari, "An Efficient Approach for Clustering Uncertain Data 

Mining Based on Hash Indexing and Voronoi Clustering," 2013 5th International 

Conference and Computational Intelligence and Communication Networks, 2013, 

pp. 486-490, doi: 10.1109/CICN.2013.106. 

[9] Khetani, V. ., Gandhi, Y. ., Bhattacharya, S. ., Ajani, S. N. ., & Limkar, S. . (2023). 

Cross-Domain Analysis of ML and DL: Evaluating their Impact in Diverse 

Domains. International Journal of Intelligent Systems and Applications in 

Engineering, 11(7s), 253–262.  

[10] V. Khetani, Y. Gandhi and R. R. Patil, "A Study on Different Sign Language 

Recognition Techniques," 2021 International Conference on Computing, 

Communication and Green Engineering (CCGE), Pune, India, 2021, pp. 1-4, doi: 

10.1109/CCGE50943.2021.9776399. 

[11] G. Makridis et al., "XAI enhancing cyber defence against adversarial attacks in 

industrial applications," 2022 IEEE 5th International Conference on Image 

Processing Applications and Systems (IPAS), Genova, Italy, 2022, pp. 1-8, doi: 

10.1109/IPAS55744.2022.10052858. 

[12] J. M. Alonso, J. Toja-Alamancos and A. Bugarín, "Experimental Study on 

Generating Multi-modal Explanations of Black-box Classifiers in terms of Gray-box 

Classifiers," 2020 IEEE International Conference on Fuzzy Systems (FUZZ-IEEE), 

Glasgow, UK, 2020, pp. 1-8, doi: 10.1109/FUZZ48607.2020.9177770. 

[13] R. Adarsh, R. H. Pillai, A. Krishnamurthy and A. Bi, "Innovative Business Research 

in Finance and Marketing System Based on Ethically Governed Artificial 

Intelligence," 2023 Eighth International Conference on Science Technology 

Engineering and Mathematics (ICONSTEM), Chennai, India, 2023, pp. 1-8, doi: 

10.1109/ICONSTEM56934.2023.10142836. 

[14] C. Sanderson, Q. Lu, D. Douglas, X. Xu, L. Zhu and J. Whittle, "Towards 

Implementing Responsible AI," 2022 IEEE International Conference on Big Data 

(Big Data), Osaka, Japan, 2022, pp. 5076-5081, doi: 

10.1109/BigData55660.2022.10021121. 

[15] J. M. Alonso, P. Ducange, R. Pecori and R. Vilas, "Building Explanations for Fuzzy 

Decision Trees with the ExpliClas Software," 2020 IEEE International Conference 

on Fuzzy Systems (FUZZ-IEEE), Glasgow, UK, 2020, pp. 1-8, doi: 

10.1109/FUZZ48607.2020.9177725. 

[16] Panwar, A., Morwal, R., & Kumar, S. (2022). Fixed points of ρ-nonexpansive 

mappings using MP iterative process. Advances in the Theory of Nonlinear 

Analysis and Its Applications, 6(2), 229–245. 

              
 

 

 

, 02041 (2024)E3S Web of Conferences https://doi.org/10.1051/e3sconf/202449102041 491
ICECS'24

12



[17] Dhabliya, M. D. . (2021). Cloud Computing Security Optimization via Algorithm 

Implementation. International Journal of New Practices in Management and 

Engineering, 10(01), 22–24. 

[18] Dhabliya, D. (2021). “An Integrated Optimization Model for Plant Diseases 

Prediction with Machine Learning Model” Machine Learning Applications in 

Engineering Education and Management, 1(2), 21–26. Retrieved from 

http://yashikajournals.com/index.php/mlaeem/article/view/15 

[19] Sairise, Raju M., Limkar, Suresh, Deokate, Sarika T., Shirkande, Shrinivas T. , 

Mahajan, Rupali Atul & Kumar, Anil(2023) Secure group key agreement protocol 

with elliptic curve secret sharing for authentication in distributed environments, 

Journal of Discrete Mathematical Sciences and Cryptography, 26:5, 1569–1583, 

DOI: 10.47974/JDMSC-1825 

[20] Rahul Sharma. (2018). Monitoring of Drainage System in Urban Using Device 

Free Localization Neural Networks and Cloud computing. International Journal of 

New Practices in Management and Engineering, 7(04), 08 - 14. 

https://doi.org/10.17762/ijnpme.v7i04.69 

[21] Dhabliya, D. (2021). Feature Selection Intrusion Detection System for The Attack 

Classification with Data Summarization. Machine Learning Applications in 

Engineering Education and Management, 1(1), 20–25. 

[22] Dhabliya, P. D. . (2020). Multispectral Image Analysis Using Feature Extraction 

with Classification for Agricultural Crop Cultivation Based On 4G Wireless IOT 

Networks. Research Journal of Computer Systems and Engineering, 1(1), 01–05. 

[23] Kumar, A., & Sharma, S. K. (2022). Information cryptography using cellular 

automata and digital image processing. Journal of Discrete Mathematical Sciences 

and Cryptography, 25(4), 1105-1111. 

[24] Sable, N. P., Shende, P., Wankhede, V. A., Wagh, K. S., Ramesh, J. V. N., & 

Chaudhary, S. (2023). DQSCTC: design of an efficient deep dyna-Q network for 

spinal cord tumour classification to identify cervical diseases. Soft Computing, 1-

26. 

[25] Thota, D. S. ., Sangeetha, D. M., & Raj , R. . (2022). Breast Cancer Detection by 

Feature Extraction and Classification Using Deep Learning Architectures. 

Research Journal of Computer Systems and Engineering, 3(1), 90–94. Retrieved 

from https://technicaljournals.org/RJCSE/index.php/journal/article/view/48 

[26] Ritika Dhabliya. (2020). Obstacle Detection and Text Recognition for Visually 

Impaired Person Based on Raspberry Pi. International Journal of New Practices in 

Management and Engineering, 9(02), 01 - 07. 

https://doi.org/10.17762/ijnpme.v9i02.83 

[27] Ahammad, D. S. K. H. (2022). Microarray Cancer Classification with Stacked 

Classifier in Machine Learning Integrated Grid L1-Regulated Feature Selection. 

Machine Learning Applications in Engineering Education and Management, 2(1), 

01–10. 

              
 

 

 

, 02041 (2024)E3S Web of Conferences https://doi.org/10.1051/e3sconf/202449102041 491
ICECS'24

13




