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Abstract. Mesoscale modeling can be used to analyze key parameters for wind turbine load assessment in a
large variety of tropical cyclones. However, the modeled wind structure of tropical cyclones is known to be
sensitive to the boundary layer scheme. We analyze modeled wind speed, shear, and wind veer across a wind
turbine rotor plane in the eyewall and outer cyclone. We further assess the sensitivity of wind speed, shear,
and veer to the boundary layer parametrization. Three model realizations of Typhoon Megi are analyzed over the
open ocean using three frequently used boundary layer schemes in the Weather Research and Forecasting (WRF)
model. All three typhoon simulations reasonably reproduce the cyclone track and structure. The boundary layer
parametrization causes up to 15 % differences in median wind speed at hub height between the simulations. The
simulated wind speed variability also depends on the boundary layer scheme. The modeled median wind shear
is smaller than or equal to 0.11 used in the current IEC (International Electrotechnical Commission) standard
regardless of the boundary layer scheme for the eyewall and outer cyclone region. However, up to 43.6 % of
the simulated wind profiles in the eyewall region exceed 0.11. While the surface inflow angle is sensitive to the
boundary layer scheme, wind veer in the lowest 400 m of the atmospheric boundary layer is less affected by the
boundary layer scheme. Simulated median wind veer reaches values up to 1.7× 10−2° m−1 (1.2× 10−2° m−1)
in the eyewall region (outer cyclone region) and is relatively small compared to moderate-wind-speed regimes.
On average, simulated wind speed shear and wind veer are highest in the eyewall region. Yet strong spatial
organization of wind shear and veer along the rainbands may increase wind turbine loads due to rapid changes
in the wind profile at the turbine location.

1 Introduction

Offshore wind power has, over the past decades, become ac-
cessible for a wide region around the tropical and subtropi-
cal west Pacific. This region includes areas with large wind
resources, but it is frequently hit by tropical cyclones. For
wind turbines in this region, tropical cyclones form the most
extreme wind conditions, and, therefore, the tropical cyclone
wind field is a challenge for wind turbine design standards.
Over the past decade, turbine failures have been caused dur-
ing different typhoons, such as Usagi, Rammasun, and Maria
(Li et al., 2022). Tropical cyclones can cause fatigue fail-

ure of wind turbines (Chen et al., 2015; Chen and Xu, 2016;
Chen, 2022). Further research incorporating mesoscale and
microscale numerical models into aeroelastic wind turbine
models is necessary to achieve a reliable structural analy-
sis of wind turbines in tropical cyclone conditions (Li et al.,
2022).

To ensure the structural integrity of wind turbines, turbine
design standards are defined in the International Electrotech-
nical Commission’s standard (IEC) for onshore and offshore
turbines (IEC, 2019a, b). The standards are based on site-
specific wind speed classes and turbulence classes. The abil-
ity of wind turbines to withstand wind conditions within the
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turbine class is tested in design load cases (DLCs). Different
DLCs assess the loads acting on wind turbines during power
production and during standstill. In and close to the eyewall,
wind speeds typically exceed the turbine-specific cutoff wind
speed. In this case, turbines are parked to minimize loads.
However, further away from the cyclone center, turbines may
still be operating. Either way, the wind conditions tested in
the DLCs consist of a mean wind profile combined with ei-
ther a deterministic gust profile or turbulence. A power-law
model is used for the wind profile with an associated hub-
height wind speed and wind shear over the rotor plane. A
constant wind shear is suggested for load simulations of op-
erating and parked turbines. Such a simplified wind shear
model has an influence on turbine loading (Dimitrov et al.,
2015). Measurements from He et al. (2016) suggest that the
change in wind direction with height, wind veer, can be sub-
stantial in tropical cyclones. Similarly, Worsnop et al. (2017)
find high gust factors, rapid directional changes, and substan-
tial veer in tropical cyclones related to nonstationary small-
scale structures in large-eddy simulations (LESs). Kapoor
et al. (2020) show that these features can substantially in-
crease loads with respect to the cyclone-scale mean state.
The studies of both Worsnop et al. (2017) and Kapoor et al.
(2020) highlight the fact that wind veer should be considered
in wind turbine load assessment. Both studies are based on
idealized Category 5 hurricane simulations. Sanchez Gomez
et al. (2023) analyze wind shear and veer in idealized simu-
lations of Category 1–3 hurricanes. They find that both wind
shear and wind veer exceed current design standards. Be-
cause of the high computational costs of large-eddy simu-
lations, mesoscale simulations remain an attractive and im-
portant tool for assessing a large number of tropical cyclones
with different intensities and storm sizes embedded in the
large-scale circulation.

However, mesoscale models are bound to parametrize the
subgrid-scale (SGS) turbulent transport of heat, momentum,
and moisture at the sea surface and in the boundary layer. The
relative size of these fluxes is crucial for the intensification of
tropical cyclones (Emanuel, 1986). The impact of SGS tur-
bulent fluxes on tropical cyclone simulations has been widely
investigated. G. Ye et al. (2023) show how the spatial dis-
tribution of SGS turbulent fluxes depends on the boundary
layer closure and how the SGS fluxes affect the tropical cy-
clone wind field. It has been shown that the choice of the
boundary layer scheme affects the tropical cyclone intensity
(Gopalakrishnan et al., 2013; Rai and Pattnaik, 2018; Ra-
jeswari et al., 2020; Zhang et al., 2020; L. Ye et al., 2023), the
storm radius (Gopalakrishnan et al., 2013; L. Ye et al., 2023),
the boundary layer inflow strength (Gopalakrishnan et al.,
2013; Rajeswari et al., 2020; Zhang et al., 2020), and the
inflow layer depth (Rai and Pattnaik, 2018; Gopalakrishnan
et al., 2013; Chen, 2022). This suggests that for tropical cy-
clones, the three parameters, namely, mean wind speed, wind
shear, and veer, can be sensitive to the surface and boundary
layer parametrization. For moderate wind conditions in mid-

latitudes, simulated wind shear was found to be sensitive to
the boundary layer parametrization, and the model perfor-
mance depends on atmospheric stability (Draxl et al., 2014;
Krogsæter and Reuder, 2014). For tropical cyclone condi-
tions, the sensitivity of wind shear and veer on the boundary
layer parametrization might differ from these moderate wind
regimes. It is important to know how large the associated un-
certainty in these three parameters is. Because civil structures
are mostly within the lowest 300 m, it is especially important
to focus on the lower part of the boundary layer.

Mesoscale atmospheric simulations use larger grid spac-
ing than large-eddy simulations. Typically they can only re-
solve wind speed variability on scales on the order of 7 times
the horizontal grid spacing (Skamarock, 2004). Smaller-scale
structures resolved in LESs, such as roll vortices, cannot
be adequately resolved in mesoscale simulations (Li et al.,
2021). With that, the modeled spatial and temporal maximal
values of a variable, such as wind speed, depend on the re-
solved model variability (Larsén et al., 2012). Yet, extreme
values are important for structural design and load assess-
ments, and maximal modeled wind speed is one of the most
used for model verification (Rajeswari et al., 2020; Shenoy
et al., 2021). Nolan et al. (2009b, a) show that the number
of high-frequency perturbations along the eyewall varies be-
tween mesoscale simulations with different boundary layer
parametrizations. Zhu et al. (2014) analyze the mechanism
leading to eyewall perturbations with different frequencies.
They show that the eyewall perturbations depend on verti-
cal SGS fluxes. Similarly, Xu et al. (2021) show that SGS
fluxes influence the fine-scale structure of the tropical cy-
clone wind field in the turbulent gray zone. Given the effect
of the boundary layer simulation on wind field perturbations,
the wind speed variability is likely affected by the boundary
layer parametrization.

Tropical cyclones have a characteristic wind field structure
consisting of three regions. The tropical cyclone eye forms
the storm center. There, wind speeds are low and wind tur-
bine loads are expected to be small. The wind speeds are
largest and often above the wind turbine cut-out in the eye-
wall region. In the outer cyclone region, winds are less ex-
treme, and wind turbines might still be operating. Wang et al.
(2022) propose a multistage framework to account for the
difference in wind speed and turbulence profiles between the
eyewall and rainband region.

Accordingly, we investigate the following aspects of the
tropical cyclone wind field:

1. How much is the median wind speed, shear, and veer
affected by the boundary layer scheme, and how do they
compare to the IEC standard?

2. What is the distribution and variability of modeled wind
shear, veer, and horizontal wind speed, and how does the
distribution depend on the boundary layer parametriza-
tion?
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3. How are wind speed, shear, and veer spatially dis-
tributed, and how do they differ between the eyewall
and the outer cyclone region?

2 Methods

2.1 Model setup

The open-source Weather Research and Forecasting (WRF)
model version 4.4 is used to simulate Typhoon Megi, which
hit Taiwan in September 2016. This case is chosen for a cou-
ple of reasons. First of all, Megi is one of the most severe
storms that affected the region over Taiwan. As such, it serves
as a good example of severe wind conditions. Second, syn-
thetic aperture radar (SAR) data are available, in addition to
the best track data sets (described in Sect. 2.3).

We compare three simulations using three different bound-
ary layer parametrization schemes, which are summarized in
Table 1. The purpose is to evaluate the spread between the
best physics suites for the different boundary layer schemes.
Therefore, each boundary layer scheme is combined with the
surface layer scheme that it has been developed with.

1. The Mellor–Yamada–Janjic (MYJ; Janić, 2001) bound-
ary layer scheme is combined with the revised ETA sim-
ilarity surface layer scheme (Janić, 2001).

2. The Mellor–Yamada–Nakanishi–Niino (MYNN;
Nakanishi and Niino, 2009) 2.5-order boundary layer
scheme is combined with the MYNN surface layer
scheme (Nakanishi and Niino, 2009).

3. The Yonsei University (YSU; Hong et al., 2006) bound-
ary layer scheme is combined with the revised MM5
surface layer scheme (Jiménez et al., 2012).

The three schemes use different ways to calculate SGS tur-
bulent fluxes. The YSU scheme uses a nonlocal first-order
k-closure. The MYJ and MYNN schemes use a 1.5-order
local turbulent kinetic energy (TKE) closure. The MYNN
scheme is formulated based on variables conserved for moist
reversible adiabatic processes and is therefore often called
a “moist” scheme (Zhu et al., 2014). Differently, the YSU
and MYJ schemes are “dry” schemes. The three schemes are
widely used in WRF. Due to its nonlocal closure, the YSU
scheme is a popular choice to simulate tropical cyclones.
Many studies analyze tropical cyclones simulated with the
MYJ scheme (Nolan et al., 2009b; Sparks et al., 2019; Ra-
jeswari et al., 2020; Shenoy et al., 2021) partly because it was
one of only two boundary layer options in the earlier version
of WRF (V2.2). The MYNN scheme is an important option
for wind resource assessment in the presence of wind farm
effects because wind turbine parametrizations are available
for the scheme (Fitch et al., 2012; Volker et al., 2015).

The high wind speeds in tropical cyclones affect the sur-
face fluxes. Under moderate wind conditions, the surface
momentum flux over water is typically modeled using the

Charnock relation (Charnock, 1955). In the Charnock rela-
tion, the drag coefficient (Cd) increases monotonically with
the wind speed. As a default, the MYJ and the MYNN
schemes are based on the Charnock relation and feature a
monotonically increasing Cd with wind speed. However, ob-
servations in Powell et al. (2003) and Donelan et al. (2004)
suggest that Cd levels are off for wind speeds larger than
33 m s−1. Correcting the drag coefficient towards these find-
ings was shown to improve modeling results (Nolan et al.,
2009b). In WRF version 4.4, the ETA similarity surface layer
scheme is the only surface layer scheme with the option to
account for such a dependence of Cd on wind speed. In WRF
version 4.4, it can be selected over the isftcflx option. We use
the isftcflx option 2 for the YSU simulation. This option has a
constant drag coefficient for wind speeds faster than 33 m s−1

(Green and Zhang, 2013). In the default, the exchange coeffi-
cients for sensible and latent heat are a function of Cd. Using
the isftcflx option for 2 m s−1 surface wind speeds, the ex-
change coefficients of sensible and latent heat are 40 % to
50 % smaller than in the default (Green and Zhang, 2013).

In all simulations, the Thompson scheme is used to
parametrize the microphysical processes (Thompson et al.,
2008). On the outermost domain, convective clouds are
parametrized by the Kain–Fritch (Kain, 2004) cumu-
lus scheme. The longwave and shortwave radiation is
parametrized by the RRTMG (Iacono et al., 2008) scheme.
Even though offshore wind projects are mostly limited to
coastal regions, we chose to focus on the cyclone intensifica-
tion stage over open water before the typhoon makes landfall.
This stage is chosen for two reasons: (1) temporal and spa-
tial averaging of the wind field is only reasonably applicable
in the absence of abrupt surface changes, and (2) the com-
parison to literature is simplified as the majority of model
studies addressing the tropical cyclone wind structure fo-
cus on tropical cyclones over the open ocean. How the wind
field over land and in close proximity to land differs from
the open ocean should be addressed in further studies, where
our study can serve as a baseline. The domain setup is dis-
played in Fig. 1. WRF is run on three one-way nested do-
mains, where the two innermost domains use the vortex fol-
lowing the grid configuration. All three domains are initial-
ized at 00:00 UTC on 25 September. The first 12 h are used
as spin-up time. The following 36 h simulations starting at
12:00 UTC on 25 September are used for the analysis. The
outer domain has 350×361 grid points with a horizontal grid
spacing of 18 km. The two inner domains have 361×361 grid
points and a horizontal spacing of 6 and 2 km. The three do-
mains are run with a 45, 15, and 5 s time step. All domains
use 70 vertical layers. The lowest model levels have a mean
height of 8, 26, 47, 72, 102, 139, 183, 234, 297, and 372 m.
The model top is at 200 hPa. For the initial and boundary
conditions, the ERA5 reanalysis data (Hersbach et al., 2018)
are used. The sea surface temperature is used from the Oper-
ational Sea Surface Temperature and Sea Ice Analysis (OS-
TIA) (Donlon et al., 2012).
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Table 1. Summary of parametrization schemes used in the three simulations with YSU, MYJ, and MYNN 2.5.

Name YSU MYJ MYNN

Boundary layer scheme YSU MYJ MYNN 2.5
Surface layer scheme MM5 ETA similarity MYNN surface layer
Ocean surface drag isftcflx= 2 unchanged unchanged

Micro physics scheme Thompson et al. (2008)
Cumulus scheme in d01 Kain–Fritsch
Radiation physics scheme RRTMG

Figure 1. Domain setup: domain borders at the start of the 12 h
spin-up time (black), after 12 simulation hours (gray), and after
36 simulation hours (red). Note that domain d01 is fixed in time.

2.2 Analysis method

Wind speed, wind shear, and veer are calculated from the
three simulations. The analysis is based on the instantaneous
model output of the innermost domain, saved every 10 min.
The analysis of wind shear is performed such that a compar-
ison to the IEC standard is straightforward. For the assess-
ment of extreme wind conditions, the IEC assumes a wind
profile according to the extreme wind speed model:

V50 = Vref ·

(
z

zhub

)α
. (1)

Here, V50 is the extreme wind speed with a return period
of 50 years, averaged over a 10 min interval. For areas af-
fected by tropical cyclones, the reference wind speed Vref
is 57 m s−1. The height is given by z and the hub height
by zhub. The wind shear exponent α is a measure of verti-
cal wind shear. Strong wind shear is associated with larger
α values. For extreme wind conditions, the IEC uses a con-
stant α of 0.11 (IEC, 2019a). Under normal wind conditions
offshore, α is set to 0.14 (IEC, 2019b). In this study α is cal-
culated using Eq. (2).

α =
ln (u2/u1)
ln (z2/z1)

(2)

Here, u1 and u2 are the wind speeds at heights z1 and z2,
respectively. While α depends on height, the IEC assumes a
constant α over the rotor plane. We analyze both α between
consecutive model levels at different heights and the total α
over the rotor plane. For the latter, we use a least square fit
between ln(u) and ln(z). All model levels between the rotor
bottom and the rotor top are used for the fit.

For the rotor bottom, we use the height of the second
model level, which has a median height of 26 m. The eighth
model level with a median height of 234 m is used as the
height of the rotor top. The heights are chosen as a compro-
mise between using model-level heights and representing a
wide range of future wind turbine types planned in the Tai-
wan Strait based on 4C Offshore (2023). The described fic-
tional turbine has a rotor diameter of 208 m and a hub height
of 130 m. While most operating turbines in the Taiwan Strait
have smaller rotor diameters, 14 MW wind turbines with a
222 m rotor diameter are now planned in the Hai Long off-
shore wind farm to be operational in 2026. We further ana-
lyze the wind speed at the fifth model level. This model level
has a medium height of 139 m and is closest to the hub height
of the fictional wind turbine.

Wind veer is defined as the shortest rotational path be-
tween the wind direction (WD) at different heights, which is
maximal 180°. It is defined such that positive (negative) veer
values describe clockwise (counterclockwise) rotation with
increasing height. With that, a decreasing (increasing) inflow
angle with height is associated with positive (negative) veer
values. In this study we normalize wind veer by the verti-
cal distance between two used heights. Veer is calculated as
follows:

veer=
min(WD2−WD1)

z2− z1
. (3)

Here, WD is defined at the model heights z1 and z2. Similar
to the analysis of α, wind veer is analyzed between consecu-
tive model levels at different heights, as well as over the rotor
plane. For the latter, we use a least square fit between WD
and z. All model levels between the rotor bottom and the ro-
tor top are used for the fit.

The eyewall and outer cyclone regions are analyzed sepa-
rately. With that, we can account for and characterize differ-
ences between the two storm regions. To avoid the position of
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the simulation domain relative to the cyclone center influenc-
ing the analysis, we use only grid points within a distance to
the cyclone center (R) smaller than 350 km. The definitions
of the eyewall and outer region are illustrated in Fig. 2 and
summarized in Eqs. (4) and (5). We define the eyewall as a
high-wind-speed regime. Our definition is based on the simu-
lated wind speed at 10 m (WS10) at each simulation time step.
Grid points are assigned to the eyewall region if two criteria
are fulfilled: (1) WS10 is greater than or equal to the 80th per-
centile of WS10 (P80(WS10)), and (2) R is less than 250 km.
The selected eyewall area is 76 000 km2. This definition of
the eyewall region includes high-wind-speed areas of the in-
ner rainbands and potentially outer rainbands. Therefore, the
eyewall region should not be interpreted as the narrow eye-
wall in tropical cyclones but rather as an extended high-wind-
speed area. The thickness of the eyewall is not symmetrical
over the azimuth and can be zero. Note also that the area in-
cludes gaps where the wind speed is lower than P80(WS10).
The outer region includes all grid points that are not part of
the eyewall and the eye. To distinguish between the outer re-
gion and the eye, we define a critical radius REye in Eq. (5).
Here, REye is taken as the 10th percentile of R of the eyewall
grid points (P10(REyewall)).

region={
eyewall : if WS10 ≥ P80 (WS10) and R < 250km,
outer cyclone : if not eyewall and R > REye,

(4)

where

REye = P10
(
REyewall

)
. (5)

The outer region is not homogeneous. It includes both the
rainbands and the non-convective moat areas. These areas
have different properties. However, we do not separate them
to prevent the analysis from becoming sensitive to the selec-
tion criteria.

Radial averages, profiles, and probability density distri-
butions are calculated using all 144 output time steps from
12:00 UTC on 25 September to 12:00 UTC on 26 Septem-
ber. Later time steps are not included because of enhanced
wind field asymmetries near and over Taiwan. We note that
typhoon–land interactions are clearly important for wind tur-
bines, and they are addressed in Müller et al. (2024). All grid
points within the defined radius range are used, resulting in
over 2.7 million points for the eyewall region and 10.4 mil-
lion in the outer cyclone region. The median and the in-
terquartile range (IQR) are compared between the simula-
tions.

In this study, the cyclone track, inflow angle, and differ-
entiation between the outer cyclone and eyewall region are
based on the definition of the cyclone center. We obtain the
cyclone center with an algorithm based on the minimal vari-
ance of the sea level pressure (SLP) over bands with equal
distance to the cyclone center. This center-detecting method
is recommended by Yang et al. (2020) because it leads to a

Figure 2. Eyewall and outer cyclone region at an example time step.
The x and y axes show the distance from the cyclone center.

smooth track variation over time and enhanced symmetry in
the wind field.

The one-dimensional power spectrum in the wave number
domain is used as a measure of variability in the horizon-
tal 10 m wind speed as in Skamarock (2004). For each time
step, one-dimensional spectra are calculated over the model
domain for each model row (oriented approximately in the
west–east direction) and column (oriented approximately in
the north–south direction). Before calculating the spectra,
linear trends in the rows and columns are removed by in-
dividually subtracting the result of a linear least square fit.
The spectrum is obtained by Fourier transform. To avoid the
sponge-layer effects related to the domain nesting, 10 lines of
grid points are removed from the domain edges. This results
in 2× 341 spectra per time step. These spectra are averaged
over all 144 time steps between 12:00 UTC on 25 September
and 12:00 UTC on 26 September. The purpose of the spectral
analysis of the wind field is to examine the resolved wind
variability in comparison with theory as well as with SAR
wind data.

2.3 Validation method

The model data are compared to and qualitatively validated
against the best track data. The best track data are pub-
licly available from different meteorological centers. In this
study, the best track data sets from two centers are used: the
US Joint Typhoon Warning Center (JTWC) and the Regional
Specialized Meteorological Center (RSMC) Tokyo-Typhoon
Center operated by the Japan Meteorological Agency (JMA).
Both data sets include the cyclone’s central position in 3 to
6 h intervals. The best track data sets further include the cen-
tral pressure and the maximal sustained wind speed. These
are mainly based on the method described by Dvorak (1984)
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(RSMC, 2021; Chu et al., 2002). The maximal sustained
wind speed is defined differently in the two data sets. The
JTWC reports the maximal 1 min sustained wind speed (Chu
et al., 2002), defined as the maximal 10 m wind speed aver-
aged over 1 min encountered over the entire cyclone struc-
ture. The JMA, in contrast, reports the maximal 10 min sus-
tained wind speed, giving the maximal 10 min average wind
speed (RSMC, 2021). The conversion between the two met-
rics is not straightforward. Harper et al. (2010) recommend
a conversion factor of 0.93 between the larger 1 min sus-
tained wind speed and the 10 min sustained wind speed over
the ocean. Chu et al. (2002) state that the 1 min sustained
wind speed is in general around 14 % larger than the 10 min
sustained wind speed. This results in a conversion factor
of 0.88 and a larger difference between the two data sets.
The difference between the sustained wind speed in the two
data sets is even larger than 14 % (Ott, 2006). We decided
to use both best track data sets to see the model spread in
relation to the spread in the best track data. For easier com-
parison, we additionally provide the JTWC 1 min sustained
wind speeds converted to 10 min sustained wind speeds. We
use the factor of 0.93 recommended by Harper et al. (2010)
for the conversion.

We further use synthetic aperture radar (SAR) wind scenes
for the validation of the modeled horizontal wind speed
structure and variability. Wind scenes are post-processed by
Badger et al. (2022) and taken from the European Space
Agency (ESA). This study uses eight wind scenes that
cover different areas of Typhoon Megi between 09:00 and
22:00 UTC on 26 September 2016. The scenes are shown in
Fig. 3. The scenes provide the 10 m wind speed in a regu-
lar 500 m grid. One-dimensional power spectra are calculated
from the eight wind scenes in the same way as for the model
data (see Sect. 2.2). The spectra are calculated over the axis
with the larger number of grid points and averaged over the
shorter axis for each of the eight SAR wind scenes.

Lastly, the wind profile structure is compared to the global
positioning system dropsonde measurements documented in
Powell et al. (2003) and Vickery et al. (2009). The measure-
ments include 331 profiles from 15 tropical cyclones over the
eastern Atlantic and central Pacific. Based on these measure-
ments, Vickery et al. (2009) suggest an empirical formulation
for the tropical cyclone boundary layer which accounts for a
low-level jet:

U (z)= u∗/κ
[
ln (z/z0)− a

(
z/H ∗

)n]
. (6)

Here, u∗ is the friction velocity, κ is the von Kármán coef-
ficient, z is the height, z0 is the surface roughness length,
and H ∗ is a boundary layer height parameter. The parame-
ters a and n are free parameters fitted to the dropsonde mea-
surements. Vickery et al. (2009) analyze the dropsonde mea-
surements in a composite sense. They group the measure-
ments according to the radius of maximum winds (RMW)
and the mean boundary layer (MBL) wind speed. The lat-
ter is defined as the mean wind speed over a height range of

Figure 3. Synthetic aperture radar wind scenes used for model val-
idation. The five wind scenes on the western side are taken between
09:35 and 09:38 UTC and the three on the eastern side between
21:31 and 21:46 UTC on 26 September 2016. The wind scenes are
retrieved from Badger et al. (2022).

10 to 500 m. Based on the JTWC best track data set, Typhoon
Megi’s RMW is mostly in the range of 30–60 km during the
analyzed period. The MBL wind speed is calculated from
the simulated eyewall profiles. Depending on the boundary
layer scheme used in the simulation, the MBL wind speed
is in the range of 30–39 or 40–49 m s−1. With that, we can
compare the simulated wind profiles with wind profiles de-
fined by parameter sets given by Vickery et al. (2009), which
describe wind profiles with the corresponding RMW and the
two MBL wind speed ranges. Vickery et al. (2009) further as-
sess two methods to obtain the parameter sets for each group.
Both parameter sets are used in our study. To compare the
vertical wind shear from the dropsonde measurements to the
analyzed simulations, α is calculated from Eq. (2).

3 Results

3.1 Model verification against best track data

Typhoon Megi develops from a tropical disturbance in the
western Pacific Ocean and reaches tropical cyclone intensity
on 24 September. Megi’s track and intensity in terms of min-
imal SLP and maximal wind speed from 25 September on-
ward are shown in Figs. 4 and 5. On 24 September, Typhoon
Megi continues its trajectory northwestward toward Taiwan.
During this trajectory over the open ocean, Megi intensifies.
Its minimal SLP decreases and the maximal wind speed in-
creases and reaches a maximum at 00:00 UTC on 27 Septem-
ber (see Fig. 5). On 27 September, Megi hits Taiwan and
weakens. This can be seen in the consequent increase in the
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Figure 4. Typhoon track: cyclone center position of the YSU (blue),
MYNN (red), MYNN-ETA (purple), and MYJ (yellow) simulation
and of the best track data sets from the JMA (black-filled points)
and JTWC (white-filled points). Points show the position at 00:00,
06:00, 12:00, and 18:00 UTC. Lines show the position every 10 min
for the simulations.

minimal SLP and the decrease in wind speed. After enter-
ing the Taiwan Strait, Megi makes landfall over mainland
China between 18:00 UTC on 27 September and 00:00 UTC
on 28 September.

The simulations cover the period between 12:00 UTC
on 25 September and 00:00 UTC on 27 September when
Megi intensifies over the open ocean. During this time, the
two best track data sets are in close agreement in terms of
the central position (Fig. 4). All three simulations can repro-
duce the general cyclone track, with only a slight southward
deflection. The error at the end of the simulations is within
130 km. The error in the simulated track is larger than in
the ERA5 data set, which is used as boundary conditions.
The simulations can further reproduce cyclone intensifica-
tion (Fig. 5). However, the degree of intensification varies
between the simulations. From Fig. 5 it can be seen that the
minimal SLP drops initially at the highest rate in the MYJ
simulation. However, at 06:00 UTC on 26 September, the
MYJ simulation stops intensifying. At the simulation end,
the minimal SLP of the MYJ and the YSU schemes is sim-
ilar. The comparison between the maximal wind speed and
minimal SLP in the simulations and the best track data has
shortcomings, especially since the two sizes depend on the
spatial and temporal resolution of the simulation. Neverthe-
less, the comparison is widely used and helpful to qualita-
tively evaluate the simulated intensity (Rajeswari et al., 2020;
Shenoy et al., 2021; Zhu et al., 2014). The minimal SLP of
both MYJ and YSU simulations is mostly between the mini-
mal SLP from the JTWC and the JMA best track data set. The
difference in the simulated minimal SLP between these two
simulations is smaller than between the best track data sets.
Similarly, the maximal wind speed of the YSU and the MYJ
simulation is between the maximal 10 min sustained wind
speed reported by the JMA and the maximal 1 min sustained
wind speed reported by the JTWC. Differently, the typhoon
in the MYNN simulation intensifies less than in the JMA
and JTWC best track data sets. Its minimal SLP follows the

Figure 5. Cyclone intensity in terms of (a) the minimal SLP of the
simulations (lines) and the ERA5 reanalysis data (triangles) com-
pared to the best track data (circles) and (b) the maximal instanta-
neous wind speed at 10 m in the simulations (lines), the ERA5 re-
analysis (triangles), the maximal 10 min sustained wind field from
the JMA (black points), and the maximal 1 min sustained wind field
from the JTWC (white points). Black crosses show the JTWC val-
ues multiplied by 0.93, as recommended by Harper et al. (2010)
to convert 1 min sustained wind speeds to 10 min sustained wind
speeds in tropical cyclones over the sea.

higher minimal SLP of the coarser ERA5 data. The MYNN
maximal wind speed follows the maximal 10 min sustained
wind speed reported by the JMA and is lower than in the
YSU and MYJ simulations.

3.2 Mean wind field

We analyze the characteristic structure of a tropical cyclone
through an example simulation time step at 00:00 UTC on
26 September. This time step is the center of the analyzed
period from 12:00 UTC on 25 September to 12:00 UTC on
26 September. The horizontal wind field at 10 m at that time
is given in Fig. 6 for the three different boundary layer
schemes. In the eye, the center of the storm, wind speeds are
near zero. Outside of the eye, the wind rotates in a circular
pattern counterclockwise. Larger wind speeds are evident in
the back-right quadrant, northeastward of the eye. Here, wind
speeds are around 4 m s−1 larger than in the back-left quad-
rant, southwestward of the eye. Nevertheless, the wind speed
changes similarly with increasing distance to the cyclone
center in all quadrants. This allows averaging the wind field
over the azimuth, as shown in Fig. 7. Based on the averaged
wind over time and azimuth, we can systematically com-
pare the wind speed in the three simulations. Wind speeds
are maximal in the eyewall. In the YSU and MYJ simula-
tions, the wind speed at 10 m is 32 m s−1 in the eyewall.
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Figure 6. Wind speed at 10 m taken from the model output at 00:00 UTC on 26 September for the (a) YSU, (b) MYNN, and (c) MYJ
simulations.

Figure 7. A 10 m wind speed as a function of distance from the
cyclone center for the YSU, MYNN, and MYJ simulation: median
(solid line) and 0.25 and 0.75 percentiles (dashed lines). The values
are obtained from all grid points within 144 output time steps be-
tween 12:00 UTC on 25 September and 12:00 UTC on 26 Septem-
ber, analyzed in bins of a 2 km radius.

The MYNN simulation shows a 12 m s−1 lower 10 m eye-
wall wind speed than the MYJ and the YSU simulation. This
qualitatively agrees with the lower maximal wind speed in
the MYNN simulation over the entire simulation period as
described in Sect. 3.1. Additionally, the distance between the
eye and the maximal wind speed in the eyewall is larger in
the MYNN (104 km) simulation than in the YSU (92 km)
and the MYJ (94 km) simulations. With an increasing dis-
tance from the eyewall outwards, the wind speed gradually
decreases. The radial gradient in wind speed is most pro-
nounced in the MYJ simulation. In the outer cyclone region,
the surface wind speeds are highest in the YSU simulation,
followed by the MYJ simulation and the MYNN simulation.

The simulated vertical wind field structure is analyzed
based on median profiles. The wind speed increases with

height as shown in Fig. 8. The structure of the simulated
profiles qualitatively agrees with the structure of dropsonde
measurements reported by Vickery et al. (2009). The simu-
lated profiles are characterized by a jet at around 800 m in
the eyewall region and at 1200 m in the outer cyclone re-
gion. Below the jet, the simulations have an approximately
logarithmic wind speed increase with height. The simulated
wind profiles differ in two aspects. Firstly, the wind shear
below the jet nose is more pronounced in the YSU simula-
tion with respect to the profiles from Vickery et al. (2009)
and the MYNN and MYJ simulations. Secondly, the slope of
the logarithmic wind profile is larger in the MYJ simulation
than in the profiles from Vickery et al. (2009), the MYNN
simulation, and particularly in the YSU simulation.

To evaluate the change in wind speed with height, Table 2
lists the median α between the rotor top and rotor bottom.
The simulated median α ranges from 8.3×10−2 to 1.1×10−1

in the eyewall. This is in good agreement with the α values
obtained from the profiles form Vickery et al. (2009), which
are within 9.1× 10−2 and 9.6× 10−2 for the selected pro-
files. Compared to the eyewall region, the simulated α values
are smaller in the outer cyclone region, where they are in
the range of 7.0×10−2 to 9.8×10−2. The larger slope in the
MYJ wind speed profile, with respect to the YSU simulation,
is reflected in a 2.7×10−2 to 2.8×10−2 larger median shear
exponent. While the wind profile in the IEC standard is based
on a constant α over the rotor diameter, this simplification
might not be given for large turbine sizes. To analyze how
α varies with height, profiles of α values are shown in Fig. 8c
and d. According to Vickery’s wind speed model (Eq. 6),
α decreases monotonically with height. This is different in
the simulations. The YSU and MYJ simulations show a sim-
ilar behavior of α with height. In these simulations, α de-
creases with height only below the hub height. Between the
hub height and the rotor top, the median α changes less
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Figure 8. Panels (a) and (c) and panels (b) and (d) show the vertical profiles of wind speed and shear exponent for the eyewall region and
outer cyclone, respectively. Solid lines show the median and dashed lines show the 0.25 and 0.75 percentiles. Horizontal lines show the
heights of 26, 139, and 234 m. A shear exponent of 0.11 is indicated by vertical lines. The values are obtained from all grid columns within
defined regions in 144 output time steps, between 12:00 UTC on 25 September and 12:00 UTC on 26 September.

Table 2. Median and interquartile range (IQR) of wind speed at 139 m, wind shear exponent, and wind veer, as well as the percentage of
shear exponent values larger than 0.11. The values are listed for the eyewall region and outer cyclone region for the YSU, MYJ, and MYNN
simulations.

Wind speed [m s−1
] Shear exponent Wind veer [° m−1

]

Region Scheme Median IQR Median IQR %> 0.11 Median IQR

Eyewall
YSU 38.0 5.4 8.3× 10−2 1.1× 10−2 0.9 1.4× 10−2 7.8× 10−3

MYNN 34.1 4.3 9.6× 10−2 1.2× 10−2 6.5 1.6× 10−2 7.1× 10−3

MYJ 39.5 7.1 1.1× 10−1 1.3× 10−2 43.6 1.7× 10−2 7.6× 10−3

Outer cyclone
YSU 26.8 6.1 7.0× 10−2 1.6× 10−2 3.8 9.1× 10−3 8.0× 10−3

MYNN 24.8 5.6 8.9× 10−2 1.8× 10−2 10.4 1.2× 10−2 7.8× 10−3

MYJ 26.3 6.5 9.8× 10−2 1.9× 10−2 22.3 1.2× 10−2 8.4× 10−3

with height. Yet, along the spiraling rainbands, α increases
around 3× 10−2 between the hub height and the rotor top
(not shown). The MYNN simulation produces a pronounced
change in wind speed between the first and second model
levels. This results in an enhanced α between these levels.
Above the second model level α increases slightly. Over the

rotor diameter the increase in α is 7×10−3 (2×10−3) in the
outer cyclone (eyewall) region.

The difference in the slope of the wind profile is impor-
tant for wind turbines because it controls the wind speed
at hub height and the wind shear over the rotor plane. At
hub height, the horizontal wind speed has an analog structure
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Figure 9. Panels (a) and (c) and panels (b) and (d) are the vertical profiles of the inflow angle and wind veer for the eyewall region and outer
cyclone, respectively. Solid lines show the median and dashed lines show the 0.25 and 0.75 percentiles. Horizontal lines show the heights
of 26, 139, and 234 m. The values are obtained from all grid columns within defined regions in 144 output time steps, between 12:00 UTC
on 25 September and 12:00 UTC on 26 September.

as the surface wind field but an increased magnitude. The
MYJ simulation has a 1.9 m s−1 larger eyewall wind speed
at hub height than the YSU simulation (see Table 2). Note
that this is different at 10 m, where the two simulations have
similar wind speeds in the eyewall. The difference between
the two heights is a direct result of the larger shear expo-
nent in the MYJ simulation with respect to the YSU simu-
lation. At hub height, the MYNN simulation has a 7.9 m s−1

(6.0 m s−1) smaller wind speed than the MYJ (YSU) simula-
tion. The wind speed in the outer cyclone region at the hub
height is similar in the MYJ and the YSU simulations and
smaller in the MYNN simulation.

The inflow angle is shown as a function of height in Fig. 9.
All schemes exhibit a median inflow with a depth of around
1000 m. The surface inflow angle is smaller in the MYNN
simulation than in the YSU and the MYJ simulations. Within
the inflow layer, the mean wind turns outward with respect to
the cyclone center with height. The change in the inflow an-
gle with height is relatively constant in the lowest 400 m of
the boundary layer and comparable between the three simula-

tions. The resulting median wind veer is in close agreement
between the three simulations (see Table 2). The simulated
median wind veer ranges from 1.4×10−2 to 1.7×10−2° m−1

in the eyewall region and from 9.1×10−3 to 1.2×10−2° m−1

in the outer cyclone region. Similar to our analysis of α, we
analyze the change in wind veer over the rotor diameter in
Fig. 9c and d. Wind veer is maximal close to the surface.
Below the hub height, wind veer generally decreases with
height. The difference in wind veer between rotor bottom and
hub height is 18 % in the MYJ simulation and around 8 %
in the MYNN and YSU simulations. Above the hub height,
wind veer is nearly constant for the MYJ simulation and
slightly increases with height for the YSU and MYNN simu-
lations. The MYNN simulation produces strongly enhanced
wind veer between the lowest two model levels.

3.3 Wind variability

Apart from the typhoon-scale structure, the simulations also
produce mesoscale variability in the wind field. Mesoscale
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Figure 10. Probability density of (a, d) wind speed at 139 m, (b, e) wind shear exponent, and (c, f) wind veer. The probability density is
given for the (a–c) eyewall region and the (c–f) outer cyclone region for the YSU, MYJ, and MYNN simulations.

wind fluctuations can be seen in all simulations within and
outside of the eyewall in Fig. 6. Variability caused by tur-
bulence is, however, not resolved in the mesoscale simula-
tions. To address the resolved variability of wind speed, wind
shear, and wind veer, we show the probability density func-
tions of these sizes in Fig. 10. In Sect. 3.2, the differences
in median values were commented on. Here, we focus on
the spread of the distributions. The hub-height eyewall wind
speed ranges between 30 and 60 m s−1 (28 to 50 m s−1) in
the MYJ and YSU (MYNN) simulations. Note that the lower
boundary of the distribution is controlled by our definition of
the eyewall region (see Sect. 2). The wind speed distribution
is broader for the MYJ simulation than for the YSU simula-
tion and particularly the MYNN simulation. Concretely, the
IQR of the eyewall wind speed is 7.1 m s−1 in the MYJ simu-
lation, 5.4 m s−1 in the YSU simulation, and 4.3 m s−1 in the
MYJ simulation (see Table 2). Similarly, the wind speed dis-
tribution is broader in the outer cyclone region for the MYJ
simulation than for the other two simulations.

To investigate which scales contribute to the larger wind
speed variability in the MYJ simulation, the one-dimensional
wind speed power spectra in the wave number domain are an-
alyzed in Fig. 11. In agreement with the wider wind speed
distribution, the MYJ simulation shows the highest power
spectral density and the MYNN simulation the lowest over
the calculated wavelength range of 6 to 300 km.

The spectra can be divided into two parts:

1. For wavelengths larger than 15 km, the YSU and
MYNN simulated spectra have a slope of approximately
−5/3 and a slightly smaller slope for the MYJ simula-
tion. The smaller slope in the MYJ simulation partic-
ularly increases the spectral power density contribution
from higher wave numbers. The MYJ slope in this range
fits the mean spectral slope obtained from the SAR im-

Figure 11. One-dimensional power spectrum in the wave number
domain for the three simulations (color) and eight SAR wind scenes
(gray). The slope of −5/3 is shown for reference (dashed). For bet-
ter readability, logarithmic averaging is applied to the spectra.

ages the best. Also, the magnitude shows the best fit for
the MYJ simulation.

2. For wavelengths smaller than 15 km the simulated spec-
tra have a slope steeper than −5/3. Differently, the
spectra from the SAR images have slopes flatter than
−5/3. In other words, the energy level of the simu-
lations drops more significantly with increasing wave
number than observed. This suggests that the spectral
tails are dampened in the simulations, consistent with
Skamarock (2004) and Larsén et al. (2012).

For wind shear, it is of interest how the simulated α differs
from 0.11, which is used in the IEC maximal wind speed
model. While the IQR of the α values varies little between
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Figure 12. Horizontal fields taken from the MYJ model output at 00:00 UTC on 26 September of the (a) shear exponent and (b) wind veer.

the different simulations, the percentage of α values larger
than 0.11 depends on the simulation, as well as the specific
parts of a tropical cyclone. For the YSU simulation, α is
mostly smaller than 0.11 for the analyzed scenes, namely be-
fore being affected significantly by land. Only 3.8 % (0.9 %)
of the values are larger than 0.11 in the outer cyclone (eye-
wall) in the YSU simulation. The fraction is larger for the
MYNN simulation. The MYNN simulation produces 10.4 %
of the α values larger than 0.11 in the outer cyclone region.
For the MYJ simulation with the largest median α, a large
fraction of α exceeds 0.11: the percentages larger than 0.11
are 43.6 % in the eyewall and 22.3 % in the outer cyclone
region. The tails of the α distribution include values larger
than 0.11. In the eyewall of the MYJ simulation, 14.2 %
of the α values are larger than 0.12, and 0.7 % are larger
than 0.15. In the outer cyclone region, 12.6 % of the α values
are larger than 0.12, 4.1 % are larger than 0.15, and 1.0 % are
larger than 0.2.

For all the simulations, wind veer is mostly confined
within 0 and 0.03 ° m−1 . However, the tails of the distri-
bution are thick. To show where large α and veer values
occur in the tropical cyclone, the horizontal field of α and
veer at 00:00 UTC on 26 September is shown in Fig. 12. In
all simulations, the spatial distribution of shear and veer is
not uniform and varies between different regions of the trop-
ical cyclone. In the outer cyclone region, the maximal val-
ues of shear and veer are found along the spiraling rainbands
(Fig. 6). Along the rainbands, there is a zone of lower hori-
zontal wind speed. Within this zone, local maxima and min-
ima of wind shear are alternating. The wind veer changes
from positive values (inflow angle decreasing with height)

on the radially inward side of the rainbands to negative val-
ues (inflow angle increasing with height) on the outside.

To further assess the horizontal asymmetry, wind speed,
shear, and veer are analyzed in four quadrants relative to the
storm motion. Median values are listed for the MYJ simula-
tion in each quadrant in Table 3. Note that the MYJ simula-
tion resulted in the most severe wind speed, shear, and veer.
In the eyewall, wind speed, shear, and veer show less varia-
tion between the quadrants than between the different simu-
lations. However, the asymmetry of the wind field is reflected
in the area forming the eyewall region in each quadrant. The
two right quadrants have a larger eyewall area than the two
left quadrants. The difference in the area is 65 % between
the larger eyewall area in the back-right quadrant and the
smaller eyewall area in the front-left quadrant. Different from
the eyewall region, in the outer cyclone wind speed shear
and veer show clear variations between the quadrants. Wind
speed and wind shear are larger in the right quadrants than in
the left quadrants. The difference in the median wind speed is
4.3 m s−1 between the front-left and the back-right quadrant.
For α, the difference is 8.6×10−3 between the two right sec-
tors and the back-left sector. In the back-right sector, 27.3 %
of the profiles have α values larger than 0.11. Different from
wind shear, wind veer is larger in the two front quadrants
than in the back quadrants. The largest median wind veer, in
the front-right quadrant, is 1.3× 10−2.

4 Discussion

The three WRF simulations using the MYNN, YSU, and
MYJ boundary layer schemes can produce a typhoon with
a physically realistic track in terms of propagation speed and
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Table 3. Median of wind speed at 139 m, wind shear exponent, and wind veer, as well as the percentage of shear exponent values larger
than 0.11. The values are listed for the eyewall region and outer cyclone region for four motion-relative storm quadrants for the MYJ
simulation. The area falling into the eyewall and outer cyclone region is further listed for each quadrant.

Region Quadrant Region Wind speed Shear exponent Wind veer

Size Median Median %> 0.11 Median
[km2
] [m s−1

] [° m−1
]

Eyewall

front right 6.2× 104 39.4 1.1× 10−1 41.0 1.7× 10−2

front left 3.9× 104 38.7 1.0× 10−1 29.2 1.8× 10−2

back left 4.9× 104 39.7 1.1× 10−1 41.0 1.6× 10−2

back right 7.2× 104 39.9 1.1× 10−1 53.4 1.6× 10−2

Outer cyclone

front right 2.2× 105 27.0 1.0× 10−1 31.1 1.3× 10−2

front left 2.4× 105 24.1 9.2× 10−2 14.6 1.2× 10−2

back left 2.2× 105 24.6 9.5× 10−2 17.0 1.1× 10−2

back right 1.9× 105 28.4 1.0× 10−1 27.3 1.0× 10−2

direction. Track position discrepancies are within 130 km. As
the track of the ERA5 reanalysis data shows good agreement
with the best track data sets, it is evident that the track er-
rors develop within the simulations. The higher SLP at the
end of the MYNN simulation indicates that this simulation
underestimates Megi’s intensity. However, this does not di-
rectly lead to the conclusion that the MYNN boundary layer
scheme produces overly weak cyclones in general. On one
hand, the best track data sets are mainly based on satellite
observation, without direct in situ measurements. This leads
to uncertainty in the data as reflected by the spread of the
JMA and JTWC data sets. On the other hand, the results of
this study cannot readily be generalized to tropical cyclones
with different intensities and storm sizes. Finally, account-
ing for atmosphere, ocean, and wave interactions may further
improve model performance and simulated tropical cyclone
intensity.

Given that many factors play into the model results, one
may question how representative the selected case is regard-
ing the effect of the boundary layer scheme. We argue that
the differences between the MYNN simulation on the one
hand and the YSU and MYJ simulation on the other hand
strongly agree with documented sensitivity studies. Similar
to our case, Rajeswari et al. (2020) found weaker storms
for the MYNN simulation than for the YSU simulation and
the most intense storms for the MYJ simulation, related to
weaker low-level inflow in the MYNN scheme for five cy-
clones over the Bay of Bengal using WRF version 3.8. The
MYNN simulation’s lower intensity most likely relates to
higher vertical diffusion in the MYNN scheme, which has
been found to result in less intense storms, a larger radius
of maximal wind speed, and a weaker radial inflow (Kepert,
2012; Gopalakrishnan et al., 2013; Zhang et al., 2020). The
differences in the radius of maximal wind speed between the
three simulations (see Fig. 7) most likely relate to the cy-

clone intensity and eddy diffusivity (Gopalakrishnan et al.,
2013; Zhang et al., 2020).

In the extreme wind speed model (Eq. 1), the IEC stan-
dard proposes to use an α of 1.1× 10−1 (IEC, 2019a). In the
simulations, the median α is equal to or less than 1.1× 10−1

for all boundary layer schemes. With that, the median shear
for extreme wind defined in the IEC standard is as steep or
steeper when compared to the mesoscale simulation of Ty-
phoon Megi before landfall. This is in agreement with the
α values obtained from Vickery et al. (2009). The simu-
lated median α values are similar in their order of magnitude
and their sensitivity to the boundary layer scheme to sim-
ulations during neutral atmospheric stability at an offshore
location in Denmark (Krogsæter and Reuder, 2014). In neu-
tral atmospheric stability, Krogsæter and Reuder (2014) find
that the YSU scheme produces simulations with smaller α
(7.7× 10−2) compared to the MYNN (8.8× 10−2) and the
MYJ (1.09×10−2) scheme, similar to the results of our study.
Further, the simulated wind veer is relatively small in com-
parison with wind veer found in low-wind regimes and par-
ticularly during stable conditions. This supports the conclu-
sion that the current IEC standard may be sufficiently similar
in terms of wind shear and veer during tropical cyclones over
open water. However, there are clear limitations to this con-
clusion as discussed in the following points.

1. Larger values for α and veer are found in LESs over
open water. Sanchez Gomez et al. (2023) find in
LESs that the mean α is about 0.2 near the eyewall.
Both Kapoor et al. (2020) and Sanchez Gomez et al.
(2023) find significant wind veer in LESs. Concretely,
Sanchez Gomez et al. (2023) report a mean wind veer
between 5.3×10−2° m−1 and 6.9×10−2° m−1. The dif-
ferences between the study from Sanchez Gomez et al.
(2023) and the simulated wind veer in our simulations
can come from higher resolved wind veer variability
in LESs or an overall shifted wind veer distribution
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due to differences in the mean wind field. In fact, Li
et al. (2021) and Ren et al. (2022) find that the inflow
layer was shallower and stronger in LESs compared to
mesoscale simulations. Such a stronger, shallower in-
flow layer directly leads to a larger mean wind veer.

2. The analysis is based on mesoscale simulations and can-
not resolve scales smaller than 15 km. With that, struc-
tures such as large-scale vortices are not resolved. Such
unresolved structures may contribute to enhanced shear
and veer.

3. The study analyzes a typhoon case over the open ocean
before being affected significantly by land. In contrast
to our simulations over the open ocean, He et al. (2016)
and Tse et al. (2013) use wind observations in coastal ar-
eas. Both studies find wind shear larger than in the cur-
rent IEC standard during typhoon conditions. He et al.
(2016) find α in the range of 0.152 to 0.175 for profiles
with marine exposures during 22 typhoons over Hong
Kong. Tse et al. (2013) find α values of 0.14 to 0.25 dur-
ing the Fengshen and Molave typhoons for profiles with
marine exposure. The larger wind shear in these two
studies could be a suggestion that wind shear may in-
crease during the landfall of a tropical cyclone. Further
studies are needed to understand how wind shear and
veer evolve during landfall. Similarly, He et al. (2016)
find wind veer on the order of 2.8× 10−2° m−1 from
the surface to the height of maximal wind speed from
wind direction measurements with an open-water fetch
over a coastal area. This is around 0.003° m−1 larger
than the wind shear in the YSU and MYJ simulations
between the surface and 800 m (the height of simulated
maximal wind speed) and around 0.01° m−1 larger than
in the MYNN simulation. The difference between the
studies may originate from the different locations with
respect to land.

4. The fraction of profiles with α larger than 0.11 is sub-
stantial in the MYJ simulation. In the eyewall region of
the MYJ simulation, 43.6 % of the α values are larger
than 0.11. Values up to 0.15 are reached in 0.7 % of the
eyewall and 4.1 % of the outer cyclone region. In the
outer cyclone region, 1.0 % of the α values are larger
than 0.2. Such large α values in the tails of the distri-
bution impact the wind speed above and below zhub in
the extreme wind speed model (Eq. 1). As an example,
we take the extreme wind speed model with a zhub of
140 m and a Vref of 57 m s−1. The wind speed from
the extreme wind speed model at 180 m is 0.6 m s−1

(1.3 m s−1) larger with an α of 0.15 (0.20) than with an
α of 0.11.

5. The analysis of the shear and veer distribution is sen-
sitive to the definition of the outer cyclone and eyewall
region. When restricting the definition of the eyewall re-
gion to a narrower band with a width of 0.4×RMW, the

median wind speed in the eyewall increases on the or-
der of 12 %, the shear exponent increases on the order
of 4 %, and veer increases on the order of 10 %.

6. Wind veer and wind shear vary between the different
sectors. Using the extreme wind speed model, the dif-
ference in median α between the four quadrants leads
to differences in the wind speed above and below the
hub height. For example, with a zhub of 140 m and a
Vref of 57 m s−1, the difference at 180 m between the
quadrants in the MYJ simulation is 0.2 m s−1.

7. Veer and α are larger close to the surface. In particu-
lar, wind veer is up to 18 % larger at the rotor bottom
than at the hub height in the MYJ simulation. In the
extreme wind speed model, α is assumed to be con-
stant. Using two different α values below and above the
hub height instead of assuming a constant α, the median
wind speed at the rotor bottom varies up to 0.5 m s−1 in
the eyewall region. In the outer cyclone region, the me-
dian difference is up to 1.5 m s−1.

The simulated profile structure qualitatively agrees with
the structure of dropsonde measurements from Vickery et al.
(2009). However, the structure of the jet nose in the YSU
simulation differs from their engineering model (Eq. 6). The
engineering model describes a decreasing slope in a semi-log
plot with height. Differently, the profiles of the YSU simu-
lation have an increase in their slope below the height of the
jet. This can be seen in Fig. 8 between 250 and 800 m (300 to
1000 m) in the eyewall (outer cyclone) region. However, it is
not given that the empirical formulation holds for Typhoon
Megi because the MBL wind speed in the YSU simulation
is larger than 40 m s−1. For such high-wind-speed profiles,
an increase in the slope with height below the jet nose is de-
tectable in Figs. 2 and 8 in Vickery et al. (2009). Likewise,
He et al. (2022) observed that the curvature of the typhoon
wind profile is larger than predicted by the logarithmic law
at heights of around 200 m. However, they suggest that this
relates to an internal boundary layer forming over land. This
enhanced vertical wind speed gradient in the YSU simulation
is located at heights not relevant for current wind turbines.
More relevant for the analysis of shear is a small derivation
from the logarithmic wind profile in the MYNN simulation.
The slope of the semi-log wind profile is higher between the
first and the second model layer than above. This change in
slope was more pronounced in model runs with larger verti-
cal grid spacing (not shown). For completeness, we report on
finding discontinuous profiles with the MYJ boundary layer
scheme in simulations with more vertical model levels (WRF
version 3.7.1, fixed domains, 80 vertical layers). The discon-
tinuities were found between 40 and 300 m and appeared to
be related to the fine vertical grid spacing. This gave an in-
centive to lower the number of vertical levels in the current
study.
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The maximal 10 m wind speed of the simulations lies
within the given values of the two best track data sets. This
shows that the maximum of the 10 m wind speed from a
2 km grid is a valid approximation for the maximal 10 min
sustained wind field. In contrast, the maximal wind speed
in the ERA 5 reanalysis has lower maximal wind speeds.
Following Nolan et al. (2009b), relative agreement between
the simulated maximal wind speed and the 10 min sustained
wind field in the studied simulations is expected as subse-
quently explained. As seen in Fig. 11, the horizontal vari-
ability can be reproduced to scales of around X = 15 km.
The fastest simulated wind speeds at 10 m are on the order
of WS= 40 m s−1 (see Fig. 7). The associated resolved sim-
ulated temporal resolution corresponds to X/WS' 6 min.
The effective spatial resolution of approximately 15 km cor-
responds to 7.5× the horizontal grid spacing (2 km in our
simulations), in agreement with Skamarock (2004). The loss
of variability on scales smaller than 15 km is related to hori-
zontal diffusion in WRF (Skamarock, 2004).

The spectral slope of −5/3 found for both simulations
and SAR data for wavelengths larger than 15 km agrees
with Gage and Nastrom (1986). At smaller wavelengths,
the spectral energy density in the SAR products increases
with decreasing wavelength. This can be attributed to the
superposition of three-dimensional turbulence on top of the
mesoscale quasi-two-dimensional turbulence (Karagali et al.,
2013; Larsén et al., 2016). The mean magnitude of the SAR
spectra agrees best with the MYJ spectra for wavelengths
larger than 15 km. However, the magnitude of the SAR spec-
tra depends on what typhoon area is covered in the SAR im-
age and on the analyzed time step. Because the area differs
from the area covered by the simulation domain, comparing
their magnitude provides only limited insight. Furthermore,
the mean wind speed obtained by the SAR product might be
subject to uncertainty, as SAR calibration over extreme wind
areas is rare. In fact, SAR products with significantly higher
wind speeds are given by Jackson et al. (2021). These were in
good agreement with the JTWC best track data, as opposed
to the SAR product used here being closer to the JMA data
set, which of course depends on the algorithms for the spe-
cific SAR retrievals for their case.

5 Conclusions

Due to the potentially large influence on wind turbine loads,
we analyze the hub-height wind speed, wind shear, and wind
veer over the rotor plane. The horizontal distribution and
variability of these parameters are analyzed in the eyewall
and outer cyclone region of Typhoon Megi (2016) using a
mesoscale modeling framework. To evaluate model uncer-
tainty related to the boundary layer parametrization, three
frequently used boundary layer schemes (MYJ, MYNN, and
YSU) are analyzed in WRF (version 4.4).

Our analysis showed the following points:

1. All three simulations can reasonably reproduce the ty-
phoon track and cyclone structure. The storm intensifies
in all model realizations, and the spread of the simulated
storm intensity is comparable to the spread between the
best track data sets. With that, the spread between the
models in wind speed, wind shear, wind veer and their
variability can be regarded as model uncertainty.

2. The simulated hub-height wind speed is sensitive to the
boundary layer parametrization, and its median varies
between the schemes by 15 % (8 %) in the eyewall
(outer cyclone) region.

3. Regardless of the boundary layer parametrization, the
simulated median wind shear exponent (α) is smaller
than or equal to 0.11 used in the extreme wind model in
the IEC standards (IEC, 2019a). However, in the MYJ
simulation, 43.6 % of the wind profiles in the eyewall
region exceed 0.11. The simulated median wind shear
is in good agreement with the study from Vickery et al.
(2009) but smaller than observed in coastal areas dur-
ing tropical cyclone conditions (Tse et al., 2013; He
et al., 2016). The difference in the median α between
the simulations using different boundary layer schemes
is 2.5× 10−2 (2.9× 10−2) in the eyewall region (outer
cyclone region). This difference is small compared to
the difference between the simulated offshore typhoons
and observations over coastal areas (Tse et al., 2013; He
et al., 2016).

4. Median wind veer is up to 1.7× 10−2° m−1 (1.2×
10−2° m−1) in the eyewall (outer cyclone). It is up
to 18 % larger at the rotor bottom than at the hub
height. The simulated wind veer is relatively small com-
pared to wind veer in moderate-wind-speed regimes.
This stands in contrast to studies from Worsnop et al.
(2017), Kapoor et al. (2020), and He et al. (2016), who
found strong wind veer in tropical cyclone LESs. The
difference in wind veer between the simulations with
different boundary layer schemes is 3.0× 10−3° m−1

(2.5×10−3° m−1) in the eyewall (outer cyclone) region.

5. Spectral analysis of the three simulations with a
2 km horizontal grid spacing shows that horizontal
wind speed variability is resolved on scales larger than
15 km, as expected. The variability is largest in the MYJ
simulation followed by the YSU simulation and small-
est in the MYNN simulation. The produced horizon-
tal difference in variability between the three schemes
is evident over the analyzed wavelength range (4–
100 km). Because the spectral energy density decays
less with increasing wave number in the MYJ scheme,
the difference in horizontal wind speed variability is
most pronounced at the smallest resolved wavelengths.
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6. Overall, hub-height wind speed, wind shear, and wind
veer are larger in the eyewall region than in the outer
cyclone region. Within the outer cyclone region, a clear
spatial organization of wind shear and veer is found
along the spiraling rainbands. In fact, local maxima in
shear and veer along the rainbands are larger than the
maximal simulated values in the eyewall region. On the
radially inward side of the rainbands, positive veering
angles reach their maximum over the tropical cyclone
structure. On the outward side, either small wind veer-
ing angles or backing (negative wind veer) dominate.
Wind shear maxima and minima on scales of around
20 km alternate along the rainband. This spatial organi-
zation likely leads to rapid coherent changes in the wind
profile at a possible wind turbine location.

Based on these conclusions, further investigation is needed
to address (1) how wind speed, shear, and veer in tropical
cyclones evolve during landfall; (2) how much wind shear
and wind veer vary between tropical cyclones with different
intensities and radii; and (3) how much wind turbine load
estimates based on the current IEC standard differ between
load estimates based on the simulated wind speed, shear, and
veer distributions.
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