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Abstract 
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modal brain recordings 
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Supervisor:  Samantha R. Santacruz  

 

Fundamental principles underlying computation in multi-scale brain networks 

illustrate how multiple brain areas and their coordinated activity give rise to complex 

cognitive functions. Whereas brain activity has been studied in the micro- to meso-scale in 

studying the connections between the dynamical patterns and the behaviors, the 

investigation of the neural population dynamics is mainly limited by the single-scale 

analysis. My goal is to develop a multi-scale dynamical model for the collective activity of 

neuronal populations. First, I introduced a bio-inspired deep learning approach, termed 

NeuroBondGraph Network (NBGNet), to capture cross-scale dynamics that can infer and 

map the neural data from multiple scales (Chapter 2). The NBGNet not only exhibits more 

than an 11-fold improvement in reconstruction accuracy, but also predicts synchronous 

neural activity and preserves correlated low-dimensional latent dynamics. I also show that 

the NBGNet robustly predicts held-out data across a long time scale (two weeks) without 
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retraining. The effective connectivity defined from the presented model agrees with the 

established neuroanatomical hierarchy of motor control in the literature.  

I then introduced the multi-scale neural dynamics neural ordinary differential 

equation (msDyNODE) to uncover multiscale brain communications governing cognitive 

behaviors (Chapter 3). I demonstrated that msDyNODE successfully captured multiscale 

activity using both simulations and electrophysiological experiments. The msDyNODE-

derived casual interactions between recording channels and scales not only aligned well 

with the abstraction of the hierarchical anatomy of the mammalian nervous system but also 

exhibited behavioral dependences. This work offers a new approach for in depth 

mechanistic studies on the brain where simultaneous acquisition of multi-scale neural 

activity is available. 

 While the traditional neuronal tracing method serves as gold standard to assess the 

neural connectivity, toxicity and the limited efficiency prevent it from serving as a reliable 

tool to validate the multi-scale connectivity. It has been demonstrated that dendritic spines 

increase or become bigger after long-term potentiation while decrease or become smaller 

after long-term depression. Thus, we hypothesized the existence of excitatory and 

inhibitory connectivity can be revealed by the dynamics of dendritic spines. Since the 

dendritic spines can be smaller than the Abbe diffraction limit (~200 nm), we need an in-

vivo super-resolution microscopy to achieve our goal. As a super-resolution imaging 

method, stimulated emission depletion (STED) microscopy has unraveled fine intracellular 

structures and provided insights into nanoscale organizations in cells. Although image 

resolution can be further enhanced by continuously increasing the STED-beam power, the 

resulting photodamage and phototoxicity are major issues for real-world applications of 

STED microscopy. In Chapter 4, I demonstrated that, with 50% less STED-beam power, 
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the STED image resolution can be improved up to 1.45-fold using the separation of photons 

by a lifetime tuning (SPLIT) scheme combined with a deep learning-based phasor analysis 

algorithm termed flimGANE (fluorescence lifetime imaging based on a 

generative adversarial network). This work offers a new approach for STED imaging in 

situations where only a limited photon budget is available. 

In summary, I emphasized that this is the first time we are able to infer the nonlinear 

multiscale interactions in the brain networks by our multi-scale dynamic modeling 

approach. This opens a window of opportunity that multi-scale connectivity can provide a 

mechanistic understanding of brain computations underlying behaviors or mental states. 
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Chapter 1: Introduction 

1.1 OVERVIEW OF BRAIN MEASUREMENTS  

1.1.1 Single-modal measurement 

The interface of the connection between human and system requires the technology of 

biosensing. Sensors detect the activity or events of targeting components and send 

information to a system for advanced signal conditioning, processing, and analysis. Brain 

activity can be detected from extracellular fields shaped by transmembrane current from 

several sources, including synaptic activity, fast action potentials, calcium spikes, intrinsic 

resonance, gap junctions1. Those electrical potentials can be recorded from many possible 

locations, including the  scalp, on the surface of the cerebral cortex, deep in the brain, or 

on the surface of muscles.  

Electroencephalography (EEG) is one of the commonly used approaches for 

detecting electrical activity in the human brain2. It is a safe and convenient method to record 

signals because of its noninvasive approach. The recording electrodes are placed on the 

scalp and thus surgery is not required. However, due to the distortion effects of the tissues 

between the signal source and the recording electrodes, it is impossible to detect the firing 

patterns of individual neurons. Newer technologies for EEG recording such as dry 

electrodes, ball cap-like head arrays, and wireless transmission of signals have made this 

technology more field deployable. 

Magnetoencephalography (MEG) is another noninvasive approach for recording 

neural activity in the brain3. The tiny magnetic fields outside the skull generated by 

electrical currents in neurons can be measured by a superconducting quantum interference 
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device (SQUID). Since MEG provides high spatial and temporal resolution, it is considered 

useful for investigating human neurophysiology and information processing. However, 

MEG is not yet field-deployable and requires expensive technologies and a highly shielded 

chamber. 

Another way to improve the spatial resolution of recording is through 

electrocorticography (ECoG), or intracranial electroencephalography (iEEG)1. This 

method uses stainless steel or platinum electrodes to record brain activity directly from the 

surface of depth of the cerebral cortex, which eliminates the distortion effect from the skull 

and intermediate tissue. Thus, ECoG provides better capability to map important functional 

areas of the brain. 

To obtain even higher signal fidelity, multielectrode arrays (MEAs), also called 

microelectrode arrays, have been developed. Generally, they can be divided into three 

categories: microwire, micromachined, and flexible arrays4. Microwires are used to record 

individual neurons by applying them deep into the brain structure5. Micromachined arrays 

reduce the size of the array and provide higher spatial resolution. The “Michigan probe” is 

an example of micromachined arrays with electrodes placed on each shank for recording 

or stimulating in the central nervous system6. Another type of micromachined arrays is the 

“Utah arrays” that consist of conductive silicon needles electrically isolated from each 

other7. Due to its architecture, the Utah arrays are implanted easily into the cerebral cortex 

or peripheral nerves. However, most MEAs have a rigid structure, resulting in an undesired 

immune response and tissue encapsulation, which decreases signal quality over time8. 

Flexible arrays hold the promise of being a solution to these issues. “Soft” materials 

provide high flexibility and good biocompatibility, which allow electrodes to fit on the 

surface of the brain for chronic recording. 
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Beyond electrophysiology, neuroradiology is another category that monitors the 

brain activity. Magnetic resonance imaging (MRI) is a noninvasive medical imaging 

technique that produces detailed images of internal structure in the brain using the strong 

magnetic fields, magnetic field gradients and radio waves9. The extension of MRI captures 

different perspectives of the nervous system. Diffusion-weighted MRI can measure the 

restricted diffusion of water in tissue to produce neural tract images10. On the other hand, 

as the cerebral blood flow and neuronal activation are associated, functional MRI monitors 

brain activity via blood-oxygen-level dependent (BOLD) signals by detecting the changes 

in intravascular oxyhemoglobin concentration11. Unlike MRI, computed tomography (CT) 

employs the combination of X-rays and computer technology to generate the detailed 

internal images12. With the radioactive tracers, positron emission tomography (PET) scan 

provides functional information such as glucose or amino acid metabolism, dopamine 

receptors, amyloid, and tau deposits in the brain13.  

In order to enable longitudinal study of animal models, calcium imaging serves as 

a powerful tool to track activity of neurons over time14,15. It allows optical measurement of 

calcium concentration shift with neurons and neuronal tissue by using the fluorescent dyes 

that respond to the binding of Ca2+ ions by fluorescence properties.   

1.1.2 Multi-modal measurement 

As each modality has a unique set of strengths and weaknesses, multi-modal measurement, 

either recorded simultaneously or acquired separately but fused analytically, has become 

an emerging trend. For example, while the spiking activity and field potential refers to the 

neural activity at distinct spatial scales (individual neurons versus population of neurons), 
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they can be obtained by applying different post-processing pipelines from the measurement 

of MEAs.  

Simultaneous measurement of EEG and fMRI (EEG-fMRI) has enabled the linking 

of electrical activity and hemodynamic responses since the mid-1990s16,17. EEG-fMRI 

provided complementary strengths in temporal and spatial resolutions. Furthermore, it can 

identify distinct neural signatures underlying the same behavior or in response to the same 

external stimuli. By characterizing the relationship between temporally precise electrical 

activity and spatially specific hemodynamic activity, EEG-fMRI can yield insights that 

would not be accessible within the single modality. 

While fMRI and PET provide different functional measures of neural activity, 

where the former reveals regional time-varying changes in neural activity and the latter 

visualizes metabolic processes, the combination of both modalities allow us to study the 

relation between BOLD activation and the release of neurotransmitter18–20. 

Furthermore, trimodal measurements such as Spike-LFP-ECoG21, EEG-fNIRS-

fMRI22, EEG-PET-fMRI23, spike-LFP-fMRI24, EEG-PET-MRI25 have also been achieved 

by several research groups. With current advancement of sensing technology that allows 

multi-modal brain measurements, the integrative framework to analyze multi-modal 

dataset is required to fully leverage the benefits of simultaneous multi-modal 

measurements. 
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1.2 OVERVIEW OF DYNAMIC MODELING TECHNIQUES  

1.2.1 Single-scale model analysis 

Recent work has largely focused on developing robust statistical methods for obtaining the 

latent structure underlying high-dimensional data. This provides insight into the dynamics 

governing large-scale activity patterns. Gaussian-observation linear dynamical system 

model (GLDS) assumes the latent variable is governed by the linear dynamical system and 

the observed variables depend linearly on the state with the Gaussian noise26. Poisson linear 

dynamical system model (PLDS) instead assumes the observations conditioned on the 

latent variables are Poisson distributed27. By selecting the observation model as separate 

nonlinear dependence upon the latent variable, PfLDS was demonstrated outperforming 

PLDS in terms of predictive performance28. Furthermore, latent factor analysis via 

dynamical system (LFADS) employs recurrent neural networks (RNN) to produce the 

underlying dynamics29. Several recent studies have also posited the low-dimensional latent 

variable evolving in time according to a Gaussian process prior30–33. While most of the 

model were developed for spike trains, the observation model can be modified in order to 

apply to different brain activity. 

1.2.2 Multi-scale model analysis 

Source localization serves as standard cross-scale analysis, which goal is to localize the 

generator of the scalp measurements34,35. To enable precise localization, a large number of 

inverse solutions with multiple steps have been proposed. The first step is to use MRI to 

obtain anatomical information such as skull thickness. Then two solutions were widely 

used to solve the inverse problem (to localize the current dipoles): (1) dipole source 

localization which requires a priori assumption that only a few active brain areas generated 
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the measured EEG signals, and (2) distributed source localization methods such as low 

resolution electromagnetic tomography (LORETA)36 and Local AutoRegressive Average 

(LAURA)37, where the estimated locations of dipoles are restricted to the gray matter.  

Cross-level coupling (CLC) is another cross-scale analysis that studies the 

statistical dependence between the micro-scale of single neurons and the meso- and macro-

scale of oscillatory network activity38. Empirical findings of CLC reveal that the multi-

scale coupling can be dynamically rebuilt to support new functional roles. 

Recently, Shanechi and her group developed a multi-scale model-based Granger-

like causality method to recover multi-scale neural causality during behavior39. By learning 

the point-process generalized linear models for the spike events and learning the linear 

Gaussian models for the field potential signals based on history of spike trains and field 

potential signals, they demonstrated their method to reveal the true multi-scale causality 

network structure in simulations.  

 

1.3 OVERVIEW OF DISSERTATION STUDIES   

The goal of this study is to develop a multi-scale modeling technique to reveal a 

comprehensive understanding of brain computation, where network mechanisms of multi-

scale activity are critical. 

In Chapter 2, the development and implementation of cross-scale dynamical 

model, NBGNet, are discussed. I also analytically validate our NBGNets by yielding small 

root mean squared errors; reproducing features commonly seen in neuroscientific analyses 

(cross-correlation, phase synchrony); capturing cross-scale interactions aligning well with 

the abstraction of the hierarchical anatomy of the mammalian nervous system; 
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reconstructing low-dimensional latent dynamics; inferring details of behavior; and 

predicting out-of-sample conditions. For all results in this chapter, I train NBGNets without 

any information about task conditions or behavioral parameters (e.g., real kinematics or 

eye-tracker data) and present the results from testing data. 

In Chapter 3, I extend cross-scale dynamic modeling to multi-scale dynamic 

modeling, which captures within- and cross-scale neural dynamics all at once. The chapter 

covers the development of msDyNODE, including the selection of dynamic systems and 

the implementation of neural ordinary differential equations (NODE), a new type of deep 

learning method to model the continuous dynamic of hidden units. Validation of fitting 

performance is performed with both synthetic and experimental data. In addition, in this 

chapter, the multi-scale effective connectivity is also demonstrated exhibiting both 

common and unique patterns underlying behavioral tasks. 

In Chapter 4, I develop a new method, termed STED-flimGANE, for the stimulated 

emission depletion (STED) microscopy. Current issue for in-vivo STED imaging and its 

solution has been discussed. I demonstrate the spatial resolution enhancement using two 

samples: fluorescent beads and nuclear pores. 

This work details the development of msDyNODE, starting from cross-scale 

dynamics inference toward multi-scale dynamics inference. The findings inspire us to 

further invent a new method to validate the characterized multi-scale connectivity in the 

brain, in which we need to tackle the challenges of STED imaging in live cells. 

Furthermore, in-vivo STED imaging also holds great potential to studying the dynamics of 

the synaptic components in the nervous system at micro-scale, providing a new approach 

to access neural dynamics that has not been achievable yet.   
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Chapter 2: Cross-scale dynamic modeling using neurobiologically 

realistic recurrent neural networks 

2.1 INTRODUCTION  

Billions of individual neurons coordinate activity at multiple scales, either directly 

or indirectly, to drive behaviors such as motor preparation40,41, motor adaptation42, motor 

timing43,44, decision-making45, and working memory46,47. However, current techniques for 

capturing neural population dynamics are mainly limited by the single-scale analysis, 

typically with the simplified assumptions of linear27 or log-linear30 dynamics. While 

recurrent neural networks (RNNs) have been introduced to infer nonlinear latent dynamics 

that encode rich information giving rise to motor behavior29, we lack a broadly accepted 

approach to explore cross-level activity for a deeper understanding of system-level 

nonlinear neural mechanisms48,49. Since the brain exhibits computational structure across 

a variety of scales: from single neurons (micro-scale) to functional areas (meso-scale) to 

cortical networks (macro-scale), a tool that can uncover multi-scale dynamics is critically 

important for illuminating the mechanistic understanding of brain activity50.  

Until recently, only a limited number of studies focused on cross- or multi-scale 

interactions in brain networks. For example, source localization (e.g., sphere head model51) 

aims to identify the brain areas or individual neurons generating the recorded electrical 

potentials such as electroencephalography35. However, the requirements of high-density 

recordings, unrealistic assumptions, and uncertainty on conductivity value52 limit the 

fidelity of experimental data. In addition, cross-level coupling (CLC)38 has shown evidence 

of cross-scale interactions between single neurons and oscillatory network activity. In 

contrast, no information about how the activity communicates across levels is provided. 

Recent work developed a generalized linear model-based method to reveal the directed 
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interactions across spatiotemporal scales of brain activity39. Nevertheless, brain dynamics 

are characterized by nonlinear coupling among neuronal populations53,54. Linear model-

based approach may fail to capture the associated nonlinearity in the multi-scale brain 

networks.  

The bond Graph (BG) is a graphical approach widely used to model multi-domain 

dynamical systems (e.g., electrical, fluid, mechanical, magnetic, thermal, and hydraulic) 

via energy exchange55. BG allows a compact and explicit representation of the complex 

system and provides analogous applicability to different domains using the common 

constitutive relations. With the analogy between multi-domain modeling and multi-scale 

modeling, we extend the BG approach to model multi-scale dynamical systems in brain 

networks, yielding a neurobiological-inspired state-space model with a priori knowledge 

of signal translations between multi-scale signals. Ultimately, we leverage the 

NeuroBondGraph Network (NBGNet)56, a deep learning framework consisting of recurrent 

neural networks (RNNs) and multi-layer perceptrons (MLPs), to capture the temporal 

evolution and the nonlinearity of the system dynamics. Unlike source localization, 

incorporating neurobiological knowledge (specifically tissue electrical impedance) 

eliminates bias due to unrealistic assumptions (e.g., homogeneous tissue conductivity and 

ignorance of tissue capacitance). Compared to CLC, the NBGNet models the causal 

contributions which describe how individual and populations of neurons communicate in 

a cross-scale network. While purely data-driven methods, such as generalized linear 

models or black-box RNNs, may achieve similar performance, the NBGNet approach 

provides rigorous interpretability to evaluate both within- and cross-scale causal 

interactions.  
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The NBGNet model is universal in that it can be used for any combination of neural 

activity at different scales (or even the same scale) with the appropriate modification to the 

BG structure and its derived dynamic equations. To demonstrate the power of our 

approach, we employ two specific types of simultaneously recorded real neural data in this 

work. Namely, we use local field potentials (LFPs; in the spatial scale of 10-4 to 10-5 m) 

and signals recorded from intracranial “screw-type” macroelectrodes implanted in the skull 

(screw electrocorticography or screw ECoG57,58; in the spatial scale of 10-2 to 10-4 m) 

acquired from a rhesus macaque performing a simple motor task. Screw ECoG, rather than 

electroencephalography, is chosen due to its improved signal-to-noise ratio and stability. 

The structure of the NBGNet for these two particular data types is easily extended to other 

field potential signals, as well as spiking data with minor modifications. 

We demonstrate that the NBGNet provides superior reconstruction accuracy with 

up to 11.1-fold decrease in root mean square error and 1.8- and 1.4-fold stronger similarity 

in time- and phase-domain compared to alternative methods. We show the NBGNet-

derived causal interactions align well with the neuroanatomical hierarchy of motor 

control59, demonstrating the interpretability of the model structure. We further validate the 

capability of the NBGNet to capture and reconstruct single-trial low-dimensional neural 

dynamics. Behavioral variables can also be detected by NBGNet-predicted activity as 

accurately as using empirical measurements. Finally, we examine the stability of the 

NBGNet and reveal that the learned dynamical system maintains predictive power over 

more than two weeks without model retraining. 

 



 

 

25 

2.2 DATA ACQUISITION  

2.2.1 Experimental subjects and behavioral tasks 

A male rhesus macaque is used in these experiments. The macaque is trained to 

perform a center-out task (Figure 2.1 e-f). Briefly, the subject is trained to use a joystick 

to move a cursor on a computer screen from a center target to a peripheral target. The 

joystick is attached to the front of the primate chair and the subject is free to use either 

hand to control the joystick during the experiment. In the task, the subject is trained to hold 

the cursor at the center target shown on the screen for 320 ms. Then the subject is presented 

with one of the eight outer targets, equally spaced in a circle, and selected randomly with 

uniform probability. The subject moves the cursor to the peripheral target and holds the 

cursor inside the target for 320 ms. A trial is successful if the subject completes the 320 ms 

center-hold followed by holding at the peripheral target for 320 ms. The reward is 

scheduled after a successful trial, where a custom-programmed Arduino triggered the 

reward system to deliver a small amount of juice to the subject. All experiments were 

approved by the Animal Care and Use Committee at the University of California, Berkeley. 

The subject was approximately 6 years of age at the time of data collection. 
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Figure 2.1 | The NBGNet is a neurobiologically realistic recurrent neural network that 

utilizes nonlinear dynamics to model the translation between multi-scale brain 

activities. (a,b) Schematic overview of the NBGNet architecture for forward and inverse 

modeling between LFP and screw ECoG. Details are provided in the main text. (c) Spatial 

relationships between LFP and screw ECoG. (d)  Screw ECoG signals were recorded 

across both hemispheres and LFP data was acquired from one hemisphere. Only 16 LFP 

channels were shown as a schematic. (e) Monkey performed a center-out reaching task 

using a joystick. (f) Schematic of protocol for the experiments. (g,h) Histogram and 

cumulative distribution function (c.d.f.) of RMSE in broadband and beta band (12.5 – 30 

Hz) for forward model (g) and inverse model (h; red dashed line: median). The insets show 

the representative examples with the RMSE close to the red dashed line. 
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2.3 NEUROBONDGRAPH NETWORK (NBGNET) 

2.3.1 Modeling of tissues between sources 

The interactions between measurements are modeled based on the physiology of brain 

tissue and its effect on the electrical signal flow. In this work, screw ECoG signals are 

recorded within the skull while LFP signals are measured within the cortical and 

subcortical structures (Figure 2.1 c-d). Therefore, the biological medium between the 

recording locations consists of skull, dura mater, and/or cortex. We then model the signal 

translations as an electrical circuit with the LFP as the source, the brain tissues as effective 

impedance, and the screw ECoG as the voltage measurement. Since the skull contains sinus 

cavities and numerous foramina, a three-layer structure is utilized: a spongy bone layer in 

the middle of two compact bone layers. The cavities in the spongy bone are modeled as a 

capacitance that provided potentials inside them. In contrast, the compact bone and the 

trabeculae of the spongy bone are modeled as resistances. All potential paths for electrical 

signals to travel are considered to model the signal propagation. As a thick membrane 

surrounding the brain, dura mater is represented with the effective resistance and 

capacitance in parallel. Although the cortex is composed of folded grey matter, we model 

it as an effective resistance to simplify the complexity. 

2.3.2 Bond graph modeling 

BG is a graphical representation of a physical system that allows easy access to the state-

space representation. BG consists of the bonds and the elements (Figure 2.1 a). The bonds 

represent the power, and each of them has two features: half-arrow and causality. The 

power is broken down into two pairs: flow (e.g., current in electrical domain) and effort 

(e.g., voltage). Half-arrow indicates the sign convention for the work being done. 
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Accordingly, sources will always have the arrow pointing away from the element, while 

others will have the arrow pointing into the elements. Causality in BG denotes which side 

of the bond governs the instantaneous power. There are multiple categories for elements, 

including (1) sources, denoted as S, serving as the input to the system, (2) sinks, denoted 

as S as well while serving as the output of the system, (3) inertia elements (e.g., 

inductance), denoted as I, which store energy, (4) resistance elements (e.g., resistance), 

denoted as R, which dissipate energy, (5) compliance elements (e.g., capacitance), denoted 

as C, which store potential energy, and (6) 0- or 1-junctions which split the power. 

Specifically, 0-junctions are that all efforts are equal across the bonds and the sum of flow 

in equals to the sum of flow out. In contrast, 1-junctions represent that all flows are equal 

across the bonds and the sum of effort in equals to the sum of effort out. Furthermore, as 

two passive components, I and C, exhibit time-dependence behavior, there exists preferred 

causal orientations with C defining the effort and I defining the flow. Since energy in 

different domains can be transferred into each other with a constant, BGs enable modeling 

of physical systems in distinct domains. 
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Figure 2.2 | Development of the NBGNet. (a) LFP-screw ECoG transmission electrical 

circuit was established based on the effective electrical signal pathway. (b) Bond Graph of 

the physical system illustrated in a. (c-d) Both forward- and inverse-NBGNet are derived 

from the system dynamics equations for the LFP-screw ECoG transmission model. (c) 

Schematic of forward-NBGNet architecture, where the colored circles represent a multi-

layer perceptron unit. (d) Same as c for inverse-NBGNet architecture. 

 

2.3.3 Forward and inverse modeling 

Here, we develop the state-of-the-art deep learning technique termed NBGNet to 

approximate the unknown nonlinear relationship. In NBGNet, MLP units are adopted to 

approximate the nonlinearity of the brain dynamics. The RNN framework is then utilized 
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to capture the cross-scale interactions by maximizing the likelihood of the observed brain 

signals with its internal states. The modeling of brain tissue impedances makes NBGNets 

neurobiologically realistic to analyze neural signals. Here we demonstrate the capability of 

extracting bidirectional cross-scale dynamics using NBGNets for forward and inverse 

models, respectively.  

Combing together, LFP-screw ECoG transmission electrical circuit can be 

established (Figure 2.2a). With the effective electrical circuit for electrical signal 

pathways, Bond Graph is then generated (Figure 2.2b). The compliance components C 

indicate the hidden state variables in the dynamic equations. Ultimately, we obtain a 3rd 

order ordinary differential equation describing the dynamics underlying multi-scale system 

based on the constitutive equation for each element and connection. The ordinary 

differential equations for the system are derived as follows: 

 

�̇�1 = �̇�2 +
𝑞2

𝑅2𝐶2
+

1

𝑅5
(
𝑞2

𝐶2
−

𝑞3

𝐶3
) −

𝑞1

𝑅1𝐶1

�̇�2 =
1

1+
𝑅0+𝑅𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺

𝑅4

(
1

𝑅4
(𝑉𝐿𝐹𝑃 −

𝑞1

𝐶1
−

𝑞2

𝐶2
− (𝑅0 + 𝑅𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺) (

𝑞2

𝑅2𝐶2
+

1

𝑅5
(
𝑞2

𝐶2
−

𝑞3

𝐶3
))) −

𝑞2

𝑅2𝐶2
−

1

𝑅5
(
𝑞2

𝐶2
−

𝑞3

𝐶3
))

�̇�3 =
1

𝑅5
(
𝑞2

𝐶2
−

𝑞3

𝐶3
) −

𝑞3

𝑅3𝐶3

 (2.1) 

𝑉𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺 = 𝑅𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺 (
1

𝑅0+𝑅4+𝑅𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺
(𝑉𝐿𝐹𝑃 −

𝑞1

𝐶1
−

𝑞2

𝐶2
))                (2.2) 

 

While the equations above represent the ideal condition where the resistance R and the 

capacitance C are linear. Considering the uncertainty and continuous changing of human’s 

brain tissue, nonlinearity is introduced in the equation: 
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where, 𝑅𝑇  represents 𝑅0 + 𝑅4 + 𝑅𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺 , 𝑢  represents 𝑉𝐿𝐹𝑃 , 𝑦 represents 𝑉𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺 , 

and 𝐹(∙) is a nonlinear function to be determined. 

Therefore, the multi-variable time varying Bond Graph forward model, Equations 

2.3-2.4, can be expressed as the state-space representation, 
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where, 𝑥 = [𝑞1, 𝑞2, 𝑞3]
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The inversion algorithm for multi-variable system were obtained by the following, 
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As forward model, nonlinearity is introduced in the equation as well, 
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where, 𝑅𝑇  represents 𝑅0 + 𝑅4 + 𝑅𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺 , 𝑢  represents 𝑉𝐿𝐹𝑃 , 𝑦 represents 𝑉𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺 , 

and 𝐹(∙) is a nonlinear function to be determined. 

Here we develop the deep learning technique termed NBGNet to approximate the 

unknown nonlinear relationship. In NBGNet, the network implements the causal form of 

the dynamic equations where the unknown nonlinear mappings are realized by the MLP 

units. The RNN framework is then utilized to capture the cross-scale interactions by 

maximizing the likelihood of the observed brain signals with its internal states. The 

modeling of brain tissue impedances makes NBGNets neurobiologically realistic to 
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analyze neural signals. Here we demonstrate the capability of extracting bidirectional 

cross-scale dynamics using NBGNets for forward and inverse models, respectively. The 

evolution of latent variables and the output is described by the nonlinear functions 

approximated by NBGNets.  

 

𝑽𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺,𝑡, 𝒒𝑡+1
𝑓𝑜𝑟𝑤𝑎𝑟𝑑

= 𝑁𝐵𝐺𝑓𝑜𝑟𝑤𝑎𝑟𝑑(𝒒𝑡
𝑓𝑜𝑟𝑤𝑎𝑟𝑑

, 𝑽𝐿𝐹𝑃,𝑡)                      (2.15) 

𝑽𝐿𝐹𝑃,𝑡, 𝒒𝑡+1
𝑖𝑛𝑣𝑒𝑟𝑠𝑒 = 𝑁𝐵𝐺𝑖𝑛𝑣𝑒𝑟𝑠𝑒(𝒒𝑡

𝑖𝑛𝑣𝑒𝑟𝑠𝑒 , 𝑽𝑠𝑐𝑟𝑒𝑤𝐸𝐶𝑜𝐺,𝑡)                        (2.16) 

 

where q represents the latent states of the system, and V represents the electrical recordings. 

The forward-NBGNet serves as a forward solution that models the single-trial screw ECoG 

as a nonlinear recursive mapping from the multivariate LFP (Figure 2.1 a-b). The 

network’s units to approximate such a mapping depend on three elements: a trial-specific 

initial state, input signals, and the parameters defining the system dynamics. To mimic the 

real-time modeling and abide by causality constraints, the network only runs through the 

trial forward for estimation. By inverting the forward solution, the inverse-NBGNet is then 

developed to predict LFP from screw ECoG (Figure 2.1b). As inverse computation is an 

ill-posed problem which can lead to a non-unique and unstable solution34, we expect a 

relatively poorer performance as compared with the forward solution. 

        To optimize the NBGNet, we train our model to minimize the mean-squared-error 

between predicted activity and the ground-truth using simultaneously recorded LFP data 

from the left hemisphere and screw ECoG data from both hemispheres. The major 

hyperparameters for forward and inverse model are the number of hidden nodes in the MLP 

unit for nonlinear mapping estimation and the time step. For both forward and inverse 

model, 7 nodes are utilized in MLP units, and the time step of NBGNet is equal to the data 
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sampling rate. Over-fitting occurs when we train the model with the same batch of data for 

excessive iterations. To avoid over-fitting, we select different trials of data for training 

when NBGNet has been updated for twenty times. The NBGNets are randomly initialized 

by Glorot uniform initializer and optimized using adaptive moment estimation (Adam) 

optimizer with a starting learning rate of 1 x 10-3. A portion of the data serve as the 

validation set and to determine if the model was overfit. Here we used a ratio of 9:1 between 

training and validation (held-out) data. After model training, the parameters of the NBGNet 

remain fixed for further analysis. 

 

2.4 MODEL VALIDATION 

To demonstrate how well the proposed method reconstructs the ground-truth signals and 

captures key characteristics in neural signals, we utilize several metrics, including root 

mean square error, similarity, phase synchrony, and decoding capabilities. Additionally, 

we compare our approach with two existing algorithms, sphere head model and RNN. 

2.4.1 Evaluation metrics – Scale dependent analysis 

To evaluate how close the model predictions are to the ground-truth signals, root mean 

square error (RMSE) is commonly used to indicate the absolute fit of the model. RMSE is 

defined as the square root of the mean of the square of the error,  

 

𝑅𝑀𝑆𝐸 = √
1
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2𝑇
𝑡=1                                     (2.17) 
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where Ygt represents ground-truth measurement, Ypre represents the model prediction, and 

T is the number of time points in the given trial. 

We evaluate the prediction accuracy of the presented NBGNet by calculating the 

RMSE with the acquired broadband signals over 150 individual reach trials (Figure 2.1). 

Since the beta frequency band (12.5–30 Hz) is strongly implicated in motor behaviors60,61, 

we also examine the performance specifically within the beta band activity (Figure 2.1g). 

Gated recurrent unit based RNN (GRU-RNN) is utilized as baseline for quantitative 

comparison. For the forward solution, the NBGNet yielded 17% and 42% higher accuracy 

than GRU-RNN and sphere head model in trial-wise (RMSE = 0.12 ± 0.06 for NBGNet, 

0.14 ± 0.06 for GRU-RNN, and 0.17 ± 0.07 for GRU-RNN; mean ± s.d. in the unit of 10-4 

V), 7% and 53% in session-averaged comparison (RMSE = 0.15 for NBGNet, 0.16 for 

GRU-RNN, and 0.23 for sphere head model), respectively.  

        We also assess the capability of reconstructing LFP using inverse-NBGNet and screw 

ECoG recordings (Figure 2.1h). Similarly, inverse-NBGNet outperform GRU-RNN and 

sphere head model in both trial-wise (RMSE = 0.15 ± 0.10 for NBGNet, 0.17 ± 0.09 for 

GRU-RNN, and 1.68 ± 8.03 for sphere head model) and session-averaged comparisons 

(RMSE = 0.19 for NBGNet, 0.20 for GRU-RNN, and 2.42 for sphere head model). 

Interestingly, similarly small reconstruction error reveals that the inverse-NBGNet is able 

to transform the lower-dimensional screw ECoG into the higher-dimensional LFP. 

2.4.2 Evaluation metrics – Similarity analysis 

Similarity of two time series signals also measures whether two time series signals exhibit 

similar shape of oscillation. Here we use the Pearson correlation coefficient to measure 

how highly linearly correlated two time series signals are: 
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Similarity of oscillation dynamics is an alternative approach to evaluate the integrity of 

predicted signals using cross-correlations computed on a single-trial single-channel basis. 

From the representative session (Figure 2.3a-b), NBGNet-predicted signals from most of 

the channels are moderately to strongly correlated with the ground-truth signals (average 

correlation greater than 0.462,63). Strong correlation (correlation coefficient > 0.6) is found 

on 63% of channels. Interestingly, due to movement-induced activation, channels at 

anterior brain regions exhibit greater correlation than those at posterior brain regions. The 

predicted screw ECoG match well with the raw screw ECoG in both trial-wise (Figure 

2.3c) and session-averaged comparison (Figure 2.3d). We note that the performance is 

relatively poor during 0.3-0.4 s when the subject is searching for the correct direction of 

cursor’s movement. However, the performance is better in the remainder of the time 

interval of interest when the direction of movement aligns with the target direction.  

    We also examine the correlation between the inverse-NBGNet-inferred and the 

ground-truth LFPs. Channel 29 (white matter) provides the highest correlation as 0.90 ± 

0.07 (mean ± s.d.; Figure 2.3e-f); whereas channel 82 (M1) exhibits no correlation (0.00 

± 0.30) due to unexpectedly larger amplitude. However, the predicted signals on most of 

the other channels are moderately correlated with ground-truth activity. Strong correlations 

are found on 54% of channels. As the more lateral brain recording sites are also further 

away from the surface (compared with more medial regions) where screw ECoG was 

recorded, the channels in these regions show smaller correlations (Figure 2.3b). In 
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summary, the correlation analysis confirms the NBGNet’s ability to capture the beta-

frequency dynamic features. 

 

 

Figure 2.3 | Cross-correlation analysis indicated the similarity between NBGNet 

inference and ground-truth recordings. (a) Average correlation coefficient across all the 

trials (error bars, s.d.; n = 150). Screw ECoG electrodes layout labeled with the channel 

number. Blue shaded area represents the coverage of LFP channels. (b) Same as (a) for the 

inverse model. A screw ECoG channels (3: S1) was selected for single trial-based 

comparison (c): ground truth (blue trace) versus model prediction (red trace) in the 3rd trial, 

and grand average-based comparison (d): ground truth (blue trace; mean ± s.e.m.) versus 

network output (red trace; mean ± s.e.m.) and the corresponding error trace (top). (e,f) 

Same as (c,d) for representative comparison for the inverse model (51: PMd) 

2.4.3 Evaluation metrics – Phase analysis 

Phase-domain reveals other characteristics that are not visible in time-domain. Phase 

synchronization between neurons is a fundamental neural mechanism that supports neural 

communication and plasticity64. Given a pair of signals, s1(t) and s2(t), which have been 

band-pass filtered to a frequency range of interest, the Hilbert transform, HT[•], is applied 

to obtain the corresponding analytical signals, z1(t) and z2(t):  
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𝒛𝑖(𝑡) = 𝒔𝑖(𝑡) + 𝑗 𝑯𝑻[𝒔𝑖(𝑡)] = 𝑨𝑖(𝑡)𝑒
𝑗𝝓𝑖(𝑡)                               (2.19) 

𝑯𝑻[𝒔𝑖(𝑡𝑘)] = 𝒔𝑖(𝑡𝑘) ∗
1

2𝜋
[∫ 𝑗 ∙ 𝑒𝑗𝑤𝑘𝑑𝑤

0

−𝜋
− ∫ 𝑗 ∙ 𝑒𝑗𝑤𝑘𝑑𝑤

𝜋

0
]              (2.20) 

where k = 1 to T, Ai(t) represents the instantaneous amplitude, and ϕi(t) represents the 

instantaneous phase. In order to obtain a comprehensive view, we utilize two metrics: 

phase-locking value and phase synchrony index. Phase locking value (PLV)65 or so-called 

mean phase coherence66, is defined as, 

 

𝑃𝐿𝑉 = |
1

𝑇
∑ 𝑒𝑗(∆𝛟(𝑡))𝑇−1

𝑡=0 |                                          (2.21) 

 

where Δϕ(t) represents the phase difference between pair of signals. 

       This metric characterizes the intra-trial variability of the phase difference between two 

signals, where a larger PLV indicates a stronger synchrony between them. In addition, the 

phase of phase-locking can be extracted to evaluate the mean phase difference across time.  

        In addition to the PLV, we are also interested in the instantaneous performance, and 

thus we consider phase synchrony index. First, provided with the instantaneous phase of 

two time series signals, ϕ1(t) and ϕ2(t), the instantaneous phase synchrony (IPS)67, which 

measured the phase similarity at each timepoint, is calculated by  

 

𝐼𝑃𝑆(𝑡) = 1 − 𝑠𝑖𝑛 (
|𝝓1(𝑡)−𝝓2(𝑡)|

2
)                                (2.22) 

 

where the phase is in the unit of degree. IPS spans the range of 0 – 1, where a larger value 

indicates a stronger synchrony. We define a quarter of the whole range of phase difference 

(180o), 45o, as the threshold. When the phase difference is less than 45o, IPS was greater 
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than 0.62, thus revealing a better performance. We then calculated the ratio of the time with 

the IPS greater than 0.62, termed phase synchrony index (PSI; Figure 2.4), 

 

𝑃𝑆𝐼 =
𝑡𝐼𝑃𝑆>0.62

𝑇
                                                  (2.23) 

 

To determine the level of the phase synchrony, we categorized the two-dimensional 

scatter plot of PSI and PLV into four sections with both thresholds as 0.5: Zone 1 (low PSI 

and low PLV) indicates poor synchronization, Zone 2 (low PSI and high PLV) and Zone 3 

(high PSI and low PLV) indicates medium synchronization, and Zone 4 (high PSI and high 

PLV) indicates very good synchronization (Figure 2.4). 

As phase-domain coherence is an important tool to determine the functional 

connectivity in brain networks, we examine whether the predicted and the recorded signals 

were phase-synchronized. PLV has been widely used to measure the inter-trial variability 

of phase difference, where 1 represents no change in phase difference and 0 reflects the 

opposite case65,66. To assess the intra-trial variability, we adapt PLV by averaging the phase 

difference across the time rather than the trials (Figure 2.4a,e). We also evaluate the phase 

of phase-locking to compare the average phase difference. Furthermore, IPS is applied to 

obtain the phase similarity at each time point. To quantitively assess the phase similarity, 

we examine PSI. If the phase difference seldom exceeds 45o, PSI is close to 1; it is close 

to zero otherwise. Forward-NBGNet-predicted signals are in sync with the ground truths 

(73% of average phase difference < 22.5°; average PLV = 0.59; average PSI = 0.59; Figure 

2.4b). Notably, the phase-synchronized predictions are generated in channel 3 (PSI = 0.51; 

Figure 2.4c). We further assess the phase locking and phase synchrony simultaneously for 

each channel and each trial in the form of a scatter plot (Figure 2.4d). Segmentation of the 
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scatter plot enables us to study further details. A larger fraction (74%) of predictions 

exhibits moderate or strong phase synchronization. We next evaluate the inverse-

NBGNet’s inference of the synchronous LFPs. Similarly, the predictions are in sync with 

the ground-truth LFPs (75% of average phase difference < 22.5°; average PLV = 0.60; 

average PSI = 0.60; Figure 2.4f). Notably, highly synchronized predictions at a 

representative channel are also observed (PSI = 0.83 for channel 51; Figure 2.4g). 

Furthermore, approximately half of the predictions have strong synchronization (Figure 

2.4h). Our phase analysis comprehensively validates that the model predictions are phase-

synchronized with the ground truth. 
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Figure 2.4 | Strong phase synchrony between NBGNet estimations and the 

experimental recordings. (a) Polar plots of the mean phase difference averaging across 

time in each trial for the forward model (n = 2,400). (b) Angular and corresponding zoom-

in histogram of the phase of phase-locking derived from (a). (c) A screw ECoG channel 

(3: S1) was selected for demonstrating that NBGNet made predictions in sync with the 

ground truth in the 4th trial. Instantaneous phase of the ground truth (blue trace) and the 

model inference (red trace) at each timepoint (upper) was employed to obtain the 

instantaneous phase synchrony (lower; black trace) across the time. Yellow area showed a 

strong synchronization utilized to compute the phase synchrony index (PSI). (d) A scatter 

plot of phase analysis on each channel and each trial, respectively (n = 2,400), revealing 

the expected and hidden relations between PSI and phase-locking value (PLV). Histograms 

of both PLV and PSI are represented on the x and y axes, respectively. 0.5 was set as 

thresholds for both PSI and PLV (black dashed line) to identify strong, medium, and poor 

synchrony regions. (e) Same as (a) for the inverse model (n = 23,550). (f) Same as (b) for 

the inverse model, where the histogram was derived from (e. g) Same as (c), where the 

chosen LFP channel for demonstration was the same as Figure 2.3. (h) Same as (d) for the 

inverse model (n = 23,550). 

2.4.4 Evaluation metrics – Neural latent dynamics analysis 

To characterize the latent dynamics associated with the recorded or reconstructed neural 

activity in each trial, we analyze the filtered signals, which are obtained by applying a 

bandpass filter with cutoffs at 12.5 Hz and 30 Hz, in the window starting at movement 

onset and ending 600 ms after movement onset. Such a window is selected due to the 

interest in movement execution during the trial. For each trial, we obtain the data matrix D 

of dimension n by T, where n was the number of recorded channels, T was the number of 

time points in the given trial. Then we compute the low-dimensional manifold by applying 

principal component analysis (PCA)68 to D. The resulting PCs are the linear combination 

of measurements of all the channels. We then rank these PCs based on the amount of neural 

variance explained by each PC. We keep only the three leading PCs to represent the low-

dimensional manifold, where these three leading PCs, referred to as neural modes, explain 

most of the variance in the data matrix.  
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        Differences between the neural recordings and the NBGNet’s predictions necessarily 

cause a change in the estimated manifold and latent dynamics; however, a simple linear 

transformation can be applied to compensate for these differences69. Here we expect to 

identify the embedding space where true latent dynamics are located by using canonical 

correlation analysis (CCA). In CCA, given a pair of two latent trajectories, PA and PB, 

linear transformations for each trajectory are identified to make the linearly transformed 

latent trajectories, �̃�𝐴 and �̃�𝐵, maximally correlated. First, QR decomposition70 is applied 

to both latent trajectories, 

 

𝑷𝐴
𝑇 = 𝑸𝐴𝑹𝐴                                                     (2.24) 

𝑷𝐵
𝑇 = 𝑸𝐵𝑹𝐵                                                    (2.25) 

 

Then the singular value decomposition is performed on the inner product of QA and QB: 

 

𝑸𝐴
𝑇𝑸𝐵 = 𝑼𝑺𝑽𝑇                                                  (2.26) 

 

The transformation matrix, TA and TB, is then obtained by: 

 

𝑻𝐴 = 𝑹𝐴
−1𝑼                                                      (2.27) 

𝑻𝐵 = 𝑹𝐵
−1𝑽                                                      (2.28) 

 

Accordingly, the transformed latent trajectories are given by: 

 

�̃�𝐴
𝑇 = 𝑷𝐴

𝑇𝑻𝐴                                                    (2.29) 
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�̃�𝐵
𝑇 = 𝑷𝐵

𝑇𝑻𝐵                                                     (2.30) 

 

The correlation between the transformed latent trajectories, termed canonical correlation 

(CC), is obtained by the Pearson correlation coefficient. As CC was sorted from the largest 

to the smallest in CCA, we expect to observe a descending order from neural mode 1 to 

mode 3. 

Since low-dimensional latent dynamics have been widely used to illuminate the 

relationship between neural population activity and behavior71–75, we also test whether 

NBGNet captures latent dynamics. The window of interest starting from movement onset 

and ending 600 ms after movement onset is selected, and there is no issue of imbalance 

target directions (Figure 2.5a). We compute the neural manifold and the latent dynamics 

within it using PCA68,76. The resulting PCs are termed the neural modes. The first three 

neural modes capture the majority of the variance, and are used to define the axes of the 

neural manifold. We then perform CCA77–79 to align the latent dynamics (Figure 2.5b). 

Correlation analysis (Pearson’s ρ) is utilized to quantify the similarity between these latent 

dynamics. Since canonical correlations are sorted from the largest to the smallest, we 

expect the same trend in the evaluation. First, we show that the single-trial and session-

average latent trajectories of ground-truth and reconstructed screw ECoG are similar for 

all the target directions (Figure 2.5c,d). A strong and a moderate correlation are obtained 

for neural mode 1 (0.80) and mode 2 (0.60), respectively (Figure 2.5e). To assess the 

effects of behavioral states on the model performance, we calculate the instantaneous 

correlation across time for each trial. We demonstrate both mode 1 and 2 exhibit a 

consistently strong correlation (Figure 2.5f). These observations hold for the inverse-

NBGNet, where latent trajectories derived from the inferred and the ground-truth LFPs are 
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highly correlated (Figure 2.5g). Similarly, session-averaged latent traces for the first neural 

mode are almost the same for all the targets (Figure 2.5h). A strong correlation, as well as 

correlated instantaneous correlation, are also observed in neural mode 1 (0.69; Figure 2.5i-

j). Neural mode 2 exhibits a relatively poorer performance due to less precise inference 

from inverse-NBGNet. The results indicate that the NBGNet captures the latent dynamics. 

As expected, a stronger correlation is associated with the higher ratio of variance that the 

neural mode explained. 
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Figure 2.5 | NBGNet captures and reconstructs the latent dynamics in the reaching-

out task. (a) Schematic of protocol indicates the time window used for analysis. The 

probability of each target direction is uniform. (b) We predicted that the latent dynamics 

can be recovered. (c) Representative latent trajectories derived from the ground-truth screw 

ECoG (left) and reconstructed screw ECoG (right). Each color represents each target 

direction in (a). (d) Projection of average ground-truth (blue trace) and reconstructed (red 

trace) latent trajectories for each target on the first mode. (e) Bar plot showing the strong 

magnitude of the correlations between the ground-truth and reconstructed latent trajectories 

(error bars, s.e.m.; n = 68). (f) Temporal correlation trajectories for each neural mode 

(green trace when above the threshold as 0.4; grey trace as below the threshold; mean ± 

s.e.m.). (g) Same as (c) for the inverse model to reconstruct the latent trajectories derived 

from LFPs. (h) Same as (d) for the projection of average ground-truth LFPs-derived (blue 

trace) and reconstructed LFPs-derived (red trace) latent trajectories. (i) Same as (e) for the 

correlation between the latent trajectories obtained from recorded LFPs and estimated 

LFPs. (j) Same as (f) for the inverse model (purple trace when above the threshold as 0.4; 

grey trace as below the threshold). *p < 0.05 using two-sided Wilcoxon’s rank-sum test. 

n.s. indicates no significant difference. 

2.4.5 Evaluation metrics – Feature selection and motion classification 

We consider several features per channel as candidates for the decoder and select the 

leading number of features for further analysis. For each channel, we obtain a total of 34 

features, including root mean square (RMS), mean frequency (MF), waveform length 

(WL), and the power at certain frequency ranged from 10 – 40 Hz (step size as 1 Hz): 

 

𝑅𝑀𝑆 = √
1

𝑇
∑ 𝒀(𝑡)2𝑇−1

𝑡=0                                              (2.31) 

𝑀𝐹 =
∑ 𝑓𝑡𝑝𝑡

𝑇−1
𝑡=0

∑ 𝑝𝑡
𝑇−1
𝑡=0

                                                    (2.32) 

𝑊𝐿 = ∑ |𝒀(𝑡) − 𝒀(𝑡 − 1)|𝑇−1
𝑡=1                                       (2.33) 

 

where Y(t) represents the neural signals, T is the number of time points in the given trial, 

and ft and pt are the frequencies of the power spectrum and the corresponding amplitude.   
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       To determine the subset of features selected for decoders, we calculate the Fisher 

score80 for each candidate feature. The Fisher score, F(xi), for the ith feature, xi, is computed 

by 

 

𝐹(𝑥𝑖) =
∑ 𝑛𝑗(𝜇𝑗

𝑖−𝜇𝑖)
2

𝑐
𝑗=1

∑ 𝑛𝑗(𝜎𝑗
𝑖)

2
𝑐
𝑗=1

                                                      (2.34) 

 

where μij and σij are the mean and standard deviation of the jth class corresponding to the ith 

feature, μi denotes the mean of the whole data set corresponding to the ith feature, nj 

represents the size of the jth class, and c is the total number of classes. After computing the 

Fisher score for each feature, we select the top fourteen ranked features to predict the 

subject’s behavior. Number of features is determined by maximizing the classification 

accuracy via grid search.  

        To test whether the reconstructed activity from the NBGNet maintain movement-

related information, we build linear decoders to predict the direction of the movement 

based on the neural activity. Our hypothesis is that our NBGNet inference and the neural 

recordings will yield a comparable classification accuracy. To test this hypothesis, we 

compare the predictive accuracy of seven types of decoders: (1) a decoder trained and 

tested based on screw ECoG; (2) a decoder trained and tested based on reconstructed screw 

ECoG inferred by forward-NBGNet; (3) a decoder trained and tested based on LFP; (4) a 

decoder trained and tested based on reconstructed LFP inferred by inverse-NBGNet; (5) a 

decoder trained and tested based on screw ECoG and LFP; (6) a decoder trained and tested 

based on reconstructed screw ECoG and LFP; and (7) a decoder trained and tested based 

on reconstructed LFP and screw ECoG. All decoders are defined using linear discriminant 
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analysis with the selected features as inputs to predict the direction of cursor’s movement. 

They are trained and tested on the same day, using a 4-fold cross-validation procedure to 

protect against overfitting. Chance-level performance is obtained by shuffling the dataset. 

As expected, all predictive accuracy is higher than chance-level (~12.5%). 

To understand the information encoded within neural populations, decoding 

cortical activity is of particular interest78. We wondered how accurately linear decoders 

trained with the model-inferred neural activities would perform. We first extract candidate 

features from the dataset and picked fourteen of them using Fisher score81, where fourteen 

features yields the highest classification accuracy via grid search. Linear discriminant 

analysis (LDA)81 classifiers are then trained with the selected features to predict the 

direction of cursor’s movement. The classification accuracy is evaluated using 4-fold 

cross-validation. Candidate features are arranged in descending order based on Fisher score 

averaging across all the channels. LDAs are trained with seven conditions: (1) screw ECoG 

only, (2) reconstructed screw ECoG only, (3) LFP only, (4) reconstructed LFP only, (5) 

screw ECoG + LFP, (6) reconstructed screw ECoG + LFP, and (7) screw ECoG + 

reconstructed LFP. Fourteen features are selected for classifiers 1 – 4; while twenty-eight 

features (two-fold increase due to more candidate features available from two dataset) are 

selected for classifiers 5 – 7. We demonstrate that no significant difference in classification 

accuracy between the model inference and the ground truth is observed (p > 0.05; Figure 

2.6), indicating that NBGNet’s inference maintains the discriminant power. As expected, 

the classifier trained with LFP and screw ECoG outperforms the other conditions. 

Surprisingly, the classifiers trained with both real signals and with the inclusion of 

NBGNet’s predictions (reconstructed screw ECoG + LFP and screw ECoG + reconstructed 
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LFP) yield a comparable decoding capability. Together, we show that the presented model 

maintained the integrity of information represented by the neural activity. 

 

 

Figure 2.6 | NBGNet inference can be used to predict the movement behavior. Bar plot 

showing the classification accuracy for each dataset (dashed line, chance performance; 

error bars, s.d.; n = 9). *p < 0.05 using two-sided paired T-test. n.s. indicates no significant 

difference. 

2.4.6 Evaluation metrics – Comparison methods 

The multi-scale modeling is relatively new in the neuroscience field. To benchmark 

performance of NBGNet relative to other existing algorithms, we implement two 

approaches: the electrophysiology-based sphere head model51 and data-driven recurrent 

neural network82. The sphere head model is widely used to either compute the contribution 

from the current dipoles to the electrical potentials recorded at scalp 

electroencephalography (EEG) or estimate the current dipole sources based on the scalp 

potentials83. Typically, the sphere head model assumes the head to be modeled as a four-
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layered sphere (brain, cerebrospinal fluid, skull, and scalp). Using the quasi-static 

approximation of Maxwell’s equations and the volume-conductor theory, the electrical 

potential, Φ(r,t), is obtained by the following Poisson equation84: 

 

𝛻 ∙ 𝜎(𝒓)𝛻𝜱(𝒓, 𝑡) = −𝐶(𝒓, 𝑡)                                       (2.40) 

 

where σ(r) represents the position-dependent conductivity of the medium, and C(r,t) is the 

density of the current sources. Assuming the conductivity to be isotropic, the boundary 

conditions to the sphere head model was 

 

𝜱𝑠+1(𝒓𝑠, 𝑡) = 𝜱𝑠(𝒓𝑠, 𝑡)                                         (2.41) 

𝜎𝑠+1
𝜕𝜱𝑠+1(𝒓𝑠,𝑡)

𝜕𝑟
= 𝜎𝑠

𝜕𝜱𝑠(𝒓𝑠,𝑡)

𝜕𝑟
                                      (2.42) 

𝜕𝜱4(𝒓4,𝑡)

𝜕𝑟
= 0                                                   (2.43) 

 

where each layer is labelled by s = 1 to 4. Here we assume the dipole is radial with 

magnitude p(t) at location rz. The analytical solution is then given by: 

 

𝜱1(𝑟, 𝜃, 𝑡) =
𝑝(𝑡)

4𝜋𝜎1𝑟𝑧
∑ [𝐴𝑛

1 (
𝑟

𝑟1
)
𝑛

+ (
𝑟𝑧

𝑟
)
𝑛+1

] 𝑛𝑃𝑛(𝑐𝑜𝑠(𝜃))∞
𝑛=1          𝑟𝑧 < 𝑟 ≤ 𝑟1  (2.44) 

𝜱𝑠(𝑟, 𝜃, 𝑡) =
𝑝(𝑡)

4𝜋𝜎1𝑟𝑧
∑ [𝐴𝑛

𝑠 (
𝑟

𝑟𝑠
)
𝑛

+ 𝐵𝑛
𝑠 (

𝑟𝑠

𝑟
)
𝑛+1

] 𝑛𝑃𝑛(𝑐𝑜𝑠(𝜃))∞
𝑛=1          𝑟𝑠−1 ≤ 𝑟 ≤ 𝑟𝑠 (2.45) 

 

where Φs(r,θ,t) is the extracellular potential measured at radius r and the angle θ between 

the measurement and dipole location vectors in the shell s, rs represent the radius of sphere 
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s, As
n and Bs

n are the coefficients depending on the radius and conductivities of each 

medium (defined in51), and Pn(cos(θ)) represents the nth Legendre Polynomial. As the 

solution is implemented into the case where we had nd current dipoles and nr recording 

units, a linear transformation matrix F of dimension nr by nd is obtained and utilized to 

convert the dipole moment vectors X into the electrical potential Y, given by Y = FX. This 

is a so-called forward mapping. When we perform inverse mapping to estimate X from Y, 

we need to solve an underdetermined system with pseudo-inverse by minimizing the 

following equation, 

 

‖𝑿‖2 + 𝜆(𝒀 − 𝐹𝑿)                                               (2.46) 

 

The solution to minimizing the above equation is given by, 

 

𝑿 = 𝐹𝑇(𝐹𝐹𝑇)−1𝒀                                               (2.47) 

 

Here we segment the brain (nd = 3600), where each segment includes a potential 

current dipole source. Since our data for comparison does not include dipole sources, we 

adapt the algorithms into two-step computation for both the forward and inverse models. 

In the forward model, we perform inverse mapping from LFP toward estimated dipole 

sources, followed by a forward mapping from the estimated dipole sources toward screw 

ECoG recordings. Similarly, in the inverse model, we perform inverse mapping from screw 

ECoG toward estimated dipole sources followed by a forward mapping from the estimated 

dipole sources toward LFP recordings. The parameters are summarized in Table 2.1. 
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Label Tissue Radius (mm) σ (S/m) 

1 Brain 27.88 0.33 

2 Cerebrospinal fluid 28.24 1.65 

3 Skull 30.00 0.00825 

4 Scalp 31.76 0.33 

Table 2.1: Parameters for sphere head model. 

        RNN is a deep learning method widely used to model a nonlinear dynamical system 

that included nonlinearity, recurrent connection, and hidden dynamic states85,86. In order to 

handle the long-term dependency embedded in the neural activity, Gated recurrent unit 

(GRU)82 is often implemented, where in each time point, model can determine the 

information to be stored and filtered. GRU is chosen over long short-term memory (LSTM) 

by its speed and the simpler structure. GRU-based RNN utilized in this work for 

comparison consists of two GRU layers with 64 and 32 units, two hidden layers with 32 

and 16 nodes for forward model or 32 and 128 nodes for inverse model, and the output 

layer. To avoid overfitting, we train the GRU-RNN with L2 regularization87,88 and 

dropout89. The relevant hyperparameters were optimized via Bayesian optimization. The 

training details, including training iteration, the split ratio of training and validation data, 

and the choice of optimizer, are set to be the same as NBGNet to ensure a fair comparison. 

Here we compare the NBGNet with two conventional alternatives, specifically a 

sphere head model34,90 and GRU-RNN. The sphere head model provides analytical 

formulas describing the contribution from current sources to EEG potentials with the 
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assumption of a multi-layered spherical head where each layer represents each brain tissue. 

The inverse computation can then be achieved. We also apply the state-of-the-art deep 

learning technique, GRU-RNN, as a purely date-driven alternative. The NBGNet 

outperforms the purely data-driven GRU-RNN and electrophysiology-based sphere head 

model for multiple days (Figure 2.7j). As expected, the performance of the analytical 

solution is the poorest due to the non-high-density recordings and the unrealistic 

assumptions (e.g., isotropic conductivity of the medium). While GRU-RNN clearly 

performs better than the sphere head model, the NBGNet gives a more accurate inference 

consistently over multiple days. 

2.4.7 Evaluation metrics – Stability across days 

To benchmark performance of NBGNet relative to other existing algorithms, we 

implement two approaches: the electrophysiology-based sphere head model51 and data-

driven recurrent neural network82. The sphere head model is widely used to either compute 

the contribution from the current dipoles to the electrical potentials recorded at scalp 

electroencephalography (EEG) or estimate the current dipole. As experiments are often 

conducted across multiple sessions or days, whether the trained model could generate a 

reliable and robust result is crucial. Here we examine the stability of NBGNet using the 

same metrics presented in the previous sections. We would like to emphasize that the 

NBGNet was trained on day 1 and remains fixed for testing in subsequent days. First, the 

average RMSE for both forward and inverse model are consistent over weeks to a degree 

almost indistinguishable from that in Day 1 (Figure 2.7a-b). As is the case for RMSE, the 

beta correlation is stable as well even with a few individual trial exceptions (Figure 2.7c-

d). Specifically, we find an unexpected decrease in correlation of a specific channel (Day 
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2 for forward model; Day 16 for inverse model) due to the change of the order of magnitude 

in the measurements. Overall, the predicted neural activities are still highly correlated with 

the empirical recordings (ρ= 0.47 and 0.52 for forward and inverse model).  

        We then test the stability in phase analysis. While the performance slightly dropped 

with the time, Forward-NBGNet-inferred screw ECoG are still highly synchronized with 

the real recordings (Figure 2.7e). More predictions are mostly categorized in the moderate 

to strong synchrony zone than in the poor one (+48%, +13%, +17%, +9%, -4% for Day 1, 

2, 4, 12, 16, respectively). Similarly, reconstructed LFPs are in sync across sessions 

(+10%/session; Figure 2.7f).  

    The NBGNet maintains the capability of reconstructing latent dynamics during the 

repeated movement generation for the full length of recordings from the monkey (Figure 

2.7g,h). The stability holds for a range of manifold dimensionalities from 1 to 3. As we 

find in Day 1 (Figure 2.7e,i), the descending trend in the correlations of neural modes is 

observed for multiple days. The average temporal correlations also show similar results for 

both forward and inverse model. We then test whether NBGNet inferences predict behavior 

in different sessions. It is noted that the classifiers performed as well as that trained in 

different sessions (Figure 2.7i). These results provide evidence that NBGNet-derived 

signals predict behavioral variables with similar accuracy as compared with the ground-

truth signals for multiple sessions. 
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Figure 2.7 | Stability of NBGNet’s predictions for multiple days. (a,b) Histogram of 

RMSE (left) at Day 1 (blue) and 16 (purple) for the forward (a) and the inverse (b) model. 

Scatter plot of average RMSE (right) showing no significant difference (error bars, s.e.m.; 

n = 16 and 157 for a and b; p = 0.29 and 0.07 for a and b using one-way ANOVA test). 

(c,d) Beta correlation (left) at Day 1 (blue) and 16 (purple) for the forward (c) and the 

inverse (d) model. Scatter plot of average beta correlation, where black solid line is 

obtained by averaging over the channels and black dashed line left the poorest channel out 

(error bars, s.e.m.; n = 7 and 16 for (c) and (d)).  p = 0.32 and < 0.05 for c and d using one-

way ANOVA test. While there are some significant decreases for the inverse model, the 

effect size is small. (e,f) Scatter plot of PSI versus PLI (left) at Day 1 (blue circle) and 16 

(purple triangle) for the forward (e) and the inverse (f) model. Stacked bars (right) 

demonstrate the percentage of predictions locating in each section. (g,h) Temporal 

correlation averaging across days (upper), where colored segments represents stronger 

correlation as compared with the grey counterparts. Bar plot of average correlation (lower) 

exhibiting stable performance (error bars; s.e.m.; n = 68, 49, 128, 78, 135 at Day 1, 2, 4, 

12, 16). *p < 0.05, **p < 0.01, ***p < 0.001 using two-sided Wilcoxon’s rank-sum test. 

n.s. indicates no significant difference. (i) Bar plots showing the classification accuracy of 

linear classifier to predict the target direction (error bars, s.d.; n = 5). Solid line represents 

the average performance across days. (j) Performance comparisons between the NBGNet, 

GRU-RNN, and the sphere head model. **p < 0.01, ***p < 0.001 using two-sided 

Wilcoxon’s rank-sum test. 

2.5 CROSS-SCALE CONNECTIVITY  

The complex coordination of brain functions, such as vision, motor preparation, and 

attention requires the control of causal interactions between areas91. Effective connectivity, 

which represents the influence that a neural system exerts over another92, is thus a powerful 

measure to evaluate the brain computations. In the NBGNet, we are able to derive the cross-

scale effective connectivity that depicts how the latent states of sources change those of 

targets. Positive and negative connection strengths correspond to excitatory and inhibitory 

effects, respectively. The cross-scale effective connectivity exhibits patterns of visual 

feedback (unique to target position) and voluntary movement (shared across target 

position; Figure 2.8) for different movement directions in the center-out joystick task. 

During rightward movement, a unique inverse connectivity from lateral prefrontal cortex 
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to frontal eye field is observed, exhibiting a strong preference for contralateral visual 

space93. Furthermore, the identification of multiple shared causal interactions (e.g., 

prefrontal cortex-supplementary motor area, prefrontal cortex-motor cortex, and 

somatosensory cortex-motor cortex) over all the target directions aligns well with the 

abstraction of the hierarchical anatomy of the mammalian nervous system59,94. Thus, 

NBGNet-derived effective connectivity holds great potential to illuminating the cross-scale 

computations underlying brain functions. 
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Figure 2.8 | Bi-directional effectivity connectivity extracted from NBGNets exhibited 

unique and shared patterns in the center-out joystick task. The bi-directional effective 

connectivity for each target direction was obtained from the NBGNet’s parameters and was 

averaged over the trials reaching the same target. Each subfigure corresponds to a target 

position. The vertical axes represent the channels where the connection originates; the 

horizontal axes represent the channels where the connection contributes to. The shared 

patterns were indicated with black circles; the unique patterns were indicated with the green 

circles. The circuitry diagram (middle) depicts the hierarchical interactions between brain 

regions from the shared patterns of effective connectivity. 
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2.6 DISCUSSION  

The brain consists of a hierarchical system with multiple levels of organization95. 

Growing interest in multi-scale interactions among the genetic, cellular, and macroscale 

levels has recently inspired a shift from emphasizing neural communication in individual 

scales to exploring the potential associations between scales. However, how these scales 

are interlinked is still an open question. In this work, the NBGNet addresses an unmet need 

to capture the implicit relations of multi-scale brain activity. We demonstrate that the 

neural activity at one scale can be inferred from one another with consistent performance 

across multiple days without model retraining.  

As neuronal coupling among distinct populations can be linear (synchronous) or 

nonlinear (asynchronous)96, a powerful tool capable of capturing nonlinear interactions is 

imperative. Here we utilize a BG approach to derive the nonlinear system dynamics in 

multi-scale brain network and employ a deep learning technique to approximate the 

nonlinear mapping. The BG method enables the modeling of multi-domain physical 

systems by specifying the transfer of energy between system components. To the best of 

our knowledge, this is the first time that the BG is applied to the brain. We model the 

transfer of electrical energies among brain tissues, but these energies can be measured at 

different scales or by different approaches. Inherited from BG modeling, another important 

feature of the NBGNet is system identification56,97,98. After network training, the system 

parameters are extracted and further utilized to interpret the temporal evolution of the 

underlying dynamical system. The embedded dynamics in the NBGNet are thus able to 

illustrate how the activity at one scale communicates with other scales, serving a key factor 

in uncovering the mechanistic understanding of brain computations and the mediation of 

the behaviors. 
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The guiding factor in model evaluation is utilizing comprehensive metrics. This is 

especially important for neuroscientific research. A perfect performance in one metric may 

not guarantee the same observation in another. RMSE (Figure 2.1, 2.7) is used to indicate 

the absolute measure of fit. For similarity analysis in time- and phase-domain, we assess 

cross-correlation (Figure 2.3) and phase synchrony (Figure 2.4) between model 

predictions and ground truths. As a key to understanding neural mechanisms, the capability 

of reconstructing the low-dimensional latent dynamics is also examined (Figure 2.5). 

Additionally, we consider the decoding accuracy as an indicator of the applicability to 

brain-machine interface paradigms (Figure 2.6). Finally, the predictive power without 

retraining the model over a long period has recently drawn growing attention in the field 

of neural engineering. We validate the NBGNet as a reliable approach with aforementioned 

metrics and show its broad applicability (Figure 2.7).   

As the model performance with limited channels is of particular interest, we 

randomly chose 16 LFP channels and 7 screw ECoG channels from distinct areas to obtain 

a subset of anatomically spatially distributed signals. It is worth noting that the NBGNet 

still yields a similar performance if only a subset of measurements is accessible. 

Interestingly, NBGNet’s performance is not dependent upon the depth, but on the regions 

(Figure 2.3). Forward-NBGNet captures the internal dynamics for performing a center-out 

task and thus accurately reconstructs the task-related neural activity in premotor, prefrontal 

cortex, and primary motor cortex. Furthermore, inverse-NBGNet-inferred activity matches 

the ground truth not only at the cortical region but also at a deeper subcortical area. As 

inverse model is developed by nonlinearizing the inversion of linear forward mapping 

rather than the direct inversion of nonlinear forward mapping, a slightly poorer 

performance is expected at more ventral brain region. Additionally, evidenced with the 
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failure of capturing the noise from unstable recordings, dynamics embedded in the 

NBGNet are useful for disambiguating brain computations. 

The bias-variance trade-off is a critical problem in statistics and machine learning99, 

where the simple models have a lower variance yet a higher bias, and the complexity of 

the model can reduce the bias but increase the variance. It is thus expected that the NBGNet 

outperforms the analytical sphere head model and the GRU-RNN. With the assumptions 

of dipole as the signal sources and the conductivity of the brain tissues, the sphere head 

model provides a simple solution but leads to a large bias error. The data-driven GRU-

RNN enables the approximation of nonlinear dynamics; however, a large variance, or the 

so-called “overfitting,” can be observed. Therefore, to make a fair comparison, we train the 

GRU-RNN with appropriate regularization. However, the regularized GRU-RNN is still a 

black box without any physiological interpretation of the model. Combining both 

neurobiological modeling and deep learning technique, the NBGNet succeeds in capturing 

the patterns in the training data and adapting itself to unseen data. With the complexity 

lying between sphere head model and GRU-RNN, the NBGNet holds great potential to 

resolving the bias-variance dilemma. 

In sum, the NBGNet is powerful for investigating the underlying dynamics in multi-

scale brain networks. Modeling the neural activity at disparate scales yields the causal 

interactions among multiple levels, which is crucial in illuminating the mechanistic 

understanding of brain computation. Effective connectivity extracted from the NBGNet 

exhibits both unique and shared patterns of both visual feedback and voluntary movement, 

suggesting that the NBGNet serves as a useful tool to study the brain computation. Whereas 

current work focuses on cross-scale interaction, within-scale communication can be 

incorporated for comprehensive modeling. Additionally, NBGNet can potentially improve 
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the applicability of brain-machine interfaces by inferring the brain activity with increased 

signal-to-noise ratio and even combining multi-scale activity100. Moreover, the inverse 

computation to reconstruct the activity at the uncovered brain regions makes LFP-derived 

whole-brain dynamics available. Taken together, our work represents an important step 

forward towards the mechanistic modeling of multi-scale neural activity, which may 

facilitate our understanding of neuropathological activity and the development of clinical 

devices and rehabilitative therapies to treat abnormal neural activity underlying 

dysfunctional behaviors. 
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Chapter 3: Multiscale dynamic modeling using neurobiologically 

realistic neural ordinary differential equations 

3.1 INTRODUCTION  

The brain is a formidable complex system exhibiting computational structure involving 

multiple spatial scales (from molecules to whole brain) and temporal scales 

(submilliseconds to the entire lifespan)101. Effective connectivity (EC) is a type of brain 

connectivity that characterizes the relations between brain regions. Unlike structural 

connectivity for anatomical links and functional connectivity for statistical dependencies, 

EC refers to a patten of causal interactions between distinct units within the nervous system. 

Multiscale effective connectivity (msEC) among brain regions provides essential 

information about human cognition102 and behaviors such as motor preparation41, motor 

adaptation42, motor timing43, decision making45, and working memory46. To date, work has 

primarily focused on extracting EC from a single modality (e.g., electrophysiology, 

functional magnetic resonance imaging, and 18F-fludeoxyglucose positron emission 

tomography102) and typically makes simplified assumptions in which neural dynamics are 

linear27 or log-linear30. However, the lack of the communications between multiple 

modalities and the nonlinearity prevents us from uncovering a deeper and more 

comprehensive understanding of system-level neural mechanisms of motion behavior48,49. 

msEC can be divided into within-scale and cross-scale ECs, where the former 

indicates the causal interactions between neural elements at the same spatial and temporal 

scales and the latter specifies the causal interactions between neural elements at different 

spatial or temporal scales. Previous work has largely focused on inferring within-scale EC 

via multivariate autoregressive models103, vector autoregressive models104, psycho-

physiological interactions105, structural equation modeling106–109, or dynamic causal 
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modeling110. Despite emergence of the cross-scale analyses such as source localization111 

and cross-level coupling (CLC)38, the fidelity of experimental implementation of source 

localization is limited and only the statistical dependencies are quantified by CLC. To reveal 

the directed interactions across spatiotemporal scales of brain activity, recent work has 

developed the generalized linear model-based multi-scale method39. However, recent study 

indicates that local brain dynamics relies on nonlinear phenomena112. Nonlinear model may 

be required to generate rich temporal behavior matching that of the measured data113. Taking 

the nature of nonlinearity in brain computations, we have previously proposed the NBGNet, 

a sparsely-connected recurrent neural network (RNN) where the sparsity is based on the 

electrophysiological relationships between modalities, to capture cross-scale EC114. Despite 

the success of capturing complex dynamics using a nonlinear model, to the best of our 

knowledge, we still lack an integrative method that can infer nonlinear msEC. 

To analyze multiscale neural activity in an integrative manner, we introduce a 

multiscale modeling framework termed msDyNODE (multiscale neural dynamics neural 

ordinary differential equation). Neural ordinary differential equation (NODE) is a new 

family of deep neural networks that naturally models the continuously-defined dynamics. 

In our method, within-scale dynamics was determined based on neurobiological models at 

each scale, and cross-scale dynamics was added as the connections between latent states at 

disparate scales. Using both simulation and experimental dataset, we demonstrated that 

msDyNODE not only well reconstructed the multi-scale data but also uncovered multi-

scale causal interactions driving the cognitive behavior. 
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3.2 DATA ACQUISITION  

3.2.1 Experimental protocols  

A male rhesus macaque was implanted with a 64- or 128-channel chronic array (Innovative 

Neurophysiology, Inc., Durham, NC) in the left dorsal premotor (PMd) and primary motor 

cortex (M1) regions (Figure 3.1). Before the experimental session, we ran the calibration 

session. During the calibration, the rhesus macaque passively observed a cursor moving 

from the center target toward a randomly generated peripheral target, followed by the 

cursor movement back to the center. In addition to providing continuous visual feedback, 

we also reinforced the behavior and neural activity by delivering a small juice reward 

directly into the subject’s mouth. The neural data was recorded for approximately three 

and a half minutes (or reaching 6 trials per target direction). A Kalman filter (KF) was 

employed as the decoder to map the spike count from each unit to a two-dimensional cursor 

output. While the KF decodes both intended position and velocity, only the velocity was 

used to estimate the position at the next time point based on kinematic equations of motion. 

To increase the initial performance and reduce directional bias, we conducted daily, 10-

minute closed-loop decoder adaptation (CLDA)115–119 sessions. Both the decoder and 

neural activity adapted to complete center-out tasks with consistent trial times and straight 

path lengths to each target. After the calibration session, the main task was manually 

initiated. The rhesus macaque was trained in a BMI task called “center-out”120–122. During 

the task, spiking activity was recorded online to produce cursor commands in real-time. 

Spikes for each unit were summed over a window of 100 millisecond and served as the 

input to the decoder. The neural activity was then transformed into a “neural command” 

by applying the dot product of the spike count vector to the Kalman gain matrix. Cursor 

position was updated iteratively by adding the cursor position to the product of velocity, 
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which was determined by the neural command, times update time (100ms). In each trial, 

they controlled the velocity of a computer cursor to move from the center target toward 

one of eight outer targets. Only one peripheral target was presented on a given trial. The 

order of the appearance of the target was randomly selected; however, for every eight 

consecutive trials, each target was shown once. The 8 targets were radially distributed from 

0° to 360° (0°, 45°, 90°, 135°, 180°, 225°, 270°, 315°) at equal distances from the center 

(10 centimeters). Upon successful completion of reaching and holding the cursor at the 

peripheral target for 0.2 seconds, the target turned green, and a small juice reward was 

dispensed directly into the subject’s mouth. The cursor then automatically appeared at the 

center of the screen to initiate another new trial. Subjects can fail the task in two ways: (1) 

failure in holding the cursor at the center target or the peripheral target for 0.2 seconds or 

(2) failure in reaching the peripheral target within specified time (10 seconds). The subject 

has 10 chances to complete a successful trial before the task automatically moves onto the 

next target.  

All the experiments were performed in compliance with the regulation of the 

Animal Care and Use Committee at the University of Texas at Austin. 
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Figure 3.1 | Data acquisition and experimental task design for multiscale neural 

signals. (a) Simultaneous recording of firing rates and LFP signals. (b) The visual feedback 

task contains eight different cursor movements, each corresponding to one of the eight 

outer targets. The color-coded tasks are also indicated in a. 

3.2.2 Spike trains and LFP data 

The extracellular single and multi-unit activity in the left primary motor cortex (M1) and 

dorsal premotor cortex (PMd) were recorded using a 64- or 128-channel chronic array 

(Innovative Neurophysiology, Inc., Durham, NC; Figure 3.1a). The spike trains are 

acquired at 30 kHz sampling frequency, and the LFPs are acquired at 1 kHz sampling 

frequency. After excluding the recording channels that fail to capture activity (average 
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firing rate < 1Hz), 10 (Monkey A) and 38 (Monkey B) channels are considered for analysis. 

Cursor movements were tracked using the custom-built Python-based BMI3D interface. 

Neuronal signals were collected using Trellis (Ripple Neuro, UT, USA) interfacing with 

Python (v3.6.5) via Xipppy (v1.2.1), amplified, digitized, and filtered with the Ripple 

Grapevine System (Ripple Neuro, UT, USA).  

 

3.3 MULTISCALE NEURAL DYNAMICS NEURAL ORDINARY DIFFERENTIAL EQUATION  

3.3.1 Multiscale dynamics modeling with neurobiological constraints 

We defined a multi-scale dynamics network as a collection of neural recordings from 

different modalities (e.g., spike trains, LFPs, EEGs, fast-scan cyclic voltammetry, calcium 

imaging, functional magnetic resonance imaging, and functional near-infrared 

spectroscopy). A generic multi-scale dynamics system, where the evolution of latent 

variables and the output was described by the nonlinear functions of latent states and 

corresponding inputs, for M modalities is as follows, 

 

�̇�𝑖 = ∑ 𝑓𝑖𝑗(𝐱𝑗, 𝜃𝑗 , 𝑡)
𝑀
𝑗=1 , 𝑖 ∈ [1, 2, … ,𝑀]                                 (3.1) 

𝐲𝑖 = 𝑔𝑖𝑖(𝐱𝑖, 𝜃𝑖 , 𝑡), 𝑖 ∈ [1, 2, … ,𝑀]                                     (3.2) 

 

where 𝐱𝑖 , 𝐲𝑖  represent the latent state variables and the observations for ith modality, 

respectively, 𝑓𝑖𝑗  denotes within-scale ( 𝑖 = 𝑗 ) and cross-scale ( 𝑖 ≠ 𝑗 ) dynamics 

parameterized by 𝜃𝑗 , and 𝑔𝑖𝑖 is the observation model in each modality. In this work, we 

focused on the firing rates and LFPs (Figures. 3.1-3.2), referred to as multi-scale signals. 
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In addition, to enable the interpretability of the deep learning model, we introduced 

neurobiological constraints in our proposed network. Constraints including integration of 

modeling across different scales, the nature of the neuron model, regulation and control 

through interplay between excitatory and inhibitory neurons, and both local within- and 

global between-area connectivity have been reported to make neural network models more 

biologically plausible123. How are these neurobiological constraints implemented in the 

proposed approach will be shown in the following sections. 

The multi-scale dynamics modeling for firing rate activity and LFP based on well-

established neurobiological models can be divided into three parts: (1) firing rate-firing 

rate within-scale model, (2) LFP-LFP within-scale model, and (3) firing rate-LFP cross-

scale model. The rate model was employed as the firing rate-firing rate inference model 

with Ntol coupled neurons124–126. 

 

𝑑𝑥𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑖

𝑑𝑡
=

𝑥𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑖+sigm(∑ (𝐶ℎ𝑖𝑑𝑑𝑒𝑛 𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑖𝑗

𝑑𝑥𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑗

𝑑𝑡
(𝑡)+𝐶𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑖𝑗𝑥𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑗(𝑡))

𝑁𝑡𝑜𝑙
𝑗=1

)

−𝜏𝑚
     (3.3) 

 

where xfiring rate,i represents the membrane voltage of neuron i, τm denotes the membrane 

time constant, Cfiring rate,ij and Chidden firing rate,ij represents two types of coupling strengths 

between presynaptic neuron j and postsynaptic neuron i. For the LFP-LFP within-scale 

model, we implemented the Jasen-Rit model to describe the local cortical circuit by second-

order ODEs127. 
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�̈�𝐿𝐹𝑃,𝑖0 = 𝐴𝑎 sigm0 (𝑥𝐿𝐹𝑃,𝑖1(𝑡) − 𝑥𝐿𝐹𝑃,𝑖2(𝑡)) − 2𝑎�̇�𝐿𝐹𝑃,𝑖0 − 𝑎2𝑥𝐿𝐹𝑃,𝑖0(𝑡)      (3.4) 

�̈�𝐿𝐹𝑃,𝑖1 = 𝐴𝑎[𝑝𝑖(𝑡) + 𝐶2 sigm1 (𝐶1𝑥𝐿𝐹𝑃,𝑖0(𝑡)) + 𝑝𝑚𝑢 + 𝐶𝐹𝑅−𝐿𝐹𝑃,𝑖𝑗𝑥𝑓𝑖𝑟𝑖𝑛𝑔 𝑟𝑎𝑡𝑒,𝑗] −

2𝑎�̇�𝐿𝐹𝑃,𝑖1 − 𝑎2𝑥𝐿𝐹𝑃,𝑖1(𝑡)                                                                                                (3.5) 

�̈�𝐿𝐹𝑃,𝑖2 = 𝐵𝑏𝐶4 sigm2 (𝐶3𝑥𝐿𝐹𝑃,𝑖0(𝑡)) − 2𝑏�̇�𝐿𝐹𝑃,𝑖2 − 𝑏2𝑥𝐿𝐹𝑃,𝑖2(𝑡)            (3.6) 

𝑝𝑖(𝑡) = ∑ 𝐶𝐿𝐹𝑃,𝑖𝑗 sigm0 (𝑥𝐿𝐹𝑃,𝑗1(𝑡) − 𝑥𝐿𝐹𝑃,𝑗2(𝑡))
𝑁𝑡𝑜𝑙
𝑗                       (3.7) 

 

where sigm() is a sigmoid function, A and B represent the maximum amplitude of the 

excitatory and inhibitory postsynaptic potentials (PSPs), a and b denote the reciprocal of 

the time constants of excitatory and inhibitory PSPs, pmu(t) represents the excitatory input 

noise of the neuron i, and p(t) represents the excitatory input of the neuron i from other 

neurons.  

For the cross-scale model that identified and quantified cross-scale 

communications, we considered the coupling strengths between the hidden states 

(membrane voltage of single neuron for spike; membrane potential of pyramidal, 

inhibitory, and excitatory neurons) as the effective connectivity. 

 

ℎ𝐿𝐹𝑃 = 𝐶ℎ𝑠𝑝𝑖𝑘𝑒 + 𝜀                                                (3.8) 

 

where C represents the cross-scale coupling strengths, and ε denotes the inputs from other 

units which are not taken into account plus error. Taken together, combining above 

equations, our multiscale dynamics model for spike and field potential could be written as 
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follows, where 𝐹𝑠𝑝𝑖𝑘𝑒−𝑠𝑝𝑖𝑘𝑒 and 𝐹𝐿𝐹𝑃−𝐿𝐹𝑃  represent the within-scale dynamics equations 

while 𝐹𝑠𝑝𝑖𝑘𝑒−𝐿𝐹𝑃 denotes the cross-scale dynamics equations, 

 

𝑑𝐱

𝑑𝑡
= [

𝑑𝐱𝑠𝑝𝑖𝑘𝑒

𝑑𝑡
𝑑𝐱𝐿𝐹𝑃

𝑑𝑡

] = [
𝐹𝑠𝑝𝑖𝑘𝑒−𝑠𝑝𝑖𝑘𝑒 𝟎

𝟎 𝐹𝐿𝐹𝑃−𝐿𝐹𝑃
] [

𝐱𝑠𝑝𝑖𝑘𝑒

𝐱𝐿𝐹𝑃
] + [

𝟎 𝐹𝑠𝑝𝑖𝑘𝑒−𝐿𝐹𝑃

𝟎 𝟎
] [

𝑑𝐱𝑠𝑝𝑖𝑘𝑒

𝑑𝑡
𝑑𝐱𝐿𝐹𝑃

𝑑𝑡

] +

[
𝐛𝑠𝑝𝑖𝑘𝑒

𝟎
]                                                                                                                           (3.9) 

 

3.3.2 Multiscale neural dynamics neural ordinary differential equation 

(msDyNODE)  

Popular models such as recurrent neural networks and residual networks learn a 

complicated transformation by applying a sequence of transformations to the hidden states: 

𝐡𝑡+1 = 𝐡𝑡 + 𝑓(𝐡𝑡, 𝜃𝑡). Such iterative updates can be regarded as the discretization of a 

continuous transformation. In the case of infinitesimal update steps, the continuous 

dynamics of the hidden states can be parameterized with an ordinary differential equation 

(ODE): 

 

𝑑𝐡(𝑡)

𝑑𝑡
= 𝑓(𝐡(𝑡), 𝜃, 𝑡)                                                (3.10) 

 

A new family of deep neural networks, termed the neural ODE (NODE), was thus 

introduced to parameterize the 𝑓 using a neural network. The output of the NODE was then 

computed using any differential equation solver (e.g., Euler, Runge-Kutta methods). In this 

work, we utilize Runge-Kutta method with a fixed time step of 1 ms. The resulting 
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msDyNODE model consists of 7 layers with 1,480 and 18,392 trainable parameters for 

Monkey A and B, respectively. NODE exhibits a number of benefits, including memory 

efficiency, adaptive computation, and the capability of incorporating data arriving at 

arbitrary times. Moreau et al. proposed a NODE-based approach with a Bayesian update 

network to model the sporadically observed (i.e., irregular sampling) multi-dimensional 

time series dataset128. Therefore, NODE serves as a powerful tool for multi-scale data 

analysis. 
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Figure 3.2 | The architecture of msDyNODE applied to multiscale LFP and firing rate. 

(a) Firing rate-Firing rate model follows the firing-rate model. LFP-LFP model follows the 

Jansen-Rit model. Cross-scale connectivity between firing rates and LFPs is added between 

latent variables of two systems. (b) The schematics of msDyNODE for multiscale firing 

rate-LFP model. 
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3.4 RESULTS  

3.4.1 Synthetic Lorenz attractor 

The Lorenz attractor model is becoming standard nonlinear dynamical system in the field 

with its simplicity and the easiness of state space visualization29,31. The Lorenz attractor is 

a simple but standard model of a nonlinear, chaotic dynamical system in the field. It 

consists of nonlinear equations for three dynamic variables. The state evolutions are 

derived as follows, 

 

�̇�1 = 𝜎(𝑥2 − 𝑥1)                                                (3.11) 

�̇�2 = 𝑥1(𝜌 − 𝑥3) − 𝑥2                                           (3.12) 

�̇�3 = 𝑥1𝑥2 − 𝛽𝑥3                                               (3.13) 

 

The standard parameters are 𝜎 = 10, 𝜌 = 28, and 𝛽 = 8/3. The Euler integration is 

used with ∆𝑡 = 0.001. We first simulated two sets of Lorenz attractor systems with different 

parameter sets (𝜎1 = 10, 𝜌1 = 28, 𝛽1 = 8/3, 𝜎2 = 8, 𝜌2 = 20, and 𝛽2 = 10/3) but without 

cross-scale interactions,  

 

�̇�1 = 𝜎1(𝑥2 − 𝑥1)                                                  (3.14) 

�̇�2 = 𝑥1(𝜌1 − 𝑥3) − 𝑥2                                            (3.15) 

�̇�3 = 𝑥1𝑥2 − 𝛽1𝑥3                                                 (3.16) 

�̇�4 = 𝜎2(𝑥5 − 𝑥4)                                                 (3.17) 

�̇�5 = 𝑥4(𝜌2 − 𝑥6) − 𝑥5                                            (3.18) 
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�̇�6 = 𝑥4𝑥5 − 𝛽2𝑥6                                                (3.19) 

where one for a population of neurons with firing rates given by the Lorenz variables and 

another one for LFPs given by the Lorenz variables (Figure 3.3). We started the Lorenz 

system with a random initial state vector and ran it for 6 seconds. We hypothesize that the 

neural activity consists of multiple marginally stable modes129,130. The last five seconds 

were selected to ensure marginal stability in the simulation. Three different firing rates and 

LFPs were then generated with different sampling rates (1,000 Hz for spikes and 100 Hz 

for LFPs). Models were trained with ten batches of 1-second data with randomly selected 

starting points for 1,000 iterations.  

To evaluate the fitting performance of the msDyNODE with the Lorenz systems 

with cross-scale interactions, we then  simulated two sets of Lorenz attractor systems with 

different parameter sets (𝜎1 = 10, 𝜌1 = 28, 𝛽1 = 8/3, 𝜎2 = 8, 𝜌2 = 30, and 𝛽2 = 10/3) and 

cross-scale interactions,  

 

�̇�1 = 𝜎1(𝑥2 − 𝑥1) + 0.2𝑥4 + 0.6𝑥5                                  (3.20) 

�̇�2 = 𝑥1(𝜌1 − 𝑥3) − 𝑥2 + 0.8𝑥4 − 0.4𝑥6                              (3.21) 

�̇�3 = 𝑥1𝑥2 − 𝛽1𝑥3 − 𝑥4 + 0.5𝑥5 + 𝑥6                                (3.22) 

�̇�4 = 𝜎2(𝑥5 − 𝑥4) + 0.5𝑥3                                        (3.23) 

�̇�5 = 𝑥4(𝜌2 − 𝑥6) − 𝑥5 − 0.4𝑥2 + 0.1𝑥3                             (3.24) 

�̇�6 = 𝑥4𝑥5 − 𝛽2𝑥6 + 𝑥1 − 0.6𝑥2                                   (3.25) 

 

All the other simulation settings remain the same as above. 
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The msDyNODE framework was first demonstrated using the simulated Lorenz 

attractor dataset. A Python program was employed to generate synthetic stochastic 

neuronal firing rates and local field potentials from deterministic nonlinear system. Two 

sets of Lorenz attractor systems were simulated, representing firing rates at the single-

neuron scale and LFPs at the neuronal population scale, respectively. Without causal 

interactions between scales, the msDyNODE well reconstructed the Lorenz attractor 

parameters, simulated firing rates and LFPs (mean absolute error = 0.64 Hz for firing rate; 

= 0.18 μV for LFPs; Figure 3.3a). To evaluate the performance of the msDyNODE in the 

multiscale system, we mimicked cross-scale interactions by adding causal connections 

between latent states of the two systems (Figure 3.3b). Although the fitting accuracy was 

relatively poorer than the systems without causal interactions (mean absolute error = 7.75 

Hz for firing rate; = 6.08 μV for LFPs), the msDyNODE still captured the signals and the 

Lorenz attractor parameters (Table 3.1). Furthermore, we assessed if the msDyNODE can 

identify the types (excitatory or inhibitory) and the strength of the causal interactions 

(Figure 3.3c). Positive and negative causal strengths correspond to excitatory and 

inhibitory effect, respectively. The positive causality identified by the msDyNODE was 

true positive when the ground truth was also positive. It became a false positive if the 

ground truth was negative. The identification accuracy was 77±6% (Figure 3.3c left). 

However, if the causality with the coupling strengths less than 0.05 was counted as no 

connections, the identification accuracy became 100%. The msDyNODE was also 

demonstrated successfully to capture the cross-scale coupling strengths (mean absolute 

difference between the ground-truth and estimated causality = 0.07; Figure 3.3c right). 

These simulations verified that msDyNODE is a reliable framework for modeling 

multiscale systems. 
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Model parameters Ground truth Predictions (n = 10) 

𝝈𝟏 10 10.09 ± 0.04 
𝝆𝟏 28 28.02 ± 0.06 
𝜷𝟏 2.67 2.69 ± 0.03 
𝝈𝟐 8 7.87 ± 0.08 
𝝆𝟐 20 19.82 ± 0.06 
𝜷𝟐 3.33 3.45 ± 0.03 

Table 3.1: msDyNODE captures the Lorenz attractor parameters. 
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Figure 3.3 | msDyNODE applied to Lorenz attractor. (a) The evolution of the Lorenz 

system in its 3-dimensional state space for firing rates (black) and LFPs (blue; top). The 

synthetic firing rates and LFPs, as well as the msDyNODE predictions, were plotted as a 

function of time (bottom). (b) The same as a but with cross-scale causal interactions. (c) 

Ground-truth and identified cross-scale communication types (left) and coupling strengths 

(right) between synthetic firing rates and LFPs. 

 

3.4.2 msDyNODE outputs well reconstruct experimental firing rate and field 

potential signals 

Firing rate and LFP activity are simultaneously recorded in the left dorsal premotor (PMd) 

and primary motor cortex (M1) regions of the rhesus macaque (N=2) while performing a 

center-out BMI task131–135 (Figure 3.1). Multi-scale firing rate and LFP are acquired with 

the same set of electrodes but undergoing different pre-processing procedures. During the 

center-out BMI task, the subjects volitionally modulate brain activity to move the cursor 

from the center to one of the eight peripheral targets. The msDyNODE for the firing rate-

LFP modeling was developed based on firing-rate model124–126 and Jansen-Rit model127 

(Figure 3.2). By fitting the msDyNODE to the experimental datasets, we showed the 

success of the proposed multiscale framework on modeling the multiscale brain activity 

(Figure 3.4). We find the msDyNODE primarily captured the LFP activity with 

frequency less than 30 Hz by evaluating the correlation between the msDyNODE 

predictions before and after a low-pass filter (Figure 3.4a). This observation may be 

attributed to the neural dynamics that is dominated by lower temporal frequencies. 

Therefore, for the rest of the evaluations, we focused on the performance in the frequency 

range of 0 and 30 Hz. Overall, the msDyNODE well reconstructed the firing rates (median 

of mean absolute error (MAE) = 0.74 Hz) and LFPs (median MAE = 24.23 μV; Figure 

3.4b). In addition, we find that the performance of the msDyNODE is target direction-
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independent, with a similar MAE over eight target directions for both firing rates and LFPs 

(Figure 3.4c). Interestingly, the reconstruction performances for firing rates and LFPs were 

independent (Figure 3.4d). Good performance on certain channels did not indicate 

similarly good performance for different signal types, and vice versa. Surprisingly, the 

modeling performance for firing rates remained high over hundreds of trials even 

perturbation is introduced to increase the task difficulty (Figure 3.4e). However, the 

modeling performance for LFP gradually improves over trials, which may indicate that 

LFP dynamics became more predictable. Furthermore, the performance holds when applying 

the msDyNODE to a different monkey dataset (i.e., that it is not trained on), indicating that 

the msDyNODE is generalizable across different sessions and subjects (Fig. 3.5). With a 

larger number of spiking units and LFPs recorded in this subject, it is expected that the 

msDyNODE can reconstruct LFP more accurately. The only difference in the 

reconstruction performance is that the firing rate predictions are worse during the first half 

of the experimental sessions, followed by increasing accuracy for the second half of the 

recording sessions (Fig. 3.5e). This observation may indicate the neural dynamics is more 

chaotic and thus more challenging to be captured during the first half of the sessions. These 

experimental results validated that msDyNODE could capture the dynamics hidden in the 

multiscale brain systems. 
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Figure 3.4 | msDyNODE captures and reconstructs the latent dynamics in the center-

out BMI task for Monkey A. (a) Correlation coefficient between low-pass-filtered ground 

truths (GT) and low-pass-filtered msDyNODE (black) and between msDyNODE before 

and after low-pass filter (blue) as a function of low-pass cutoff frequency (error bars, s.t.d.). 

(b) Boxplots and swarmplots of the mean absolute errors in firing rates and LFPs (top). 

The representative GT and msDyNODE with the MAE equaling to the median values of 

all the MAEs (bottom). (c) Error bars of the MAE over eight different target directions 

presented in polar coordinates (error bars, s.t.d.). (d) Bar plots of the MAE over recording 

channels (error bars, s.t.d.). (e) MAE values of firing rates and LFPs over trials. Dim points 

represent average MAE (n = 10) at each trial. 
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Figure 3.5 | msDyNODE captures and reconstructs the latent dynamics in the center-

out BMI task for Monkey B. (a) Correlation coefficient between low-pass-filtered ground 

truths (GT) and low-pass-filtered msDyNODE (black) and between msDyNODE before 

and after low-pass filter (blue) as a function of low-pass cutoff frequency (error bars, s.t.d.). 

(b) Boxplots and swarmplots of the mean absolute errors in firing rates and LFPs (top). 

The representative GT and msDyNODE with the MAE equaling to the median values of 

all the MAEs (bottom). (c) Error bars of the MAE over eight different target directions 

presented in polar coordinates (error bars, s.t.d.). (d) Bar plots of the MAE over recording 

channels (error bars, s.t.d.). (e) MAE values of firing rates and LFPs over trials. Dim points 

represent average MAE (n = 38) at each trial. 

3.4.3 msDyNODE decodes underlying behavior via multiscale effective connectivity 

In msDyNODE, the msEC can be derived from the parameters that indicate the causal 

influence that the latent states of a neural system exert over those of another system. The 

average connectivity for each target direction is calculated by subtracting the grand-

averaged connectivity from the average connectivity within each target (Fig. 3.6a). For 

each direction, the bi-directional msEC is divided into two parts (upper and lower 

triangular connectivity matrix) and visualized respectively (Fig. 3.6b). Most of the msEC 

remained similar across target directions, indicating the common patterns of voluntary 

movement. To investigate if there exist unique patterns of excitatory and inhibitory 

subnetworks across directions, we quantify the individual subnetworks using common 

graph properties such as number of edges, average clustering, and total triangles (Fig. 

3.6c). Interestingly, these graph properties are different across the eight target directions, 

revealing the excitatory and inhibitory neural dynamics exhibit unique connectivity 

patterns underlying target directions. Thus, msDyNODE is demonstrated to be capable of 

capturing the multiscale effective connectivity patterns underlying behaviors. 
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Figure 3.6 | msDyNODE captures msEC patterns underlying behaviors. (a) Workflow 

to obtain the private pattern of connectivity matrix for each target direction from 

msDyNODE-inferred msEC. (b) Circular connectivity graphs of lower (left) ㄎand upper 

(right) triangular msEC matrix for each target direction. (c) Graph properties (number of 

edges, average clustering, number of total triangles) over eight different target directions 

presented in polar coordinates for Monkey A and B, and excitatory and inhibitory 

subnetworks, respectively. 
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3.5 DISCUSSION  

Billions of individual neurons coordinate their activity together to achieve a specific 

cognitive task. But such a task cannot grow so large as to recruit all of the brain. Only the 

associated neurons will be recruited while the irrelevant ones will be left, highlighting the 

importance of studying the coordination of neural activity. Over the past decades, we have 

learned much about the human cognitive behaviors and viewed an explosive growth in the 

understanding of single neurons and synapses136,137. However, we still lack a fundamental 

understanding of multiscale interactions. A critical barrier to multiscale study was 

recording technologies for decades, forcing the scientists to choose either the microscale 

or macroscale, with few researchers addressing on the interactions between scales. 

Neurophysiologists, for example, often focused on single-neuronal activity to investigate 

the sensory consequences of motor commands with the bottom-up approach138, without the 

consideration of brain rhythm. Instead, cognitive neuroscientists pay attention to the neural 

oscillations at a larger scale (e.g., electroencephalography) with the top-down approach to 

establish the links between brain rhythm and cognitive behaviors139, disregarding the 

spiking activity of single neurons. With the advancement of multi-modal measurements, 

there is an unmet need for integrative framework to analyze multiscale systems. In the 

present study, we proposed the msDyNODE to model the multiscale signals of firing rates 

and field potentials, and then inferred multiscale causal interactions that exhibited distinct 

patterns for different motor behaviors. 

To the best of our knowledge, this is the first demonstration of a NODE applied to 

model multiscale neural activity. Assuming the brain computation as the nonlinear 

operator140–146, we employ the deep learning technique to approximate the nonlinear 

mapping of the state variables in dynamic systems. While recurrent neural network (RNN) 
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is a powerful approach to solve the dynamic equations147,148, it may loss faster dynamics 

information or introduce artifacts by matching the sampling rates between signals. In 

contrast to the RNN which describes the complicated state transformation at discretized 

steps for time-series inference, the proposed msDyNODE rather model continuous 

dynamics by learning the derivative of the state variables149. It is worth noting that the 

nonconstant sampling can be addressed by preprocessing the NODE output with the 

observation mask128. Therefore, unmatched sampling rate between modalities can be 

resolved by feeding individual observation masks, respectively. Furthermore, in the real 

world, not all the signals can be measured at fixed time intervals. The missing data issue 

can thus introduce artefacts using conventional approach which assumes the signals are 

sampled regularly. While there exists several methods such as dropping variables, last 

observation carried forward and next observation carried backward, linear interpolation, 

linear regression, or imputation dealing with missing data150, none of them serves as good 

way to deal with this issue because they adds no new information but only increases the 

sample size and leads to an underestimate of the error. The proposed framework also holds 

great potential to be an alternative approach dealing with missing data commonly seen in 

the real world. 

While msDyNODE provides accurate analysis for multiscale systems, its cost lies 

in the optimal selections of neural models. At the scale of firing rate, integrate-and-fire 

model and its variants (leaky integrate-and-fire151,152 and quadratic integrate-and-fire153,154) 

are all plausible options. At the scale of field potential activity, the candidate model 

includes Jansen-Rit model127 that characterizes three populations (pyramidal cells, 

excitatory interneurons, and inhibitory interneurons) and Wilson-Cowan model155 that 

refers to two coupled populations (excitatory and inhibitory). Suboptimal selections of 
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neural models may result in misleading conclusions. To avoid suboptimal model selection, 

probabilistic statistical measures such as Akaike Information Criterion156,157, Bayesian 

Information Criterion158, and minimum description length159,160 can be implemented to 

ensure the correct selection of the neural models.  

Recent evidence has suggested that the signal changes on multiple timescales at 

multiple levels in the motor system allow arbitration between exploration and exploitation 

to achieve the goal161–164. Still, the role of cross-scale, as well as within-scale, causal 

interactions in motor learning remains incompletely understood162,163,165. In this work, we 

utilized msDyNODE to study the essential brain function that modulates the motor 

commands to achieve desired actions, showing distinct dynamic patterns underlying 

different behaviors. Taken together, our work represents an important step forward towards 

multiscale modeling of brain networks for mechanistic understanding of brain 

computations. The underlying multiscale dynamics embedded in msDyNODE illustrate 

how the individual neurons and populations of neurons communicate across scales, which 

is a key factor in uncovering the mechanisms of brain computations and the mediation of 

the behaviors. 
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Chapter 4: Spatial resolution enhancement in photon-starved STED 

imaging  

4.1 INTRODUCTION  

Super-resolution imaging techniques allow fine structures of subcellular organelles, protein 

complexes, and membrane domains to be studied in their native environments, revealing 

new functions of these molecular assembles that were not previously known166–169. Among 

these techniques, stimulated emission depletion (STED) microscopy is particularly suited 

to image dynamic processes as its light-driven off-switching mechanism well supports a 

high recording speed169–172. STED microscopy keeps the fluorescent molecules within a 

sub-diffraction volume at an “on” state whilst switching “off” the neighboring molecules 

(or, more precisely, returning the excited fluorophores back to the ground state without 

emitting fluorescence) using a donut-shaped depletion laser (i.e., the STED beam)166,173. 

Although the spatial resolution of STED microscopy can be further enhanced by 

continuously increasing the STED-beam power, it comes at the price of severe 

photobleaching and phototoxcity174,175. For example, to achieve 50% of probability of 

returning an excited fluorophore to the ground state within its excited-state lifetime (τ, 

about 4 ns) using stimulated emission (with energy normalized cross section of 10 cm2/J), 

a STED-beam intensity of 25 MW/cm2 is required175. Such an intense excitation either 

directly damages the live samples or prohibits any long-term observation of the samples176.     

Several techniques have been developed to maintain or improve the spatial resolution while 

lowering the STED-beam power177,178. The key lies in reducing the noise in the imaging 

acquisition process. One source of noise is the anti-Stokes excitation, which can be easily 

removed by subtracting the STED-beam-only background from the STED images179–183. 

Another source of noise is the “early fluorescence” from the donut-shaped peripheral 
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region179. Using a pulsed laser and the time-correlated single-photon counting (TCSPC) 

scheme, this early fluorescence from the peripheral region can be eliminated by time-gated 

analysis, creating a method called gated-STED (g-STED) that shows improved STED 

imaging resolution (Figure 4.1a)173,184,185. However, not limited to the unwanted photons 

from the peripheral region, g-STED also discards the wanted photons from the central 

region that arrive at the detector early. As both noise and signal are reduced, the signal-to-

noise ratio (SNR) is not necessarily improved186.  

To differentiate the central fluorescence (signal) from the peripheral fluorescence 

(noise, due to imperfect depletion), Lanzanò et al. developed a method termed SPLIT 

(separation of photons by lifetime tuning) that integrates a low-excitation-power 

continuous-wave STED beam (CW-STED) with a phasor strategy to separate photons187. 

Since CW-STED exhibited less depletion efficiency and was more susceptible to the 

background noise, the continuous-wave depletion beam was later replaced by the pulsed 

beam (pSTED, Figure 4.1b and Figure 4.2)188,189. The pSTED-SPLIT method relied on a 

phasor plot for photon separation, where the decay histogram at each pixel is converted 

into a phasor point by Fourier transform190. Considering the instrument response function 

(IRF), the noise, 𝑛(𝑡), and the measured decay signals, 𝑚(𝑡), the response was described 

as follows,  

𝑚(𝑡) = 𝐼𝑅𝐹⨂𝐼(𝑡) + 𝑛(𝑡)                                           (4.1) 

where 𝐼(𝑡) represented fluorescence decay before the convolution with the IRF. After 

applying the fast Fourier transform to the measured data, 

�⃗⃗� (𝜔) = ℱ(𝑚(𝑡)) = ℱ(𝐼𝑅𝐹⨂𝐼(𝑡) + 𝑛(𝑡)) =  ℱ(𝐼𝑅𝐹) × ℱ(𝐼(𝑡)) + ℱ(𝑛(𝑡))      (4.2) 
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We noticed that in the frequency domain, the convolution operation with the IRF was just 

a simple multiplication of the IRF vector. Therefore, during the calibration procedure, we 

would obtain the IRF. Then for the rest of the experiment, we simply subtracted the noise 

vector and divided the denoised vector by the IRF vector to get the emission fluorescent 

vector. Alternatively, the Fourier Transform of the fluorescence decay histogram could be 

separated into a real number, 𝑔(𝜔), and an imaginary number, 𝑠(𝜔). 

 

𝑔(𝜔) =
∫ 𝑚(𝑡) cos𝜔𝑡𝑑𝑡

∞
0

∫ 𝑚(𝑡)𝑑𝑡
∞
0

                                               (4.3) 

𝑠(𝜔) =
∫ 𝑚(𝑡) sin𝜔𝑡𝑑𝑡

∞
0

∫ 𝑚(𝑡)𝑑𝑡
∞
0

                                               (4.4) 

After calibration, the fluorescent decay histogram (without IRF and noise) at each pixel 

could be plotted as a single point, termed phasor, on the phasor plot by applying the sine 

and cosine transforms to the measured decay data, where the modulation frequency ω was 

the laser repetition angular frequency and was calculated by multiplying the laser repetition 

rate with 2π. 

A linear decomposition algorithm was then employed to separate the long-lifetime 

photons embedded in each phasor point (wanted photons presumably from the center, 

which is denoted as the P1 phasor component) from the short-lifetime photons (unwanted 

photons from the periphery, denoted as P2 phasor component). When the P1 component 

was restored and put back to the original scanned image, a STED image with improved 

resolution was obtained191. While SPLIT clearly outperformed g-STED in its imaging 

quality, the unmixing accuracy of SPLIT was still limited by the shot noise (square root of 

the number of photons collected at each pixel)177,192. Due to the limited photon budgets in 
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imaging biological samples, widely scattered and dislocated phasor points were often seen 

in a phasor plot, making high-fidelity SPLIT analysis challenging. 

To overcome the low-photon-budget issue, we previously developed a deep-

learning framework termed flimGANE (fluorescence lifetime imaging based on Generative 

Adversarial Network Estimation) to denoise the time-resolved measurements, generating 

high-quality fluorescence lifetime images193. Here we are combining flimGANE with 

SPLIT, creating a method termed STED-flimGANE (Figure 4.1c) that can achieve an 

enhanced pSTED imaging resolution under a low STED-beam power (< 30 mW) and 

photon-starved conditions (< 200 photons per pixel). In addition, our STED-flimGANE 

approach shows minimum dependence of spatial resolution on the STED power. In our 

method, a GAN model is trained to transform low-photon-count fluorescence decays into 

highly realistic artificial high-photon-count decays, thus resulting in denoised phasors that 

can be used to restore fluorophores’ true distributions within nanoscale domains. Using our 

STED-flimGANE approach, an average resolution of 64 ± 5 nm is obtained when imaging 

the 60 nm fluorescent beads (n > 100). We also demonstrate STED-flimGANE imaging of 

nuclear pore complexes (NPCs; having an average size of 60 nm)194 on COS-7 cells and 

achieved a spatial resolution of 77 nm. It is verified that STED-flimGANE can provide up 

to 1.45-fold resolution enhancement with less dependence on STED-beam power as 

compared to the traditional pSTED-SPLIT method. 
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4.2 DATA ACQUISITION FOR STED IMAGING 

4.2.1 The time-resolved pSTED microscope 

The time-resolved pulsed STED (pSTED) was implemented on an ISS Alba v5 laser 

scanning system, which was built either upon a Nikon TE2000 microscope equipped with 

a 60X NA=1.4 oil objective lens (CFI Plan APO λ, Nikon) for imaging 60 nm fluorescence 

beads, or a Zeiss Axiovert 200m microscope equipped with a Zeiss Plan-Apochromat 100X 

NA=1.4 oil objective lens for fixed COS-7 cells. A 642 nm diode laser with pulse duration 

around 120 ps (QuixX 642-140PS, Omicron-Laserage) and a 775 nm fiber laser with 

duration around 600 ps (Katana-775HP, NKT Phontonics) were used for fluorescence 

excitation and depletion, respectively (Figure 4.1b; Figure 4.2). A set of Galvo mirrors 

and a Z-piezo stage (Nano-Z200, Mad City Labs) were employed for 3D scanning of the 

samples. Both the excitation and the STED lasers were in sync with the lifetime 

acquisition/analysis module (FastFLIM, ISS), which was triggered at the clock rate of 

either 50 MHz (for beads samples) or 80 MHz (for biological samples) by the STED laser. 

The 642 nm laser had a built-in picosecond delayer (10 ps resolution, 0-28 ns tuning range) 

for precise tuning of the temporal separation between the excitation and depletion pulses. 

The optimal delay was obtained by comparing the pSTED results of the beads while 

adjusting the delay in 50-ps steps. The two beams were combined by a 670 nm long-pass 

dichroic mirror (DM1 in Figure 4.1b, FF685-Di02, Semrock). A custom-made multi-band 

dichroic mirror (DM2 in Figure 4.1b, zt473-491/561/640/2p-trans-pc-uf2, custom-made 

by Chroma) was used to separate fluorescence emission and stimulated emission and 

reflect the de-scanned emission light. The fluorescence was collected by an avalanche 

photodiode (SPCM-ARQH-15, Excelitas), after being filtered by a 720 nm short-pass filter 

(OD-8 720 nm, Chroma) and a band-pass emission filter (679/41 nm, Semrock). A tuneable 
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and motorized confocal pinhole (with size tuning range from 20 μm to 1 mm) was placed 

in front of the detector to suppress the background from out-of-focus planes. For the 

pSTED imaging, the pinhole size was fixed at 50 μm. Photon histograms acquired by the 

FastFLIM module were converted into a phase plot. A diluted Cy5 solution, with ~1 ns 

lifetime, was used to calibrate the FastFLIM system before imaging the samples. Each bead 

or cellular sample was scanned only once with a dwelling time of 0.4 ms per pixel, 

generating a 512 x 512 image (with an image size of approximately 10.63 x 10.63 μm or 

14.64 x 14.64 μm, depending on the location of field-of-view). Data acquisition and a part 

of the analyses were performed using the ISS VistaVision 64-bit software. The rest of the 

analyses (flimGANE) were performed in Python. 
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Figure 4.1 | Principle of the STED-flimGANE. (a) The temporal dynamics of 

fluorescence can be used to improve the STED imaging resolution. When the distance of a 

fluorophore to the center of excitation increases, the depletion effect kicks in and increases 

the decay rate. (b) pSTED microscopy setup uses a pulsed excitation and pulsed depletion 

beam (i.e., the STED beam). The two laser beams are combined by a dichroic mirror 

(DM1), forming diffraction-limited Gaussian (red) and doughnut-shaped focal intensity 

distribution (purple), respectively. The fluorescence (green and blue) is detected by the 

avalanche photodiodes (APDs) and registered by a digital-frequency-domain lifetime 

acquisition module. (c) Our STED-flimGANE method integrates the SPLIT (separation of 

photons by lifetime tuning) scheme with a deep learning-based phasor analysis algorithm 

termed flimGANE (fluorescence lifetime imaging based on a generative adversarial 

network) to improve the STED imaging resolution while using a lower STED-beam power. 

The well-trained STED-flimGANE model can generate a robust phasor representation (G-

generated phasor plot) with less scatter for reconstructing STED images with higher spatial 

resolution.  

 

Figure 4.2 | Details of the pulsed STED (pSTED) microscope. HWP: halfwave plate. 

GTP: Glan-Thompson polarizer. ODL: optical delay line. M: mirror. DM: dichroic mirror. 

FL: focal lens. RF: retroreflector. SBCM: STED beam conditioning module. QWP: quarter 

wave plate. VPM: vortex phase mask. APD: avalanche photodiode.  
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4.2.2 Sample preparation and image acquisition  

We performed Two types of samples, 60 nm fluorescent beads and STAR-635P-stained 

nuclear pore complexes (NPCs) on fixed COS-7 cells, were tested using the STED-

flimGANE method. The beads were first diluted in water and sparsely coated on a poly-L-

lysine-treated glass coverslip. The fixed COS-7 cells were stained with a primary antibody 

against the nuclear pore complex protein Nup 153 and then a secondary antibody 

conjugated with STAR-635P. The power of the 642 nm laser for fluorescence excitation 

was fixed at 2.2 μW (measured at the back aperture of the objective), while the power of 

the 775 nm depletion beam varied for spatial resolution investigation.  

 

4.3 DATA ANALYSIS  

4.3.1 STED-flimGANE 

To further enhance the resolution of the pSTED-SPLIT method, the noise of the phasor 

plot needs to be suppressed and the assignment of the P1 and P2 components must be 

accurate and highly reproducible. To improve the quality of the phasor plot, here we 

applied the generative adversarial network (GAN) model to denoise the phasors under 

photon-starved conditions (Figure 4.1c). The generative model learned to generate realistic 

objects from noisy inputs via an adversarial process195.31 Based on the Wasserstein GAN 

framework196, the generator (G) in our flimGANE algorithm was trained to produce an 

“artificial” high-photon-count fluorescence decay histogram based on a low-photon-count 

input (photon counts < 200 per pixel), while the discriminator (D) distinguished the 

artificial decay histogram from the ground-truth (Figure 4.1c)193. Described in more details 

in Section 4.3.2 and Figure 4.3, our generator G was built on convolutional neural 



 

 

100 

networks (CNN), fully connected neural networks (FCNN), and residual neural networks 

(ResNet), while the discriminator D was comprised of four fully connected layers. To 

achieve the training goal that maximized the probability of the discriminator making a 

mistake, the GAN model was trained by minimizing both the generator loss and 

discriminator loss, which were defined as: 

 

𝐺𝑙𝑜𝑠𝑠 =
1

𝑛
∑ [−𝑓(𝐺(𝑧𝑖))],

𝑛
𝑖=1                                          (4.5) 

𝐷𝑙𝑜𝑠𝑠 =
1

𝑛
∑ (−𝑓(𝑥𝑖) + 𝑓(𝐺(𝑧𝑖)))

𝑛
𝑖=1 ,                                (4.6) 

 

where 𝑧𝑖 represented the 𝑖𝑡ℎnormalized low-photon-count fluorescence decay histogram, 

𝑥𝑖  was the 𝑖𝑡ℎ normalized ground-truth fluorescence decay histogram (obtained by 

simulations), and 𝑓(𝑥) was the 1-Lipschitz function approximated by the discriminative 

model. In order to avoid mode collapse, a common issue in GAN where the G got stuck in 

a small space with low variety196, we included additional loss functions between the 

generator output and the ground truths. Eventually, a well-trained G enabled the production 

of very realistic, artificial high-photon-count decays that could be used to generate a robust 

phasor representation with less scatter in the frequency domain. 
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Figure 4.3 | Schematic of the STED-flimGANE method. (a) A generator (G) transformed 

the acquired decay curve into a high-photon-count decay. It comprised a concatenation 

layer, two CNN blocks, each of which comprised one convolutional layer followed by an 

average pooling layer. The CNN section was followed by a flatten layer. Then a multi-task 

layer converted data into virtual lifetime parameters, followed by two fully connected 

layers. Skip connection was used to pass data between layers of the same 

level. Discriminator (D) consisted of four fully connected layers. (b) Goutput from the well-

trained generator was converted into phasor domain for automatic assignment of P1 and 

P2. First, peak pixels on G-generated S image were identified. Second, their corresponding 

decay histograms and the neighboring pixels were extracted to ensure the selected peaks 

represented the center of excitation. The phasor coordinates of these center pixels were 

determined to be P1. Third, P2 was assigned on the other end of the STED trajectory with 

a certain threshold (e.g., MAX0.9, where MAX represented the maximum occurrence on 

the phasor plot). The representative beads example showed that the location with the 

threshold of MAX0.9 matched well with the fluorescence decays at the periphery of the 

excitation. Finally, the STED-flimGANE image was obtained by photon separation with 

our automatic assignment of P1 and P2.  

4.3.2 Generative adversarial network structure and training 

In this work, we trained a deep neural network using a Wasserstein generative adversarial 

network (WGAN)196. While GAN has shown great success with Jensen-Shannon (JS) 

divergence as the loss function, the difficulty of achieving Nash equilibrium and vanishing 

gradient make the GAN training challenging. Instead of JS divergence, Wasserstein 

distance as the loss function enables the training process to offer strong enough gradients 

to train the generator as compared with the original GAN. The loss functions of WGAN 

for the gradient update to the generator and discriminator were shown in Equation 4.5- 4.6, 

where 𝑧𝑖  was the normalized low-photon-count fluorescence decay histogram, and 𝑥𝑖 

represented the normalized ground truth. 𝐺(𝑧) was the normalized ground-truth mimicking 

histogram and 𝐷(𝑥)  was the probability that 𝑥  came from the ground-truth decay 

histogram. Additionally, 𝑓(𝑥) was a 1-Lipschitz function that met the following formula: 

|𝑓(𝑥1) − 𝑓(𝑥2)| ≤ |𝑥1 − 𝑥2|. In the WGAN framework, the function 𝑓 to calculate the 

Wasserstein distance was approximated by the discriminator with the weights determined 
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by the clipping parameters. Typically, a high value of the discriminator output was 

regarded as the ground-truth data, while a lower value meant the low-photon-count 

histogram.  

Another issue in the GAN framework was the mode collapse, where the generator 

could only produce a single output type. We added two additional loss functions to the Gloss 

to avoid the mode collapse issue. The first one was the mean squared error between the 

𝐺(𝑧𝑖) and the 𝑥𝑖 in the time domain. The second additional loss was the mean squared error 

between the 𝐺(𝑧𝑖) and the 𝑥𝑖 in the frequency domain. This additional information in the 

training process forced the generator model to learn the variability in the training dataset, 

thus stabilizing the training schedule and leading the GAN model to converge. 

The model architecture for the generative model consisted of convolutional neural 

network layers, a multi-task layer with three nodes, a fully-connected decoding layer, and 

a residual connection (Figure 4.3). There were two convolutional layers (each had a 

rectified linear unit activation function, 𝑅𝑒𝐿𝑈(𝑥) ) and pooling layers (with average 

operation with the pool size of 2) followed by a flatten layer.  

𝑅𝑒𝐿𝑈(𝑥) = 𝑥+ = max(0, 𝑥)                                         (4.7) 

The output of the flatten layer was then fed into a multi-task neural network with hard 

parameter sharing, transforming the high-dimensional output into three tasks. The last layer 

was the multilayer perceptron with the activation functions as tanh () to force the output 

range to lie within -1 and 1. Since this last layer mapped the 3 tasks into 256 channels of 

the fluorescence decay histogram, we termed the layer a decoding layer. Finally, instead of 

learning a direct mapping from the normalized low-photon-count fluorescence decay 

histogram to the ground-truth fluorescence decay histogram, we reframed the process with 
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the residual learning framework by introducing a residual connection between the 

normalized low-photon-count decay histogram and the model’s output. 

The model architecture for the discriminative model consisted of four densely 

connected neural network layers with 128, 32, 4, and 1 nodes (Figure 4.3). All the layers 

except the last one had a sigmoid activation, 𝑆(𝑥), forcing the output to lie within the range 

from 0 to 1, defined as follows,  

𝑆(𝑥) =  
1

1+𝑒−𝑥                                                      (4.8) 

In contrast, the last layer had the linear activation function to output the scores 

corresponding to the fluorescence decay histogram fed into D.  

In this work, we focused on the training of the generative model. In the generative 

model training stage, the total iteration was 2,000. We randomly selected ~10% of training 

samples from the dataset pool within each iteration. The discriminative model was updated 

five times while the generative model was kept untrainable, then the generative model was 

updated once while keeping the other one untrainable. The Glorot uniform initializer 

randomly initialized the generative and discriminative models. The generative model was 

optimized using Adam optimizer with a learning rate of 1 x 10-4. The discriminative model 

was optimized using RMSprop optimizer with a starting learning rate of 5 x 10-5. The final 

generative and discriminative models for each application in this work were selected at 

around the 700th iteration, which took ~2h to train the model. Training without the 

discriminative loss and predictive cost could result in over-smoothed images, as the 

generative model optimized only a specific group of statistical metrics. Therefore, it was 

imperative to incorporate a discriminator to train the generative model.  
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4.3.3 The separation of photons by a lifetime tuning (SPLIT) 

As shown in Figure 4.1c, when the distance of the fluorophore to the center of excitation 

increased, the depletion effect kicked in and increased the decay rate. The resulting phasor 

points thus lay along a chord of the G-S semicircle, moving from the top of the semicircle 

to the lower part of the semicircle, termed a STED trajectory (Figure 4.3). The two ends 

of the STED trajectory were the P1 and P2 components, which represent central and 

peripheral emissions, respectively. Typically, the positions of P1 and P2 were determined 

manually. To improve accuracy and reproducibility, our STED-flimGANE adopted an 

algorithm to assign P1 and P2 positions in the denoised phasor plot. Previously, the SPLIT 

method relied on the manual assignment of the locations of two phasors, P1 and P2, which 

corresponded to the center and the periphery of the excitation spot, respectively. With our 

high-quality phasor plot, we proposed an automatic procedure to assign the locations with 

our high-quality phasor plot and then retrieve the desired signals via photon separation. 

First, as the center of the excitation had the largest S coordinate according to the STED 

trajectory (Figures 4.3-4.4), we identified multiple peak pixels on the G-generated S image 

via a local maximum filter. Then the exclusion criteria were applied to exclude the 

identified peaks if any of the following situations has been met: (1) the distance between 

peaks was less than 40 pixels, (2) the distance to the border of the image was less than 15 

pixels. Second, the decay histograms at these selected peaks and the neighboring pixels 

were extracted to ensure the identified peaks represented the center of excitation. When the 

distance of the fluorophore to the center of excitation increased, the depletion effect kicked 

in and increased the decay rate. After summing all the decay histograms at peak pixels, 

followed by the normalization, we converted the normalized decay into a phasor. The 

location of this phasor was determined to be P1. Third, according to the STED trajectory, 
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the phasor of the periphery of the excitation spot was located at the other end of the 

trajectory. Therefore, P2 was assigned to the other end of the STED trajectory with a certain 

threshold (e.g., MAX0.9, where MAX represents the maximum occurrence on the phasor 

plot; Figure 4.3). When evaluating the fluorescence decays at the pixels away from the 

identified peaks, the phasor location with the threshold of MAX0.9 matched well with the 

peripheral region of the excitation spot. Finally, the STED-flimGANE image was obtained 

by performing the linear decomposition algorithm on the G-generated phasors smoothed 

with a Gaussian filter (σ = 1). 

 Assume that a pixel (with the total number of collected photons N) had a phasor 

located on P, equal to P = f1P1 + f2P2, where f1 and f2 represented the fractional components 

of the detected photons. Given f = [f1; f2] and M = [P1
T, P2

T], we could write the linear 

system in the matrix form P = Mf. The solution f = M-1P enabled us to separate the photons 

emitted by molecules in the center of the excitation (= f1N). Eventually, the resulting image 

with improved resolution could be obtained by iterating this process for each pixel in the 

image. Here we first validated our model using a synthetic dataset (Figures 4.4-4.6), 

followed by applications to real samples (fluorescent beads in Figure 4.7 and biological 

samples in Figures 4.8-4.13) under various depletion conditions. 

 

4.4 RESULTS  

4.4.1 Synthetic data and the STED-flimGANE model training  

The STED-flimGANE model was first trained using a Monte Carlo simulation dataset 

(Figure 4.4). A Python program was employed to simulate the photon collection process 

in the counting device with either 64- (for fluorescent beads) or 256-time bins (for stained 
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NPCs), followed by the probability mass function calculation based on the convolution of 

an experimentally obtained instrument response function (IRF) and a theoretical 

fluorescence decay in the central and peripheral regions, generating the following 

piecewise function: 

 

𝐼𝑖(𝑡) ∝ {
𝑒−𝑡/𝜏𝑖,𝑆𝑇𝐸𝐷                                        if 0 ≤ 𝑡 < 𝑇𝑆𝑇𝐸𝐷

𝑒−𝑇𝑆𝑇𝐸𝐷/𝜏𝑖,𝑆𝑇𝐸𝐷𝑒−(𝑡−𝑇𝑆𝑇𝐸𝐷)/𝜏𝑖,𝑓𝑙            if 𝑡 ≥ 𝑇𝑆𝑇𝐸𝐷

                     (4.9) 

 

Where 𝐼𝑖  represented the intensity at time t and location 𝑖,  𝜏𝑖,𝑓𝑙  represented the natural 

fluorescence lifetime of a fluorophore at location 𝑖, 𝜏𝑖,𝑆𝑇𝐸𝐷 was the shortened fluorescence 

lifetime under the STED-beam depletion at location 𝑖 , and 𝑇𝑆𝑇𝐸𝐷  was the STED-beam 

pulse duration (600 ps in this work). Location 𝑖 = 1 represented the center while 𝒊 > 1 

indicated the (𝒊 -1) pixels toward the periphery. Depending on the fluorophores that users 

wanted to image (0.5-3.5 ns for natural fluorescence lifetime of most fluorophores) and the 

available photon budgets (50-5,000 photon counts per pixel), 300 normalized ground truths 

and 150,000 degraded decays were generated for training G and D. The adversarial network 

training was completed in 2.3 hours. 

The normalized degraded decay was transformed into the normalized “ground-truth 

mimicking” histogram, termed Goutput, within 0.08 ms per pixel. After the training process, 

Goutput became indistinguishable by D from the ground truth dataset (Figure 4.1c and 

Figure 4.5). Two validation steps were employed to evaluate the accuracy and reliability 

of the STED-flimGANE imaging. First, success in training was reflected by the quick drop 

of training loss (mean-squared error, MSE; Figure 4.5a), followed by the convergence to 

0.01 count2 after training iterations. Second, Sarmento et al. evaluated the SNR of a phasor 
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plot based on the spread along the direction of the phasor elongation. The phasor elongation 

along the direction of the STED trajectory, Δd, was mostly affected by STED-induced 

temporal dynamics modulation (Figure 4.6). The higher depletion power, the larger Δd. 

The spread along the direction perpendicular to the STED trajectory, ΔN, represented the 

SNR, where higher SNR led to smaller ΔN. We first identified the STED trajectory based 

on the given phasor plot. We then calculated ΔN for each pixel. Ultimately, the average ΔN 

served as a metric to compare the SNR of the phasor plot among different methods. 

Adopting the same strategy, we assessed the denoising performance of our STED-

flimGANE algorithm197. When tested on an unseen dataset, STED-flimGANE showed 2.9-

, 2.2-, and 2-fold improvement in SNR of the denoised phasor plots as compared to the 

plots before denoising, for the ultra-low- (< 100 photons per pixel), low- (100-200 photons 

per pixel), and medium-photon-count (200-300 photons per pixel) conditions, respectively,  

and a positive correlation (0.95; Pearson correlation coefficient) between the model 

performance and the SNR (Figure 4.6). These metrics verified that the STED-flimGANE 

is a reliable model for STED imaging analysis and reconstruction. 
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Figure 4.4 | Simulated dataset for STED-flimGANE network training. Due to the 

pulsed STED laser (600 ps), the originally exponential decay was modulated by the STED-

induced decay rate during the depletion process. With different simulated natural 

fluorescence lifetimes and STED-induced decay rates, we observed the corresponding 

STED trajectory on the phasor plot. Then we performed a Monte Carlo simulation on the 

instrumental response function-convolved STED-induced decay to generate a large dataset 

for our model training. A clear and distinct pattern between disparate depletion levels was 

observed from nine representative simulated STED-induced decays.  
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Figure 4.5 | Generator (G) can transform a low-photon-count decay histogram into a 

high-photon-count one. (a) Training loss of STED-flimGANE over iterations. The mean 

squared error between Goutput and the ground-truth fluorescence decay histograms was 

visualized over training iterations. We could observe a rapid drop at the beginning of the 

training, and the loss converged to a certain value (~0.01 ns2). The model was selected after 

700 training iterations (indicated by the back dot). (b) Given the GAN framework, the 

normalized low-photon-count decay histogram was transformed into the normalized 

ground-truth mimicking histogram. At the beginning of the training stage, the output from 

the G was chaotic. The generator-inferred fluorescence decay histogram gradually matched 

the ground truth during the training process.  
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Figure 4.6 | Characterization of SNR improvement on phasor plots. (a) Schematic of 

SNR characterization in phasor plot. (b) The phasor plot was obtained from the synthetic 

ground truths for evaluation. (c) The phasor analysis of the synthetic degraded fluorescence 

decay histogram and the STED-flimGANE’s Goutput under ultra-low- (30-100 photons per 

pixel), low- (100-200 photons per pixel), and medium-photon-count (200-300 photons per 

pixel) conditions. Scatter error was significantly reduced after STED-flimGANE.  
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4.4.2 Validation of STED-flimGANE using 60 nm fluorescent beads  

When imaging fluorescent beads, the power of the 775 nm depletion beam was fixed at 

120 mW. Under such a strong STED-beam power, the acquired average photon count per 

pixel reduced to 41 photons (Figure 4.7). In the confocal imaging (equivalent to STED 

imaging without the depletion beam), the phasors mapped from all pixels scattered around 

the long lifetime (P1) components in the semicircle. In contrast, when the STED beam was 

employed, the phasor distribution elongated toward the short lifetime (P2) component 

(Figure 4.7a). The formation of a clear STED trajectory clearly facilitated photon 

separation in the pSTED-SPLIT and STED-flimGANE schemes, thus improving the spatial 

resolution (Figure 4.7b-c). By fitting the line profiles with a multi-peak Gaussian function 

(Figure 4.7d), we estimated the full-width-at-half-maximum (FWHM) of these fluorescent 

beads (n > 100) to be 64 ± 5 nm when using STED-flimGANE, which was 1.17-fold and 

1.09-fold improvement as compared to the conventional pSTED imaging (75 ± 5 nm) and 

the pSTED-SPLIT imaging (70 ± 6 nm), respectively. 
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Figure 4.7 | Fluorescent bead imaging results using confocal, pSTED, sSTED-SPLIT 

and STED-flimGANE microscopy. (a-b) The phasor representations (a) and the intensity 

images (b) of the confocal, pSTED, pSTED-SPLIT, and STED-flimGANE images for 60 

nm fluorescent beads.  The STED-beam power (PSTED) was fixed at 120 mW. Scale bar is 

1 μm. (c) Zoom-in views of the box regions in (b) show that the STED-flimGANE achieves 

the highest spatial resolution. Scale bar is 400 nm. (d) Line profiles of the confocal, pSTED, 

pSTED-SPLIT, and STED-flimGANE images in (c). A two-component Gaussian fitting 

was utilized to obtain the FWHM of the fluorescent beads. The average resolutions are 75 

± 5, 70 ± 6 and 64 ± 5 nm (n = 125) for pSTED, pSTED-SPLIT and STED-flimGANE 

microscopy, respectively.  

4.4.3 Performance of STED-flimGANE in imaging biological samples  

When imaging nuclear pore complexes (NPCs, with an average size of 60 nm) on fixed 

COS-7 cells, STAR-635p was used as the STED dye that stained nucleoporin Nup 153 

through a primary and a secondary antibody (Figure 4.8a-b). As expected, with a more 

effective algorithm to separate unwanted photons, STED-flimGANE outperformed pSTED, 

and pSTED-SPLIT in resolving NPCs under low-photon-count (133 average photons per 

pixel) to ultra-low-count (45 average photons per pixel) conditions (Figure 4.8c). Both 

pSTED and pSTED-SPLIT schemes failed to reconstruct a clear NPC image at a low 

STED-beam power (20 mW) and high average photon count (133 per pixel), indicating a 

reduced resolution due to the early fluorescence background. However, under this low 

depletion condition, STED-flimGANE still well resolved the adjacent NPCs (Figure 4.8b). 

The line profile from the STED-flimGANE image exhibited a clear trough between the 

adjacent NPCs (Figure 4.8c). When the distance between adjacent NPCs is down to 140 

nm, only STED-flimGANE can better differentiate these NPCs (Figure 4.9). In contrast, 

pSTED and pSTED-SPLIT could resolve the same pair of NPC only when the STED-beam 

power was higher (60 mW). Although the resolution of the STED-flimGANE slightly 

improved under high STED-beam power (Figure 4.8c), its spatial resolution dependence 

on the STED-beam power was much less than that of pSTED and pSTED-SPLIT. 
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Specifically, the STED-flimGANE showed 1.45-fold improvement in spatial resolution (77 

nm) as compared to that of pSTED-SPLIT (112 nm) under the STED-beam power of 60 

mW, indicating that STED-flimGANE could further enhance the spatial resolution when 

STED-beam power was kept low. 
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Figure 4.8 | Nuclear pore complex (NPC) imaging results on COS-7 cells under low-

to-medium depletion power conditions. (a) The intensity images of NPCs using the 

confocal, pSTED, pSTED-SPLIT, and STED-flimGANE microscopy under various 

depletion powers.  COS-7 cells were stained with a primary antibody against Nup 153 and a 

STAR-635P-labeled secondary antibody. Scale bars are 1 μm. (b) Zoom-in views of the 

box regions in (a) show that only the STED-flimGANE could well resolve the two adjacent 

nuclear pore complexes (indicated by white dashed lines) at PSTED = 20 mW. Scale bar is 

200 nm. (c) Line profiles of the confocal, pSTED, pSTED-SPLIT, and STED-flimGANE 

images in (b). The average resolutions are 116 ± 1 and 101 ± 1 nm (n = 100) for pSTED-

SPLIT and STED-flimGANE microscopy, respectively, at PSTED = 20 mW.  

 

 

Figure 4.9 | The STED-flimGANE enables differentiation of the nuclear pore complex. 

(a) The zoom-in views of the intensity images of NPCs using the pSTED-SPLIT and 

STED-flimGANE microscopy at PSTED = 20 mW. Scale bar is 200 nm. (b) Line profiles of 

the confocal, pSTED, pSTED-SPLIT, and STED-flimGANE images in (a). Blue arrow 

indicates a clear trough between the adjacent nuclear pore complexes.  

4.4.4 Resolution comparison under extreme depletion power conditions  

Here we compared the spatial resolution of the STED-flimGANE imaging with that of the 

confocal, pSTED, and pSTED-SPLIT imaging under extremely low (PSTED = 14 mW, 120 

average photons per pixel) and extremely high (PSTED = 140 mW, 55 average photons per 

pixel) depletion power conditions (Figure 4.10a-b). As expected, the P2 component moved 

closer to (1, 0) under the high depletion power (Figures 4.11-4.12). Although both pSTED-
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SPLIT and STED-flimGANE could differentiate closely packed NPCs under the high 

depletion power, some closely packed NPCs were not resolved in pSTED-SPLIT imaging 

under the low depletion power (Figure 4.10c-d and Figure 4.13). In contrast, STED-

flimGANE well resolved these closely packed NPCs even under a low depletion power. In 

addition, STED-flimGANE offered more background suppression in the surroundings of 

the NPCs and the outer regions of the cells (Figure 4.10c). 
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Figure 4.10 | Nuclear pore complex (NPC) imaging results on COS-7 cells at extreme 

depletion power conditions. (a) The intensity images of the confocal, pSTED, pSTED-

SPLIT, and STED-flimGANE for the STED probe under extremely low depletion 

conditions (PSTED = 14 mW). Scale bars, 1 μm. (b) The same as (a) but under extremely 

high depletion conditions (PSTED = 140 mW). (c) Zoom-in views from the solid box region 

in (a, b) demonstrated that the STED-flimGANE achieved a similarly high spatial resolution 

using extreme depletion power. Obvious improvements were observed from extremely low 

to high depletion for both pSTED and pSTED-SPLIT. Scale bars, 400 nm.  The arrows 

indicate that only STED-flimGANE was able to resolve the closely packed NPCs under 

extremely low depletion conditions. (d) Line profile of the confocal, pSTED, pSTED-

SPLIT, and STED-flimGANE images in (c).  

 

 

Figure 4.11 | Phasor plots for confocal, pSTED, and STED-flimGANE in Figure 4.8. 

The G-generated phasor plots, P1 and P2 assigned by our automatic approach allowed us 

to determine the photons emitted from the natural fluorophore in the STED experiments 

with disparate levels of STED power (20, 40, 60, and 110 mW) and the excitation power 

of 2.2 μW.  
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Figure 4.12 | Phasor plots for confocal, pSTED, and STED-flimGANE in Figure 4.10. 

The G-generated phasor plots, P1 and P2 assigned by our automatic approach allowed us 

to determine the photons emitted from the natural fluorophore in the STED experiments 

with disparate levels of STED power (14 and 140 mW) and the excitation power of 2.2 

μW.  
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Figure 4.13 | Nuclear pore complex (NPC) imaging results on COS-7 cells at 

extremely-low depletion power. (a) The intensity images of the confocal, pSTED, 

pSTED-SPLIT, and STED-flimGANE for the STED probe under extremely-low depletion 

conditions (14 mW). Scale bars, 1 μm. (b) Zoom-in views from the dashed box regions in 

(a) demonstrated that only the STED-flimGANE could discriminate adjacent nuclear pores. 

Scale bars, 200 nm for b1, 400 nm for b2 and b3.  

4.4.5 Evaluation of the spatial resolution dependence on STED power  

Using as the resolution estimate, FWHM of the point spread function was determined by 

fitting the intensity profiles of 100 randomly selected NPCs with a Gaussian function 

(Figure 4.14), where the FWHM was equal to 2.35. Under all STED-beam powers used 

in this investigation, STED-flimGANE not only achieved super resolution imaging (i.e., 

FWHM < 200 nm, Figure 4.14a), but showed 1.13-fold improvement in spatial resolution 
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(on average) over the traditional pSTED-SPLIT imaging. When the same resolution was 

maintained, STED-flimGANE only required one-fourth the depletion power as compared 

to pSTED-SPLIT (30 mW vs. 120 mW). While the resolution of both methods could be 

enhanced by increasing the STED-beam power, STED-flimGANE clearly showed less 

dependence on the depletion power (the slope of the linear regression fit was only half of 

that of the pSTED-SPLIT fit). In addition, the FWHM distributions also indicated STED-

flimGANE had less dependence on the STED-beam power (Figure 4.14b). All these results 

suggested that STED-flimGANE is a better form of the SPLIT method and is more suitable 

for imaging live samples (although here we only tested STED-flimGANE on fixed cells). 
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Figure 4.14 | The STED-flimGANE provided reliable super-resolution images across 

various STED depletion conditions. (a) Qualification of the resolution in the confocal, 

pSTED, pSTED-SPLIT, and STED-flimGANE images. The optical resolution is 

determined by the FWHM of the intensity profiles of the nuclear pores. STED-flimGANE 

exhibited 50% less dependency of the image resolution on the STED power. The 

transparent points in the raincloud plots represent individual FWHM values for 100 

randomly selected NPCs while the darker points represent the average FWHM values from 

Gaussian fitting. (b) The fitted Gaussian distributions of pSTED, pSTED-SPLIT, and 

STED-flimGANE on the FWHMs under two PSTED conditions: 15-30 mW and >120 mW 

depletion power.  

 

4.5 DISCUSSION  

In this work, we have demonstrated that the STED-flimGANE can achieve 77 nm lateral 

resolution in imaging nuclear pore complexes on fixed COS-7 cells, under the conditions 

of 73 photons per pixel and 60 mW STED-beam power. These results indicated that the 

STED-flimGANE is a robust, fit-free and user-friendly method for enhancing the spatial 

resolution with minimum dependence on the STED-beam power, even in the presence of 

uncorrelated background and shot noise. The denoising capability of the STED-flimGANE 

on the noisy fluorescence decays via GAN is the key to providing robust phasor 

representations for downstream photon separation (Figure 4.5). While artificial neural 

network or convolutional neural network have been employed to achieve rapid 

fluorescence lifetime analysis, the performance may become unreliable  when analyzing 

the low-photon-count data. Although GAN-based approaches have been used to transform 

the confocal images to match the resolution of STED images198,199, to the best of our 

knowledge, this is the first report that the GAN is applied to improve the spatial resolution 

of STED imaging based on the fluorescence temporal dynamics.  
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It is worth noting that STED-flimGANE maintains good spatial resolution even 

when photon counts are low. Insufficient photons result in scattered phasor points in the 

phasor plot, leading to so-called scatter error200. Since the scatter error scales inversely with 

the square root of the total photon counts per pixel, filtering is a typical strategy to denoise 

phasor plots under photon-starved conditions. For instance, a median filter is commonly 

used for phasor denoising201; however, high-spatial-frequency components such as the 

edge of features are often diminished. To preserve these high-frequency components, 

STED-flimGANE employs Wasserstein distance as the loss function, which provides a 

smoother gradient for GAN network training under all conditions. As a result, the well-

trained generator in STED-flimGANE seamlessly converts low-photon-count decays into 

highly realistic high-photon-count ones, leading to a denoised phasor plot with much less 

scatter error193. Although other strategies such as the complex wavelet transform methods 

can also preserve fine structures and concurrently clean up noisy images202,203, they require 

additional steps, such as selection and optimization of the basis functions, before the 

transformation. 

A few reports demonstrated low-power STED imaging through modulating the 

STED beam. One example is the adaptive STED-illumination strategy DyMIN (Dynamic 

intensity MINimum) that provides the imaging of NPCs at a resolution of 73 nm with 30 

and 344 mW STED-beam powers for two cycles. Similarly, modulation-enhanced STED 

(M-STED) also achieves 87 nm resolution of NPCs by analyzing the STED trajectory 

under various STED-beam powers197,204. However, changing the STED-beam power not 

only increases the data acquisition time but also complicates the analysis process. In 

contrast, our STED-flimGANE only relies on post-processing, which provides a 

comparable resolution without the need of spending additional time modulating the STED-
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beam power. We emphasize that this method is simple to implement in the existing optical 

system such as modulated STED (mSTED) to facilitate the observation of the rapid process 

of the biological samples205. Although the network training time may be the bottleneck for 

STED-flimGANE, this issue can be overcome by using more advanced hardware (e.g., 

graphic processing unit or tensor processing unit) or transfer learning techniques that take 

advantage of the previously trained networks206.  

The STED-flimGANE is a versatile and efficient method for improving the 

resolution of STED microscopy, which can be easily adapted on a variety of standard and 

custom setups. Bayesian optimization provides an efficient means to select the optimal 

hyperparameters. The P1 and P2 phasor components in the traditional SPLIT are either 

assigned manually or determined by the characteristic limits of the operative range. As a 

result, these phasor components can be skewed due to bias, or require recalibration once 

the sample or the excitation/depletion power is changed. In contrast, STED-flimGANE 

automatically assigns the P1 and P2 phasor components without the need of recalibration, 

thus eliminating any user or experimental bias. Similar to the existing photon-separation 

approaches, we expect STED-flimGANE to be capable of improving the resolution in both 

CW and pulsed STED. While the implementation of CW-STED is more straightforward, 

less depletion efficiency and more susceptibility to the background noise limit its 

widespread use in various applications177,181,207. Here we demonstrated STED-

flimGANE using pSTED, achieving up to 1.45-fold improvement in spatial resolution 

under the conditions of both 20 mW (90 nm vs 131 nm) and 60 mW (77 nm vs 112 nm) 

STED-beam power (Figure 4.8c). The higher STED-beam power depletes more photons 

from the periphery at the expense of SNR of the phasor plot. In contrast, the lower STED-

beam power yields a better quality of phasor plot, but at the cost of the spatial resolution. 
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As live-cell imaging usually involves a compromise between image quality and cellular 

health, the labeling protocols and imaging conditions are required to be optimized 

according to the users’ purpose169.  

Here we introduce a new method termed STED-flimGANE (combination of a deep 

learning-based phasor analysis, fluorescence lifetime imaging based on Generative 

Adversarial Network Estimation, and the separation of photons by lifetime tuning scheme) 

that can achieve enhanced STED imaging resolution under a low STED-beam power (< 30 

mW) and photon-starved conditions (< 200 photons per pixel). Our STED-flimGANE 

method can rapidly generate robust phasor representations with less scatter error. Images 

reconstructed by these denoised phasor plots clearly show improved resolution and quality. 

Our work represents an important step towards low-power STED imaging for live-cell or 

live-tissue imaging applications, allowing users to achieve desired spatial resolution 

without significantly causing phototoxicity and photodamage to the samples. Our next task 

is to demonstrate STED-flimGANE in imaging organelles in live cells. As one of the key 

advantages of phasor analysis is the differentiation of multiple fluorophores with different 

lifetimes excited by a single excitation source208,209, with recent development in 

fluorescence lifetime tuning strategies in fluorophores and protein tags210–213, we envision 

that our STED-flimGANE can also be adapted for multiplexed STED imaging. 
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