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Abstract

Long Term Evolution (LTE) is a beyond 3G wireless system Hasea decentralized ar-
chitecture which shall support end-to-end Quality of See(iQ0S). The radio resource
management functionalities in the LTE uplink is based on madyically shared chan-
nel with fast Link Adaptation (LA) including Adaptive Modation and Coding (AMC)
and Fractional Power Control (FPC), Hybrid Automatic RepeQuest (HARQ), Packet
Scheduler (PS), Admission Control (AC) and handover. To pl@wfficient QoS con-
trol, it is necessary that both AC and PS are QoS aware. The A@tains the QoS of
in-progress bearers in a cell by admitting a new bearer drayl the existing and new
bearers can be guaranteed their QoS requirements. AdallyipkiTE will provide seam-
less access to voice and multimedia services which is agthiby supporting handover.
The problem of providing seamless access becomes even mpogtant in LTE since it
uses hard handover (break-before-make type). This Ph stachly focuses on AC and
handover issues for QoS provisioning in LTE uplink.

In the first part, a novel AC algorithm is proposed for LTE uglito fulfill the re-
quired QoS of new radio bearer and in-progress bearers. idrsthdy Guaranteed Bit
Rate (GBR) is considered as the main QoS parameter. The propaseltjorithm esti-
mates the required resources for the new and existing Isgtarérlfill their required GBR
taking into account users respective channel conditioe groposed AC algorithm is
based on a closed-form estimator derived utilizing the FeHemme standardized in 3GPP.
To evaluate the performance of FPC based AC, a reference Achwlbies not take chan-
nel conditions into account is proposed. Furthermore, a &e&e PS is proposed and
is combined with the AC algorithm for effective QoS provisiog. The performance is
evaluated using a full-blown multi-cell, multi-user, sestatic system level simulator fol-
lowing the 3GPP LTE standard. The results show that the FBEAC, unlike reference
AC, is robust and automatically adjusts to the traffic mixedl load, and user channel
conditions. Additionally, the proposed AC and PS framewgularantees the respective
GBR requirements of different user classes in a best-effaffi¢ scenario with mixed
GBR settings. Further, this framework is shown to guarartteeQoS of users with a
realistic Constant Bit Rate (CBR) streaming traffic and an ON/OEBffi¢rsource using
CBR traffic to model the ON periods.

In the second part, performance of an intra-LTE hard handalgerithm is evaluated
at user speeds of 3 kmph to 120 kmph. Handover algorithm basdReceived Signal
Strength (RSS) and Carrier to Interference Ratio (CIR) measunsno& downlink ref-
erence symbols (pilots) is studied. Additionally, Layerl 3 filtering in linear and log-
arithmic domain is evaluated. A realistic estimate of measient imperfections due to
the limited number of reference symbols is modeled and atléte handover measure-
ments before L3 filtering. RSS on reference symbols is knowRedisrence Signal Re-
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ceived Power (RSRP) and is standardized as one of the measiusdorantra-frequency
handover in LTE. This study is evaluated using a detailediroall, multi-user, dynamic
system-level simulator i.e., a simulator suitable for nigbstudies, following 3GPP LTE
recommended assumptions. The results show that the ddsmBasurement bandwidth
of 1.25 MHz will lead to best tradeoff between average nundidrandovers and aver-
age uplink Signal-to-Interference-plus-Noise Ratio (SINRjoreover, it is shown that
for an adaptive choice of L3 filtering period, depending oa tiser speed, the gain for
using larger measurement bandwidth can be made negligibledmall penalty on signal
quality.



Dansk Resumé!

Long Term Evolution (LTE) er den nyeste 3GPP standard, solmaseret pa en dis-
tribueret arkitektur med slutbruger QoS (Quality of seeyidRadio resource management
(RRM) funktionerne i uplink (UL) er baseret pa en faelles dynrknal med hurtig link
adaption (LA) med variabel kodning og modulation, power tkolp samt Hybrid ARQ
(automatic repeat request). Dynamisk pakketransmisgicadgangs kontrol er ogsa en
del af konceptet for at sikre Qo0S. Adgangskontrollen haopigave kun at tillade nye
kald, hvis disse kan accepteres uden at kvaliteten af eksigde kald bliver for lav, samt
at QoS af det nye kald kan opfyldes. LTE har ogsa en optimemeddver funktion, som
bl.a. sikrer, at brugere kan skifte celle, uden at dette sredikvalitets forringelse.

| farste del af dette studium analyseres adgangskontrotigdgen til LTE. En ny al-
goritme foreslas, hvor eneste QoS parameter er guaranieeted(GBR). Algoritmen
er baseret pa et estimat af, hvor mange transmissions-sezsten nye bruger kreever,
samt antal resurser kreevet af de eksisterende brugere fgfdt® deres minimum
QoS. Der udledes et matematisk udtryk for dette, baserempgelserne i LTE UL
mht. til power kontrol og dynamisk LA. En simpel referencegadgskontrol algoritme
testes ogsa. Adgangskontrol algoritmen evalueres medaljedet quasi-statisk netveerks
simulator, med multiple celler, terminaler, osv., i ovesstemmelser med LTE system-
specifikationerne. Resultaterne fra disse simuleringesryet den nye adgangskontrol
algoritme er robust og virker efter hensigten, sa nye brugan gives adgang hvis dette
er muligt uden at kompromittere QoS. Den nye algoritme ert kladre end den testede
reference adgangskontrol algoritme. Den nye adgangsKagityoritme er ogsa blevet
evalueret sammen med en avanceret QoS pakketransmisgjonisnge med minimum
GBR krav. Ogsa i dette tilfeelde viste det sig, at den foreslaeidangskontrol algoritme
viste gode resultater. Kombinationen af avanceret QoSragsg@antrol og pakketransmis-
sion er ogsa blevet studeret for data trafik med ikke kongtakiteaktivitet.

| anden del at rapporten studeres handover, med fokus péfietjuency handover. En
handover algoritme baseret pa terminalmalinger af sityréks og signal-til-interference
blev undersagt. Forskellige filtre af disse malinger bledamggt for at finde det bed-
ste kriterium til handovers. En realistisk modellering afedse malefejl ved terminalen
var en vigtig del af disse studier, bl.a. som funktion af Méd@dbredden, antal af refer-
ence symboler, osv. De forskellige handover algoritmev ledalueret i en dynamisk
netvaerkssimulator, som blev specielt udviklet til detterfél. Resultaterne viste, at
en male-bandbredde pa 1.25 MHz var nok til at opna gode et¢eglthvis signal-til-
interference malinger benyttes til handovers. Filterlaemgdf disse malinger kan opti-
meres afhaengigt af hastigheden af terminalerne.

Translation by Klaus I. Pedersen and Jytte Larsen, Nokiam&is Networks, Aalborg, Denmark.
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Chapter 1

Introduction

The growth in the number of mobile subscribers all aroundatbed and the interest in
data services has suggested network operators to introdabie Internet packet based
services. The introduction of new and demanding servicek as audio/video stream-
ing, interactive gaming with rapid response patterns hawdmattention toward possible
limitation of the capacity and Quality of Service (QoS). Thard Generation (3G) mo-
bile systems based on Wideband Code Division Multiple Ac(d&SDMA) radio access
technology are being deployed to meet the growing requinéimiehigher data rates and
QoS differentiation. The 3G mobile system evolution in @hzeneration Partnership
Project (3GPP) standardization and commercial operatishown in Figure 1.1 [1]. The
first step in the evolution of WCDMA has been the introductiorHojh Speed Down-
link Packet Access (HSDPA) and High Speed Uplink Packet 8&¢eISUPA) providing
higher data rates and improved spectral efficiency [2]. VHSDMA evolution is de-
noted as High Speed Packet Access (HSPA), and it is usuassified as 3.5G. This
technology will remain highly competitive for several yeém come. However, to ensure
3GPP competitiveness in even longer time frame, i.e. fonth 10 years and beyond,
the Long Term Evolution (LTE)of the radio access technology and network architecture
are decided within the 3GPP framework. This PhD study is adatien the framework of
LTE, also referred to as 3.9G.

The rest of the chapter is organized as follows: In Sectidrtie 3GPP technology
road map and important evolutions are presented. The LTet®and the radio interface
along with system architecture evolution is described ictiSe 1.2. Section 1.3 formu-
lates the scope and objectives of this study. The scientiéithadology used is outlined
in Section 1.4. The novelty and contributions of the thekis@with the list of articles
published during the PhD study period is detailed in Seclidn Finally, Section 1.6
presents the organization of the thesis.

ILTE is also known as Evolved Universal Terrestrial Radio dgsNetwork (E-UTRAN).

1
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3GPP Schedule
| 2000 2002 2004 2007 2008 >
3GPPR99 3GPPR5 3GPPR6 3GPP R7 3GPP R8
| 2002 2006 2007 2008-09 2010 >
Commercial Operation
e
Cownlink peek ™ LTE: 160 Mbps
| HSPA: 42 Mbps
| | 28 Mbps
| 14 Mbps LTE: 50 Mbps
_| 14 Mbps || 11 Mbps
0.4 Mbps 5.7 Mbps
( | | 0.4 Mbps 0
0.4 Mbps uplink peak @

Figure 1.1: Peak data rate for 3G and LTE along with the standardization and commegeral-o
tion schedule [1].

1.1 Preliminaries

The first release of WCDMA (Release 99) in theory enabled 2 Mbp$ownlink, but
in practice gave 384 kbps both in downlink and uplink [1]. WCDM#nploys Link
Adaptation (LA) techniques such as variable spreadingfautd closed-loop power con-
trol [3]. The aim of these features is to enable provision afitiple data rates with
different reliability requirements. The 3GPP Release 99stp both circuit switched
transmission for voice traffic and packet switched transmorsfor data. Specifically for
circuit switched transmission a Dedicated Channel (DCH) fabdished between base
station (Node-B) and UE, for example to deliver delay stririg@ice services to the user.
The Packet Scheduler (PS) entity was introduced in WCDMA t@sttpacket switch-
ing. The PSis located in the Radio Network Controller (RNC), ana esult its decisions
are updated at a slow rate, e.g. in the order of 100 ms to 1 &¢8]packet switched data,
for example the download of a webpage, high peak data ratéslow duty cycles are
required. To accommodate these needs a Downlink Shared Eh@®CH) has been
defined in addition to the DCH. Therefore, users requirindp liigta rates for a short time
can share the DSCH in a time division multiple access manner.

The HSDPA (Release 5) peak data rate is 14 Mbps, while the HSB¥efease 6)
peak data rate is in the order of 5.7 Mbps [1]. The LA functidpdas been evolved to
support advanced features such as Adaptive Modulation adoh@ AMC) and physical
layer Hybrid Automatic Repeat reQuest (HARQ). The PS entitydnaignificant role in
HSPA, and itis located close to the radio channel, in the NBdEhuS, it can operate at a
faster rate, e.g. in HSDPA the scheduling decisions can tatafd every 2 ms. To use the
radio frequency resources efficiently and take into acctumbursty packet data a new
transport channel, High Speed Downlink Shared Channel (884, is introduced in
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HSDPA [4]. Similarly, Enhanced Dedicated Channel (E-DCHhisaduced in HSUPA.
These evolutions lead to the full support of packet switdn@asmission both in downlink
and uplink.

The HSPA evolution (Release 7), also know as HSPA+, furthprawes the peak data
rates to 28 Mbps and 11 Mbps in downlink and uplink respelgtivEne increase in data
rate is due to the use of Multiple Input Multiple Output (MINI®y deploying 2 antennas
both at the Node-B and User Equipment (UE) [1]. Further evafusteps can be to use
dual carrier HSPA i.e. using a second HSPA carrier to creatgportunity for network
resource pooling as a way to enhance the user experiencartioytar when the radio
conditions are such that existing techniques (e.g. MIM@)mat be used [5].

The LTE (Release 8) is described to maintain 3GPP competés&in the long-term
future as well as to meet the increasing user demands. Tatedebtudy Item (SI) titled
“Evolved UTRA and UTRAN” was started in December 2004 [6]. Tha af this SI
was to propose technical solutions which can provide amthlisubstantial leaps in terms
of service provisioning and cost reduction over HSPA [7][8|GPP has concluded on
a set of targets and requirements for the LTE, which are eratectin [9]. The LTE
specifications are expected to be ready in 2009, and itsamilicommercial deployment
are expected as early as in year 2009/2010.

In terms of the radio transmission, communication systeav& lmoved away from
circuit switched towards the packet switched paradigmthieuy modern wireless systems
are primarily designed to support both high data rate meitia applications and Voice
over Internet Protocol (VoIP). The next generation mobyems are expected to support
end-to-end QoS to a wide range of high data rate multimedaicgions, with varying
delay and reliability requirements.

1.2 Long Term Evolution

The important targets for LTE radio-interface and radioess network architecture are
as follows [9]:

e Peak data rates exceeding 100 Mbps in the downlink and 50 Ntbgise uplink
using a system bandwidth of 20 MHz.

¢ Significantly higher capacity compared to the Release 6eater case i.e. increase
in spectral efficiency by a factor of three to four times in adink and two to three
times in uplink [1].

e Significantly reduced control plane latency as well as usgneplatency (10 ms
round-trip time with 5 MHz or higher spectrum allocation [LO

e Scalable bandwidth operation up to 20 MHz, i.e., 1.4, 3, 5,1®and 20 MHz
[11][12].
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Support for packet switched domain only.

Enhanced support for end-to-end QoS.

Optimized performance for user speed of less than 15 kmghh@h performance
for speeds up to 120 kmph. The connection should be maimtawib speeds even
up to 350 kmph [13].

Reduced cost for operator and end user.

One of the important requirements of LTE is spectrum fleitipiénabling deployment
in many different spectrum allocations. Support for widengmission bandwidth of up
to 20 MHz is envisaged in order to support the high data raiethe same time support
for much lower transmission bandwidths, less than 5 MHzlsis possible. Additionally,
the focus of LTE is on the enhancement of packet based servitke overall goal is
to develop an optimized packet based access system withdhigirate and low latency.
Examples of intended services include High Definition Tedeh (HDTV) broadcast,
movies on demand, interactive gaming, and VolIP [10].

The objective of LTE is to develop a framework for the evalatof the 3GPP radio
access technology and network architecture towards a ratdn rdte, low latency, and
packet optimized cellular network. In order to achieve tlais evolution of the radio
interface as well as the radio network architecture is s#h fevhich are described in the
following sections.

1.2.1 Radio Interface Evolution

Orthogonal Frequency Division Multiple Access (OFDMA) heeen chosen as the mul-
tiple access technique to achieve higher spectral effigitsrcdownlink transmission in
LTE. The big advantage of using OFDMA is its robustness ingfesence of multipath
fading, which comes at the cost of high Peak-To-Average P&a&o (PAPR). Due to the
fact that high PAPR is an issue in uplink due to the power atiohs of the mobile hand-
set, a Discrete Fourier Transform (DFT) spread OFDMA alsovkmas Single-Carrier
Frequency Division Multiple Access (SC-FDMA) has been psazbfor uplink transmis-
sion in LTE [14]. While retaining most of the advantages of QA SC-FDMA exhibits
significantly lower PAPR resulting in reduced power constiarpand improved cover-
age [15]. The benefit in lower PAPR comes at the cost of singteer constraint i.e. it
requires the subcarriers and therefore the Physical Res@&locks (PRBS)allocated to
a single user to be adjacent.

The OFDMA and SC-FDMA technologies are based on Orthogorejuency Divi-
sion Multiplexing (OFDM), which is regarded as the key tealogy for higher spectral

°The basic time-frequency resource available for data méssson consisting of 12 adjacent OFDM
subcarriers equally spaced at 15 kHz and 14 OFDM symbolame.tilts size is equal to 180 kHz in
frequency domain and 1 ms in time domain.
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efficiency and scalable bandwidth because of its abilityojeecwith severe channel con-
ditions for example frequency selective fading due to rpalth without complex equal-
ization filters. This technology allows the possibility aélble bandwidth allocation by
varying the number of subcarriers used for transmissiorlevkeeping the subcarrier
spacing unchanged. In this way LTE supports the operati@gpéattrum allocations of
1.4,3,5,10, 15, and 20 MHz [11][12].

1.2.2 System Architecture Evolution

To meet the requirements of reduced latency and cost, LTE flas system architecture
that contains a reduced number of network nodes along tlaep@dath. A reduction of the
number of nodes makes it possible for example to reduce theetap times, as fewer
nodes will be involved in the call setup procedure. Figugillustrates the architecture
evolution of LTE over Release 6 architecture [16].

In Release 6, part of the the Radio Resource Management (RRM)dnalities e.g.,
PS, are located in the Node-B. While, the RNC handles RRM fundttmsae.g., Admis-
sion Control (AC), mobility management (locally), etc. anahnsport network optimiza-
tion. It further acts as a termination point for the radiotpomls. The Serving GPRS
Support Node (SGSN) and Gateway GPRS Support Node (GGSN3 aatanchor node
and visiting node in the visiting network and home networkpestively. Further, SGSN
handles both mobility management and session management.

In the LTE architecture, the Access Gateway (aGW) termintitesuser plane for
the UE, and handles the core network functions provided byGBGSN and SGSN as
in Release 6. As shown in Figure 1.3, the RRM functionalities, &G, mobility con-

K E

Node-B Node-B Node-B Node-B eNode-B eNode-B eNode-B eNode-B

(a) 3GPP Release 6 (b) LTE

Figure 1.2: The 3GPP Release 6 architecture and evolved system architecture foedili&ng
the number of nodes along the data path from 4 to 2 [16].
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Figure 1.3: UTRAN LTE system architecture

trol including handover, PS etc., are located in Evolved &8d(eNode-Bj instead of
RNC as in Release 6. The System Architecture Evolution (SA&)des on enhancement
of packet switched technology i.e. higher data rates, |datency (both in user plane
and control plane), packet optimized system, and suppariulfiple radio access tech-
nologies. These goals will be achieved using fully IP basstevark, simplified network
architecture, and distributed control. The interface leetaveNode-Bs (X2) of the same
aGW supports tunneling of the end user packets between tbdeeRs. This provides
the means to minimize the packet loss during handover. TleleMs are also con-
nected by means of the S1 interface to the aGW which is coadédoctthe Internet. The
aGW provides the user plane protocol termination towarddik. The standardization
of hard handover facilitates the decentralized networkiggcture without a centralized
RNC as in Release 6. The absence of inter eNode-B soft handoaerddiversity) does
not preclude the support of softer handover for intra eNBamse. Therefore, the SAE
represents a flat RNC-less radio network architecture, inlwimost radio access related
control functionalities and protocol termination on théwark side is located in eNode-B.

1.3 Thesis Scope and Objectives

The evolution of radio interface and network architecturd. TE provides new oppor-
tunities and challenges to enhance spectral efficiency ar&l ipovisioning. The RRM
functionalities in uplink are based on a dynamically shatgghnel with fast LA including
AMC and Fractional Power Control (FPC), HARQ, PS, AC, and handassllustrated
in Figure 1.4. These functionalities are located at the eNB@nd hence they can interact
and make faster decisions. For example to provide efficia® Qontrol, it is necessary
that both AC and PS are QoS aware. Similarly, spectral effoyies maximized if the
PS interacts with LA during the processing of the schedudilggrithm. Out of these, the

3eNode-B and eNB are used alternatively with the same meaning
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Figure 1.4: The interaction between uplink RRM functionalities in LTE. The functionalities in
solid boxes indicate specific focus of the thesis taking into account thedtitaravith the func-
tionalities contained in dashed boxes.

focus of this research project is on the AC, PS, and handowetitinalities taking into
account their interaction with other RRM entities. Novel altjons are derived and the
proposed algorithms are investigated at system-levelrdardo make the study realistic
the LTE framework and design guidelines are employed in tiadyais [14].

The ACin LTE is located in the eNode-B, which utilizes the llazal load information
to make the admission decision. To maintain the QoS of iny@ss bearers in a cell it is
important to admit a new radio bearer only if all the existargl the new bearers can be
guaranteed QoS according to their requirements [17]. Heéecebjective of the first part
of the study is to analytically derive a QoS aware uplink AGaogithm taking into account
the FPC algorithm standardized in 3GPP. Further, to etfelgtidifferentiate between user
classes with different QoS requirements a QoS aware PS pged. To benchmark
the performance of the derived AC algorithm for both Best Eff8E) traffic with a
Guaranteed Bit Rate (GBR) and a realistic Constant Bit Rate (CBR) stiganaffic
model a reference AC is proposed. The Key Performance ltgdKPIs) used for
performance evaluation are blocking and outage probwsiliaverage user throughput,
call duration etc. This part of the study is done togethenwealistic LA including AMC,
FPC, fixed or Adaptive Transmission Bandwidth (ATB) allocatiand HARQ modeling
using a full-blown semi-static system-level simulatioralysis.

Handover is another important functionality which triekéep a user connected to the
best base station such that QoS of the ongoing session i©mebf the goals of LTE is to
provide seamless access to voice and multimedia servichsstrict delay requirements
which is achieved by supporting handover. The problem ofiging seamless access
becomes even more important in LTE since it uses hard handbweak-before-make
type). The focus of the second part of the study is on the-ldkE, intra-frequency, hard
handover functionality which is located in eNode-B. Handord.TE is user assisted and
network controlled, and it is usually based on the downlin&/ar uplink channel mea-
surements and its processing by the user. The scope of ttis pa study the handover
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measurements in downlink and evaluate the performancerwfdvar based on the LTE
standardized Reference Signal Received Power (RSRP) measuifé8je The handover

negotiation and signaling between serving and target isadigt of the scope of this thesis.
This part of the study is done using dynamic system-levelikition analysis.

1.4 Scientific Methods Employed

Analytical evaluation at the system-level is usually math&cally intractable as the sys-
tem performance is dependent on a large number of paranveterse behavior can not
always be known a priori. Consequently closed form analy@gpressions characteriz-
ing system performance are seldom possible. Thereforeeghudts presented in this the-
sis have been obtained through extensive computer sirmngatising the system model
developed during the course of the project. Furthermora@yt&oal formulation and mod-
eling have been carried out for the algorithm developmehe fgerformance of the pro-
posed algorithms is studied using the system-level sinomsbased on a complex system
model and taking into account the 3GPP recommended modasisgmptions for LTE
[14].

The first part of the thesis starts with the development of & @ware uplink AC al-
gorithm using analytical method. Further, the developedatgdrithm is coupled with
the PS to model a framework for QoS provisioning. The pertoroe of the proposed
combined AC and PS framework is evaluated using a multj-oalilti-user, semi-static
system simulator. The cellular deployment as well as theaimaglassumptions are based
on the latest 3GPP recommendations [14][19]. The systenehodudes detailed im-
plementation of LA based on real AMC and FPC, explicit schiedubf HARQ processes
including retransmissions, link-to-system mapping teghe suitable for SC-FDMA and
dynamic other-cell interference. Further, it includesRoésson user arrival process along
with finite buffer (as BE traffic) and CBR streaming traffic modehis system simulator
was developed in co-operation with Nokia Siemens NetwonksRadio Access Technol-
ogy Section at Aalborg University. The aim is to evaluategbgormance of the proposed
framework for QoS provisioning at the system-level and tmremend the algorithms for
practical implementation.

The second part of the thesis on the handover is evaluatad asnulti-cell, multi-
user, dynamic system simulator. This simulator is mainkettgped for mobility studies
and hence include relatively simplified model for AMC, powentrol based on target
Signal-to-Interference-plus-Noise Ratio (SINR), HARQ, P8 kmk-to-system mapping
technique suitable for SC-FDMA. The modeling assumptiorsmostly based on the
3GPP recommendations [14]. A realistic estimate of the diolwmeasurement imper-
fection due to the limited number of reference symbols in iFEodeled to analyze the
affect of realistic handover measurements on the systeforpance.
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1.5 Novelty and Contributions

The main contributions of this study are the design and amsabf an uplink QoS aware
framework combining AC and scheduling. Unlike most presgistudies this study takes
into account the complex interaction of AC, PS, ATB, HARQ, LAluding power control
and AMC. Additionally, hard handover algorithm is studied dmandover parameters are
evaluated and recommended for LTE. Moreover, substantrallator development is
carried out during the PhD study to evaluate the proposeatitigns. This include both
mathematical modeling considerations as well as softwastgd, implementation and
testing.

The first topic of research is the design of uplink AC for LTEpi@vide QoS sup-
port. A novel closed-loop form solution of AC for QoS prowsing is derived utilizing
the FPC formula agreed in 3GPP [20]. In this study GBR is carsidlas the main QoS
parameter. It is shown that the proposed AC algorithm effelgt admits the users only
if their GBR can be fulfilled taking into account the channatditions and user transmit
power limitation. Moreover, a combined AC and a decoupledeFDomain (TD) and
Frequency-Domain (FD) PS framework is used to guaranteeepective QoS require-
ments of different user classes in a mixed GBR scenario. Eurthre, it is shown that the
proposed combined AC and PS is effective for the real CBR sireatraffic. The pro-
posed AC is further modified and analyzed for an ON/OFF trédiking into account the
source activity factor. The results of this study have beetiypublished in the following
articles:

e M. Anas, C. Rosa, F. D. Calabrese, P. H. Michaelsen, K. |. Pedeasel P. E. Mo-
gensen, “QoS-Aware Single Cell Admission Control for UTRAN LORBlink,” in
Proceedings of the 67IEEE Vehicular Technology Conference (VTSingapore,
May, 2008.

e M. Anas, C. Rosa, F. D. Calabrese, K. I. Pedersen, and P. E. MegefSom-
bined Admission Control and Scheduling for QoS Differemiatin LTE Uplink,”
in Proceedings of the 68IEEE Vehicular Technology Conference (VT Chalgary,
Canada, September, 2008.

The second topic of research is the handover parametemdisi¢ TE. The intra-
LTE handover based on downlink Received Signal Strength (RB&Larrier to Interfer-
ence Ratio (CIR) measurement at reference symbols are compamealistic estimate
of measurement imperfection due to the limited number @rezfce symbols is modeled
and added to the handover measurements before the pragdssither, the effect of han-
dover parameters on different KPIs in a realistic LTE scenarmpresented. The downlink
RSS measurement at the reference symbols is known as RSRP,isvbtahdardized as
a handover measurement for LTE. Therefore, a handoveritlgobased on RSRP mea-
surement is analyzed, which is further improved by inclgdime Time-to-Trigger (TTT)
window to reduce the number of ping-pong handovers. Thdtsesithis study have been
published in the following articles:
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e M. Anas, F. D. Calabrese, P. E. Ostling, K. I. Pedersen, and dgensen, “Per-
formance Analysis of Handover Measurements and Layer 8rkitj for UTRAN
LTE,” in Proceedings of the IEEE International Symposium on Persdndoor
and Mobile Radio Communications (PIMR@}hens, Greece, September, 2007.

e M. Anas, F. D. Calabrese, P. E. Mogensen, C. Rosa, and K. |. ReqgeRerfor-
mance Evaluation of Received Signal Strength based Harddv¥andor UTRAN
LTE,” in Proceedings of the 65IEEE Vehicular Technology Conference (VTC)
Dublin, Ireland, April, 2007.

The mobility studies are done using a dynamic system-leiwellator — Efficient
Layer Il Simulator for E-UTRAN (ELIISE). It is jointly develeed with Francesco D.
Calabrese (PhD student in Radio Access Technology Sectioalabry University) dur-
ing September 2005 — October 2006 using the Standard Tesriplatary (STL) in C++
programming language [21]. The contributions include trethematical modeling and
implementation of network layout, mobility, channel, SINRARQ and power control in
uplink taking into account the LTE assumptions.

In addition, the collaborative work on resource allocatma PS design for LTE up-
link has resulted in the following published articles:

e F. D. Calabrese, M. Anas, C. Rosa, K. I. Pedersen, and P. E. MegelRer-
formance of a Radio Resource Allocation Algorithm for UTRAN LTilink,”
in Proceedings of the 65IEEE Vehicular Technology Conference (VTOblin,
Ireland, April, 2007.

e F. D. Calabrese, P. H. Michaelsen, C. Rosa, M. Anas, C. U. Cagisl|l&n L. Villa,
K. I. Pedersen, and P. E. Mogensen, “Search-Tree basedkJphannel Aware
Packet Scheduling for UTRAN LTE,” ifProceedings of the 67 IEEE Vehicular
Technology Conference (VT,(ingapore, May, 2008.

e F. D. Calabrese, C. Rosa, M. Anas, P. H. Michaelsen, K. |. Pedeesal P. E.
Mogensen, “Adaptive Transmission Bandwidth Based Packetd&dimg for LTE
Uplink,” in Proceedings of the 68IEEE Vehicular Technology Conference (VTC)
Calgary, Canada, September, 2008.

1.6 Thesis Outline

The PhD thesis is organized as follows:

e Chapter 2:0Overview of Uplink Radio Resource Management in ETEhis chap-
ter presents the overview of the system architecture andrgkdescription of the
uplink RRM functionalities in LTE. Further, a description ocdRnd its interaction
with LA including power control and AMC is detailed.
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e Chapter 3:QoS-Aware Uplink Admission ContrelThis chapter describes a novel
uplink AC algorithm proposed for LTE. Furthermore, the peniance enhance-
ment of the proposed AC algorithm over a reference AC is asslegsing simula-
tion results with finite buffer traffic model in a single GBR ea3he PS is assumed
to allocate fixed bandwidth to each user, which is studiediiy student Francesco
D. Calabrese and the related published article is reprimddhnex I.

e Chapter 4:Combined Admission Control and Scheduling for QoS Provisgri
This chapter presents a combined AC and packet scheduéintgefrork to provide
the QoS support and service provisioning. The proposedeinark is analyzed
using the simulation results with finite buffer traffic modela mixed GBR case.
The proposed framework is shown to effectively admit anéedintiate between
users with different GBR. The PS is assumed to allocate adapawndwidth to
a user, which is studied by PhD student Francesco D. Calahres¢he related
published article is reprinted in Annex Il.

e Chapter 5:Performance of CBR Streaming ServieeShis chapter analyzes the
performance of CBR streaming traffic. The AC algorithm derire@hapter 3, is
modified for an ON/OFF traffic source taking into account tberse activity fac-
tor. Further, the performance of the proposed AC and schregtdamework for
a realistic CBR streaming is evaluated with single and mixed GBfngs. The
performance of an ON/OFF traffic with ON periods modeled as CB&/aluated.
Additionally, an AC framework to differentiate between GBRdaNon-GBR bear-
ers is presented.

e Chapter 6:Handover Measurements and FilterirgThis chapter compares differ-
ent handover measurements, and Layer 1 (physical laye})dihd Layer 3 (net-
work layer) (L3) filtering of handover measurements. Moexpa realistic estimate
of measurement imperfection is modeled and added in thedvandcheasurements.
A multi-cell dynamic system-level simulator developedtiady the mobility issues
is further described in this chapter. Performance of daweiRSS and CIR, and L3
filtering is analyzed for measurement bandwidth, handoagim, and L3 filtering
period.

e Chapter 7: Evaluation of Hard Handover Based on RSRP Measuremerniis
chapter evaluates the performance of an intra-LTE, imegtfency, hard handover
based on RSRP measurement for different handover parameagjermseasurement
bandwidth, measurement time interval, handover margin ébc different user
speeds. Additionally, RSRP measurement based handover igiedodith TTT
window to improve the performance by reducing the numberasfdovers for a
small penalty on signal quality.

e Chapter 8:Overall Conclusions and Recommendatienshis chapter provides a
summary of the overall study and discusses future resessobs.

The following appendices are presented to support the wattkhed in the main part
of the thesis:
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e Appendix A:Semi-Static System Level Simulator Descriptidrhis appendix pro-
vides the detailed description of the semi-static multi-sgstem level model in-
cluding network layout, channel model, traffic model, liimksystem level mapping,
and definition of important KPIs.

e Appendix B:Statistical Significance Assessmerithis appendix presents the anal-
ysis of statistical significance of KPIs for representatiraulation scenarios taken
from the study.
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Overview of Uplink Radio Resource
Management in LTE

2.1 Introduction

This chapter presents an overview of different uplink Radisd®ece Management (RRM)
functionalities and their interaction in Long Term Evobni(LTE). Section 2.2 intro-
duces the standardized Quality of Service (Qo0S) parametings. Section 2.3 presents
the general description of Admission Control (AC) and it'suiegments to support QoS.
Section 2.4 discusses the connection mobility control heahallenges due to decentral-
ized architecture. Section 2.5 describes the load balgmagchanism and its interaction
with AC and handover. Section 2.6 presents the decouplesl @imd frequency domain
scheduling framework proposed for LTE. Section 2.7 dessrthe Link Adaptation (LA)
functionality which include power control, Adaptive Modiion and Coding (AMC), and
Outer Loop Link Adaptation (OLLA). Section 2.8 describes tHybrid Automatic Re-
peat reQuest (HARQ) modeling. Section 2.9 presents thegoahand physical channels
standardized for data and control transmission in LTE. IBilee chapter is summarized
in Section 2.10.

2.2 QoS Parameter Settings

The QoS parameters are described in [22]. An Evolved Packste® (EPS) bearer is
the level of granularity for bearer level QoS control in theolred Packet Core (EPC)/E-
UTRAN. One EPS bearer is established when the User Equiprid)t ¢onnects to a
Packet Data Network (PDN), and that remains establishedigiiout the lifetime of the
PDN connection (i.e. IP address) to provide the UE with abkvag IP connectivity to
that PDN. That bearer is referred to as the default beareyr.afiditional EPS bearer that
is established to the same PDN is referred to as a dedicatedrberhe initial bearer
level QoS parameter values of the default bearer are asklgnéhe network, based on

13
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Figure 2.1: EPS bearer service architecture [17]

subscription data. The decision to establish or modify acdeeld bearer can only be
taken by the EPC, and the bearer level QoS parameter valuasiags assigned by the
EPC [17].

An EPS bearer is referred to as a GBR bearer if dedicated netesources related to
a Guaranteed Bit Rate (GBR) value that is associated with the E&8rare permanently
allocated (e.g. by an AC function in the eNode-B) at bearealdishment/modification.
Otherwise, an EPS bearer is referred to as a Non-GBR beareedisated bearer can
either be a GBR or a Non-GBR bearer while a default bearer sbalon-GBR bearer.
The EPS bearer service layered architecture is depicteidund=-2.1.

Each EPS bearer (GBR and non-GBR bearers) is associated wiibllttwing bearer
level QoS parameter:

e Quality Class ldentifier (QCI);

¢ Allocation Retention Priority (ARP).

These QoS parameters, among others like Aggregate MaximuiReB (AMBR) and
GBR, are signaled from the Access Gateway (aGW) to the Evolveld IBqeNode-B) for
the bearers as shown in Figure 2.2. The QCl is a scalar identifiech does a mapping to
a service type based on bearer priority, packet delay budgétpacket loss rate. A one-to-
one mapping of standardized QCI values to standardized afeaistics is given in [22].
The primary purpose of ARP is to decide whether a bearer éstafnt/modification
request can be accepted or needs to be rejected in case wfoedmitations (typically
available radio capacity in case of GBR bearers). In additioe ARP can be used by
the eNode-B to decide which bearer(s) to drop during exaeptiresource limitations for
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Figure 2.2: QoS parameter settings in LTE

example at handover. Additionally, there is Prioritized Béte (PBR), which is set from
the eNode-B in uplink for both GBR and non-GBR bearers in ordeavoid starvation
of low priority flows [17]. It should be noted that PBR is onlyleeant for users with
multiple bearers.

Each GBR bearer is as well associated with the Guaranteed Bit(B&R), which
is the bit rate that can be expected to be provided to a GBR beadglitionally, each
PDN connection is associated with AMBR. Multiple EPS bearéith® same PDN can
share the same AMBR. The AMBR limits the aggregate bit rate thatbe expected to
be provided by the EPS bearers sharing the AMBR. It is impottanbte that AMBR
only includes the non-GBR bearers while GBR bearers are @utiselscope of AMBR.

2.3 Admission Control

The task of AC is to admit or reject the establishment regufesinew radio bearers. In or-
der to do this, AC takes into account the overall resourcesan, the QoS requirements,
the priority levels and the provided QoS of in-progressisassand the QoS requirement
of the new radio bearer request. The goal of AC is to ensuleraigio resource utilization
(by accepting radio bearer requests as long as radio resoavailable) and at the same
time to ensure proper QoS for in-progress sessions (bytmgeadio bearer requests
when they cannot be accommodated) [17]. AC is located atriiayeetwork layer) (L3)
in the eNode-B, and is used both for setup of a new bearer archfafover candidates.

Hence a QoS aware AC is a requirement for GBR bearers in LTE Athé&r non-
GBR bearers is optional. The QoS aware AC determines whethewaJE should be
granted or denied access based on if QoS of the new UE willlfiléefti while guarantee-
ing the QoS of the existing UEs [23]. Further, due to the faat AC is located in L3 in
the eNode-B, it will utilize the local cell load information make an admission/rejection
decision. The eNode-B could also interact on X2 interfacisly load information in
neighboring cells and make AC decision based on the multirdermation.
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Figure 2.3: Intra-LTE handover procedure [17].
2.4 Connection Mobility Control

Connection mobility control is concerned with the manageméradio resources in con-
nection with idle (RRC_IDLE) or connected (RRC_CONNECTED) mode titgbiln
idle mode, the cell reselection algorithms are controllgdditing of parameters (thresh-
olds and hysteresis values) that define the best cell andterrdine when the UE should
select a new cell. Further, LTE broadcasts parametersdindigcire the UE measurement
and reporting procedures. In connected mode, the mobilitadio connections has to
be supported. Handover decisions may be based on UE and @&Nodasurements. In
addition, handover decisions may take other inputs, suameagbor cell load, traffic
distribution, transport and hardware resources, and tgredtafined policies into account
[17]. Connection mobility control is located at L3 in the eNeB.

2.4.1 Handover

The intra-LTE handover in RRC_CONNECTED state is UE assisted atwlonk con-
trolled. One of the goals of LTE is to provide seamless actessice and multimedia
services with strict delay requirements which is achievedudpporting handover from
one cell i.e., source cell, to another i.e. target cell. Tiodlem of providing seamless ac-
cess becomes even more importantin LTE since it uses hadbtan(break-before-make

type).
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Figure 2.4: Frame structure of E-UTRA FDD containing 14 OFDM symbols per TTI inclgdin
downlink subcarrier structure with reference signal (pilot) structureofte eNode-B transmit
antenna port [14].

The handover procedure in LTE can be divided into three ghds#ialization, Prepa-
ration, and Execution as shown in Figure 2.3. In the inizegtiion phase UE does the chan-
nel measurements from both source and target eNode-B, fdldy the processing and
reporting of the measured value to the source eNode-B. Thanehaneasurements for
handover are done at the downlink and/or uplink referencgbsys (pilots). The down-
link reference symbols structure in an E-UTRA FDD frame igstrated in Figure 2.4.
In the preparation phase the source eNode-B makes a haralmision, and it requests
handover with target eNode-B. Further, the AC unit in tar@é&ide-B makes the decision
to admit or reject the user, which is sent to the source eNBdsing handover request
ACK or NACK. Finally, in the execution phase source eNode-Begates the handover
command towards UE, followed by which the source eNode-B/dods the packet to
the target eNode-B. After this UE performs synchronizatiohie target eNode-B and
accesses the target cell via Random Access Channel (RACH). Whdmb/Buccess-
fully accessed the target cell, the UE sends the handovdirmomessage along with
an uplink buffer status report when required to the targeddeNB to indicate that han-
dover procedure is complete. Further, target eNode-B s&pdsh switch message to the
aGW to inform that UE has changed the cell, followed by a s#a@source message the
source eNode-B is informed of the success of handover. Adisgiving the release re-
source message the source eNode-B releases radio as wadrgsdane and control-plane
related resources associated to the UE context [17].
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Figure 2.5: Interaction between admission control, handover, and load control.
2.5 Load Balancing

Load balancing (or load control) has the task to handle umeh&ribution of the traffic

load over multiple cells. The purpose of load balancing isstko influence the load
distribution in such a manner that radio resources remaghiyiutilized and the QoS of
in-progress sessions are maintained to the extent possilleall dropping probabilities
are kept sufficiently small. Load balancing algorithms mesuit in the handover or cell
reselection decisions with the purpose of redistributmagfic from highly loaded cells to
underutilized cells. Load balancing functionality is lee@in the eNode-B.

Figure 2.5 shows that the AC, handover, and load control asebtl coupled RRM
functionalities. Handover is made when an active user insthece cell could be best
served in the target cell. AC with the feedback from the loatiol functionality decides
whether an incoming call (new or handover call) should besptad or blocked. AC
then informs the load control about the change in load canditdue to admission of a
new or handover call. If an incoming call cannot be servedhedriginating cell, and
if the call can be served by an adjacent cell, the call is imatety handed over to the
adjacent cell. This is called directed retry which is a welbkn concept used in Global
System for Mobile Communication (GSM) [24], and could poigit be used for LTE
as well. Load control keeps track of the load condition inlaa®d in case of overloaded
situation it drops a Best Effort (BE) call to maintain the Qo$haf active calls in the cell.
One way to decrease the call dropping probability is to makaralover to an adjacent
cell if this call could be served in the adjacent cell with tequired QoS. This is called
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Figure 2.6: Interaction between layer 2 functional entities involved in scheduling anchhé
their location in protocol stack.

load based handover. Beside call dropping or handover ofrlpvierity calls the QoS of
lower priority calls can be degraded to free resources. iSld@specially useful in situation
where no appropriate adjacent cell is available and thexefall drops can be avoided at
the expense of degraded quality of lower priority calls.

2.6 Packet Scheduling

Packet scheduling plays a fundamental role of multiplexiagrs in time and frequency
domain based on some optimization criterion. If the systemffiected by time and fre-
quency selective fading the Packet Scheduler (PS) canie®pdomulti-user diversity by
assigning each user to the resources which exhibit favei@biditions for that user. The
optimal solution to the resource allocation problem fohogonal multiple access system
requires joint optimization over all the available domaiies, exhaustive search over all
possible combinations of transmit parameters (for exarsyltearrier or transmit power)
and users. An optimal solution to maximize the system c&pémi OFDMA system is
proposed in [25]. The optimal multi-user resource allaoatt the subcarrier level gran-
ularity is not a feasible solution, for complexity reaso®6]| i.e. state of the art hardware
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Figure 2.7: Packet scheduler framework illustrating the split between Time-Domain sthed
and Frequency-Domain scheduling parts [30][31].

and software are not able to calculate the optimal solutitinvone TTI.

Single-Carrier Frequency Division Multiple Access (SC-FDM#so known as Dis-
crete Fourier Transform (DFT) spread OFDMA has been saldctelL TE uplink [27].
SC-FDMA requires the subcarriers, and therefore PhysicadiRes Blocks (PRBs) allo-
cated to a user, to be adjacent which is an additional constoadesign a PS algorithm.
Further, the state of the art optimal solutions does notighelthe QoS aspect and control
channel constraint, which are important in a practical agen Similarly, the theoretical
approach does not include the HARQ constraints. Previouksamor the uplink PS design
have limited the problem complexity by either removing teastraint on the contiguity
of PRBs and assuming perfect channel knowledge at the eNo#@8}Bofr by assuming a
different and less reliable mechanism than Channel Stabenhaftion (CSI) [29]. In prac-
tice the entities which interact with PS to allocate resesria LTE are QoS parameters,
HARQ manager, buffer report manager, Adaptive TransmisBamdwidth (ATB), and
LA as shown in Figure 2.6. These entities are further intoeduin the chapter.

The practical scheduler design approach used in severdiksttor LTE is a decou-
pled Time-Domain (TD) scheduler followed by a Frequency¥iam (FD) scheduler, as
illustrated in Figure 2.7 [30]. The packet scheduling iselas a two step algorithm, first
TD scheduler selects a subset/éfusers from the available users in the cell, which are
frequency multiplexed by the FD scheduler as shown in Figurg32]. This framework
is attractive from complexity point of view, since FD schixthas to consider only fre-
guency multiplexing of maximun¥ users per TTI. The value @¥ is set according to
the potential channel constraints as well as the availalmeber of PRBs. Assuming the
number of users in the celly, is larger thanV (i.e. D > N), the TD scheduler provides
the primary mechanism for controlling the QoS, while the Fbhexluler mostly tries to
optimize the spectral efficiency per TTI. For the case wher: N, the FD scheduler
should be able to fulfill the required QoS of users along witliroizing the spectral ef-
ficiency per TTI. Note that the overall scheduler perforneawil be sub-optimal due to
the limited user diversity at the FD scheduler. Although sbkeduling framework con-
sists of two successive steps, there is in many cases a dapsnbetween the TD and
the FD schedulers. This is especially the case for those TiPdsders which depends on
the average delivered throughput to users in the past @gertlent on the FD scheduler
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decisions). Note that due to user transmit power consgiaingé uplink allocation might
consist only of few PRBs. Hence to maintain a reasonable spedticiency the number
N should be sufficiently high.

The HARQ manager provides the set of users that have to undefgst Layer 1
(physical layer) (L1) retransmission of the data packete Buffer report manager gives
an estimate of the buffer occupancy at the UE [33]. The uphinffer status report de-
termines the schedulable user set (i.e. the users that ladagdckets to be transmitted
in the next TTI) by using the schedulability check prior t@ thD scheduler. Schedu-
lability check additionally based on the information frorARQ manager identifies the
scheduling candidate set. The FD scheduler performs thé coagputationally intense
operations by trying to determine the best allocation thllged on a scheduling metric.
Assuming that a metric value is available for each user actl €&B, the goal can be
defined so as to maximize, under the single-carrier comstthie utility function:

Mo =Y _ M A withi € Q;, j € Q (2.1)

wherelV/; ; is the metric for usei and PRBj, (2, is the set of users); is the set of PRBs,

and A4, ; = {0,1} with 1 for user: allocated to PRB;j, and 0 otherwise. This problem
can be solved using an exhaustive search-tree based atgdat fixed number of PRBs

allocated to each user per TTI [34], or flexible number of PRBxated to each user per
TTI also known as ATB [35].

2.6.1 Adaptive Transmission Bandwidth

The multiplexing of users in FD depending on the scheduliegrimis a way to exploit the
multi-user diversity and to satisfy the QoS [36]. The Ade@tiransmission Bandwidth
(ATB) provides a flexible PRB allocation algorithm dependingtbe scheduling met-
ric representing the channel quality and the requiremegusrantee the QoS which can
accommaodate for different traffic types e.g., Voice oveetnet Protocol (VolP), which
requires a limited bandwidth. The ATB algorithm allocatensswith high path loss (cell
edge users) lower number of PRBs, while allocating higher rerrobPRBs to the low
path loss users (cell center users). Information on theReerer Spectral Density (PSD)
is important in order to correctly allocate the transmisstandwidth (PRBs) and the
Modulation and Coding Scheme (MCS). Inaccurate knowledgé@®fSD could e.g.
cause the allocation of a too high transmission bandwidtte{gthe maximum UE power
capabilities), thus resulting in a low SINR. Therefore, mfation on the UE transmis-
sion power is conveyed from the UE to the eNode-B using powadioom reports [33].
Hence, the advantage of ATB algorithm is that it has the cdipato cope with varying
traffic loads as well as power limitations [35].
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2.7 Link Adaptation

Link Adaptation (LA) is a technique that adapts bandwidtibduiation, coding, transmit
power, and/or other signal transmission parameters tonstantaneous channel condi-
tions, aiming to increase the spectrum efficiency and rialof wireless systems [37].
LA includes power control and AMC as shown in Figure 2.6 [1IN.LTE uplink intra-
cellinterference is ideally non-existent because of tlesafisin orthogonal multiple access
scheme, i.e. SC-FDMA. The power control is primarily useddmpensate for the slow
variations of the channel and interference conditions. Slbe power control opens for
the possibility to perform fast link adaptation based on AMThese mechanisms are
discussed in detail in the following sections.

2.7.1 Power Control

It has been agreed in 3GPP that a UE set its total transmipsier (P) using the fol-
lowing Fractional Power Control (FPC) formula [20]:

P = min {Pyay, Py + 101log,g N + oL + Apos + f(A;)} [dBm] (2.2)

In (2.2), P, IS the maximum user transmission pow&rjs the number of assigned
PRBs in a TTI,F, anda are power control parameters (s cell-specific, whileF, can
either be cell- or user- specificl, is the downlink path loss measured at the W&, s
is a cell specific parameter given by Radio Resource Control (RRJ} a user specific
aperiodic closed loop correction included in the uplinkngral’ he selected FPC concept
for LTE uplink is based on a mixed open loop and closed loopgyaentrol scheme.
The main scope of the compensation facte) (h FPC is to operate different UEs at
different target SINR levels depending on their path loshéoserving base station, thus
reducing the generated inter-cell interference. The FR@udied, and the power control
parametersK,, «) are optimized in [38].

2.7.2 Adaptive Modulation and Coding

It is well known that Adaptive Modulation and Coding (AMC) cagrsficantly improve
the spectral efficiency of a wireless system [39]. Therefbrs feature is included in
several wireless standards e.g., GPRS/EDGE, HSPA [2], WiMAX, LTE [14]. In
LTE uplink the supported data-modulation schemes are Qi@ Phase Shift Keying
(QPSK), 16 Quadrature Amplitude Modulation (16QAM), and@®4adrature Amplitude
Modulation (64QAM) [11].

The basic functioning of AMC is to select the most suitable M@Sransmission on a
TTI basis to adapt to the changing channel conditions. Eigu8 illustrates an example of
the spectral efficiency versus average SNR for different ME€&hould be noticed that at
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Figure 2.8: Spectral efficiency vs. average SNR for different MCS including ISpEcific over-
head [42].

higher average SNR (i.e. better channel quality), highéeoMCS can be supported giv-
ing higher spectral efficiency. The MCS selection dependserstimate of SINR with a
given accuracy that a user will experience in corresporelehthe scheduled bandwidth
and at scheduled time instant. The AMC can be done on a fast foagxample on per
TTI basis, or on a slow basis for example every power conwohmand which is sent
every certain number of TTIs. In [41], it is shown that the #aMIC is significantly better
compared to slow AMC in terms of average cell throughput. Gai@ in using fast AMC
Is coming from the fact that high instantaneous SINR coodgithat occur sometimes
(due to power control only compensating for slow channel iatetference variations)
are better exploited by the allocation of high order MCSs careg to slow AMC that
selects MCS only based on average channel and interferendg&ionas. The AMC for
LTE uplink is studied in detail in [41].

2.7.2.1 Channel State Information

The SINR estimate used by AMC is also referred to as the ChaBtagd Information
(CSI). The Channel State Information (CSI) is estimated udggdhannel sounding
concept as well as uplink reception on Physical Uplink Stha@aannel (PUSCH) [14].
In channel sounding the UE transmits a Sounding ReferenceaS§(§RS) in the uplink
covering the entire or a part of bandwidth eligible for albon. The SRS is used at the
eNode-B to extract the near-instantaneous frequencytsel&eSl. Taking advantage of
uplink synchronous transmission and of the orthogonalitwided by Constant Ampli-
tude Zero Auto-Correlation (CAZAC) sequences users in the sso®r can transmit
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sounding pilots over the same frequency band without ieterd with each other [43]. In

reality there exists a constraint on the number of users éceti that can simultaneously
sound the same bandwidth without interfering with eachrothieis particularly depends
on the method used to multiplex SRSs from different users.elhar, the user transmit
power capabilities typically impose a limit on the soundb@ndwidth, or alternatively to

the level of accuracy of the corresponding SINR measuresnditte CSI model used in
this study is presented in Section A.2.

2.7.3 Outer Loop Link Adaptation

The LA mechanism is implicitly error prone. Typical errong aue to SINR measure-
ment, link adaptation delay, interference variability;.eThese errors cause the experi-
enced BLock Error Rate (BLER) at first transmission to deviataftioe predefined target
(in the order of 10-30% [41]). Hence an OLLA algorithm is rgqd to compensate for
such errors [44]. OLLA is not standardized for LTE and is venspecific.

In the scenario where CSI errors cannot be totally avoidedDth_A algorithm is usu-
ally employed to stabilize the overall LA performance on@stime basis. The OLLA
algorithm monitors success of past transmissions to eaah lbased on Ack/Nack’s re-
ceived, which are used to calculate an offset parameterpas io the AMC as shown in
Figure 2.6. Further, the CSl is modified according to the OLIfi&eat before using them
for AMC. The OLLA model used in this study is presented in Saci.3.

2.8 HARQ

The HARQ ensures that in case a data packet is not correctbddbte, then the transmit-
ter (UE) performs fast L1 retransmission of that data pac¢kes receiver (eNode-B) can
achieve SNR gain by combining soft information for all tramssions. The LTE in up-
link supports the HARQ functionality to ensure the packeiveéey between peer entities
at L1 [45]. HARQ provides robustness against LA errors calmsethe uncertainties in
CSI estimation and reporting. Further, if the service caertde additional delay, HARQ
can improve the spectral efficiency by allowing LA to be maggr@ssive [3]. The HARQ
within the Medium Access Control (MAC) sublayer has the follegvcharacteristics [45]:

e N-process Stop-And-Wait (SAW) protocol based HARQ is used betva UE and
eNode-B. The transmitter persists with the transmissioraohgacket for a given
number of transmission attempts, before discarding th&gtacThe HARQ pro-
cesses are transmitted ov&r parallel time channels in order to ensure continu-
ous transmission to a single UE. The choice of the parantétdepends on the
feedback delays and QoS delay constraints. Increasitgads to extra buffering
requirement at the receiver and transmitter, longer detayHARQ process, and
increased signaling load. In LTE eight HARQ processes arelataized.
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e The HARQ is based on Ack/Nack’s. The data packets are ackdgeteafter each
transmission. A Nack implies that a retransmission is retpeeeither for additional
redundancy (Incremental Redundancy (IR)) or a combining @@ase Combining
(CQ)), to enable error free packet delivery to the higher maittayers. The basic
idea of CC scheme is to transmit an identical version of ewwosly detected data
packet, while with the IR scheme additional redundant mi@tion is incrementally
transmitted.

e Synchronous retransmissions with both adaptive and naptag transmission pa-
rameters are supported in the uplink. Synchronous HARQ @sphat retransmis-
sions for a certain HARQ process occur at certain known tirseaits. Adaptive
HARQ operation in the frequency-domain implies that theartmission can be
scheduled on different PRBs in comparison to the first trarsoms while non-
adaptive HARQ implies that the retransmission are scheciidle same PRBs as
that of the first transmission.

If the HARQ retransmissions fail or exceed the maximum nunabeetransmissions
allowed, the Radio Link Control (RLC) layer handles further AR@aesmissions if
needed. For example the ARQ retransmissions are not redfoirede \VOIP traffic be-
cause of the short delay budget. The HARQ gain comes at thetwstreased memory
requirement at the UE, required to buffer the soft valuekebutput of the Turbo decoder.
Further, HARQ combining also increases the packet delay.

2.9 Transport and Physical Channels

In LTE the data generated at higher layers is carried usargsport channels, which are

mapped in the physical layer to different physical chantelse sent over air interface
[17].

In uplink, two types of transport channels exist: Uplink 8thChannel (UL-SCH)
and Random Access Channel (RACH). The UL-SCH is used to suppoantgriLA,
HARQ, and dynamic and semi-static resource allocation. ThEIRA used for limited
control information and for collision avoidance. Thesagort channels are mapped to

UL-SCH RACH

Uplink
Transport channels

__ o ——— (- — - Uplink
Physical channels
PUSCH PRACH PUCCH

Figure 2.9: Mapping between uplink transport channels and uplink physical ctefig.
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Figure 2.10: Mapping between downlink transport channels and downlink physieedrodis [17].

the physical channels as shown in Figure 2.9. There are tyyes of physical channels:
Physical Uplink Shared Channel (PUSCH), Physical Uplink Gar@@hannel (PUCCH),
and Physical Random Access Channel (PRACH). The PUSCH carriedLit#&CH,
PUCCH carries HARQ Ack/Nack’s in response to downlink transiois, scheduling
requests, and Channel Quality Information (CQI) reports.

In downlink, four types of transport channels exist: Broad¢hannel (BCH), Multi-
cast Channel (MCH), Paging Channel (PCH), and Downlink Sharedi@h@DL-SCH).
The DL-SCH is used to support dynamic LA, HARQ, dynamic and s&atic resource
allocation, and to support Discontinuous Reception (DRX)rtabde UE power saving.
The BCH is characterized by a fixed, pre-defined transport fgramal is required to be
broadcasted in the entire coverage area of the cell. The PQied to support DRX
(DRX cycle is indicated by the network to the UE), and is alsqpuresd to be broadcasted
in the entire coverage area of the cell. The MCH is used to suppaitimedia Broad-
cast Multicast Service (MBMS) transmission on multiple sellThese transport chan-
nels are mapped to the physical channels as shown in Figl@e Zhere are four types
of physical channels: Physical Downlink Shared Channel @B Physical Downlink
Control Channel (PDCCH), Physical Broadcast Channel (PBCH), ansi¢dthyvulticast
Channel (PMCH). The PDSCH carries the DL-SCH and PCH, and PMCHesailie
MCH. The PDCCH informs the UE about the resource allocation of REHDL-SCH,
and HARQ information related to DL-SCH. The PBCH is a coded BCH partslock
mapped to four sub-frames within a 40 ms interval, and eabHrsume is assumed to be
self-decodable assuming a sufficiently good channel comdit

2.10 Summary

This overview chapter has provided the concept of uplink RRIGGH#P LTE Release 8.
The uplink RRM functionalities in LTE are located in Layer 2 drayer 3 at the eNode-
B. The QoS parameters setting, LA algorithms including FPE AMC, and physical
and transport channels are described in detail. AdditignBS is described along with
its interaction with ATB and HARQ. In uplink the data is schistlion the PUSCH based
on the uplink grants sent using PDCCH. Further, the concept®BAd handover are
introduced, which are studied thoroughly in this thesis.
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QoS-Aware Uplink Admission Control

3.1 Introduction

The Quality of Service (QoS) aware Admission Control (AC) deiees whether a new
radio bearer should be granted or denied access based gniife® QoS of the new radio
bearer will be fulfilled while guaranteeing the required QafShe in-progress sessions
[17]. The AC for LTE uplink is located in the Evolved Node B (efie-B) at Layer 3,
which will utilize the local cell load information to makedhAC decision. Hence, the
focus of this study is on the single cell AC.

This chapter proposes a QoS-aware AC algorithm for Long Tewalution (LTE)
uplink utilizing the user radio channel condition to makeamission decision. This
algorithm uses the Fractional Power Control (FPC) formulaedrin Third Generation
Partnership Project (3GPP) [20] and hence it is referredsttha FPC based AC. A
reference AC algorithm is also developed to compare thepeaence of the FPC based
AC algorithm. The performance is evaluated in terms of hiogkprobability, outage
probability, and unsatisfied user probability.

This chapter is organized as follows: In Section 3.2, theestathe art of AC is pre-
sented. The reference AC and FPC based AC algorithms aregedn Section 3.3. The
FPC based AC algorithm is compared with the reference ACrittgo using a detailed
semi-static system simulator with the modeling assumptaescribed in Section 3.4. In
Section 3.5, simulation results are presented illustgatie comparison of the proposed
AC algorithms, and Section 3.6 contains the conclusions.

3.2 State of the Art

Several studies have been done on the AC for Wideband Codsi@iwlultiple Access
(WCDMA) and Orthogonal Frequency Division Multiple AccessHI@MA) based sys-

27
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tems. The uplink AC algorithms for WCDMA system are based omeging and main-
taining the increase in intra-cell interference for adimgta new user [46][47]. As op-
posed to WCDMA, in LTE uplink intra-cell interference is in peciple non-existent be-
cause of the use of orthogonal multiple access scheme.dfartine, in LTE uplink users
are scheduled on the dynamically shared channel with fadt Adaptation (LA) based
on Adaptive Modulation and Coding (AMC), FPC, Hybrid AutomaRepeat reQuest
(HARQ) and Transmission Time Interval (TTI) of 1 ms. Therefothe AC algorithms
for WCDMA system will not be suitable for LTE. The AC algorithrier OFDMA are
studied in [48][49][50][51].

In [48] an adaptive capacity threshold based AC for delaystise Real Time (RT)
and delay-tolerable Non-Real Time (NRT) traffic is preserfadthe downlink IEEE
802.16e system (WIMAX). The proposed AC scheme estimatesitwnlink cell ca-
pacity to cope with the time-varying characteristic of aafya The capacity threshold
used for RT traffic is the ratio of the capacity that can be paxuiby the RT traffic. The
ratio of the capacity allocated to the RT traffic is estimdigdjuaranteeing certain packet
drop rate for RT traffic. This AC algorithm cannot directly liged in uplink LTE because
the affect of user transmit power which is different for akktusers and it varies with time
due to power control is not present in downlink. Thereforeige this scheme in uplink
the cell-capacity estimation need to be extended to indineaffect of power control.

In [49] a theoretical framework for an uplink queue-aware i8@resented in which
a user is admitted with a certain acceptance probabilitedbas the number of packets
in the queue. A two dimensional discrete time Markov Chairtwampg the dynamics in
terms of number of connections and queue status is used tdasenthe system perfor-
mance. The queue-aware AC is shown to be able to adapt taffie knad, but it relies on
subcarrier and rate allocation for QoS differentiation agthe service classes. A simple
event-driven simulation considering single transmitted aingle service class is used to
validate the analytical framework.

In [50] a simple Carrier to Interference Ratio (CIR) thresholddth AC for IEEE
802.16 system is presented. This study shows that the bigpgerformance can be im-
proved at the expense of throughput degradation for difte@R thresholds. This AC
is a simple threshold based scheme and does not take intordacite radio bearer's
QoS requirements. Another AC for WiIMAX to optimize the operarevenues and a
utility-constrained optimal revenue policy is presented5l]. Moreover, a cooperative
cross-layer resource management scheme is proposed taneotimd radio resource man-
agement and bandwidth resource management. A simple amendional Markov Chain
model is used to evaluate the performance of the AC.

Another important QoS issue is how to control the admissidmaadover calls. The
dropping of handover calls are considered to be more dattahéo the network perfor-
mance than the blocking of new calls. Several strategiebdodwidth reservation for
handover calls [52], and to prioritize the handover callsravew calls are studied [53].
In [53] an AC algorithm is proposed to adaptively control #tknission threshold in each
cell in order to keep the dropping probability due to handdetow a predefined level.
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Figure 3.1: Spectral efficiency vs. SINR curve for different MCS. GBR can béntained using
lesser number of PRBs at higher MCS i.e., higher spectral efficiendfy@mce higher SINR using
higher PSD limited by the maximum user transmit power.

In this thesis AC algorithms are presented considering &uaed Bit Rate (GBR) as
the main QoS criterion, and each user is assumed to havela biegrer. The handover
and new calls are not differentiated in this study.

3.3 Uplink Admission Control

3.3.1 Reference Admission Control Algorithm

The reference AC algorithm decides to admit a new user if tine of the required GBR
of the new and the existing users is less than or equal to #aefined average uplink cell
throughput R,,...) as expressed in (3.1).

K

> GBR; + GBRyey < Rinax, (3.1)

=1
where K is the number of existing users in the cell. The users in aregllire different
amount of resources to fulfill their required GBR as it depeodgheir radio channel
quality. A drawback of the reference AC algorithm is that aed not differentiate the
users based on their channel quality. Furthermayg,. is a tunable parameter and does
not represent the actual average uplink cell throughputwik time-variant as it depends
on the resources allocated to the users and their expedai@nel quality [54]. For
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R q: — o0 this algorithm will admit all the users requesting admissamd is equivalent
to the case of no AC.

3.3.2 Fractional Power Control based Admission Control Algorithm

To fulfill the GBR a user can either be allocated larger bantwahd transmit at lower
Power Spectral Density (PSD) i.e., lower Modulation and @gdscheme (MCS), and
hence lower Signal-to-Interference-plus-Noise Ratio INOtherwise, a user can be
allocated smaller bandwidth and is required to transmitgttdr PSD i.e., higher MCS
and hence higher SINR, to achieve the required GBR. This idivgurom the link-level
curves shown in Figure 3.1. Moreover, for a delay toleratdffit the user can either
be allocated more number of Physical Resource Blocks (PRBs)lawtbr scheduling
activity, or lower number of PRBs with higher scheduling atyiv

The proposed AC algorithm decides if the current resouloeation can be modified
S0 as to admit the new user and satisfy the GBR requirementktbéaactive users and
the new user. Hence, the admission criterion for the newis$leat the sum of the average
required number of PRBs per TTI by a new usgy,{,) requesting admission and existing
users (V;) is less than or equal to the total number of PRBs in the systeavadth (V)
e.g. 50 PRBs in 10 MHz [14]. The proposed AC depends on the lang aserage of
required number of PRBs to fulfill the GBR. For example, the GBR o$@r e¢an either
be fulfilled by allocatingN; PRBs every TTI, o2 - N; PRBs every second TTI, which
corresponds to the same number of average resources oretomgherefore the required
number of PRBs are specified in terms of PRBs per TTI. The propo€ecriferion can
be expressed as

K
ZNi+Nnew S Ntot_ANs (32)
i=1

where AN is the load safety margin parameter, which also compensatesgnaling
overhead. Hence, the problem of AC is to estimate the redjmuenber of PRBs per TTI
of a user while satisfying its GBR requirement and transmitgroconstraint.

3.3.2.1 Estimation of NV; and N,

The N; of the existing users can be measured at the eNode-B by Ugrayerage number
of PRBs allocated to these users by the PS, whileNhg, needs to be estimated using
the path loss#® L) and required GBR information.

In this section we estimate thé andN,,.,, assuming that the requir€dB R and path
loss of the existing users and new user requesting admissiarown to the AC unit at
the eNode-B. The modified Shannon formula [55] in (3.3) is usesbtimate the required
average number of PRBs per TTY{) for a knownG BR; and P L; for useri.
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Figure 3.2: Modified Shannon fit curve using the link-level results in [42].

(3.3)

Sloits/s/Hz]= BW,;; - 1 - log, ( sl )

Y SNR,,
whereBW,; is the system bandwidth efficiency)V R. s adjusts for the Signal-to-Noise
Ratio (SNR) implementation efficiency, and= [0, 1] is the correction factor. As shown
in Figure 3.2,[BW.sr,n, SNR.s¢] = [0.72,0.68,1.0471] for 1x2 antenna deployment,
gives a good curve fit to the LTE uplink link-level results #2]. Actual spectral efficiency

versus SINR mapping curves obtained from the field trialsretdiork deployment can be
used for improved accuracy instead of simulated link-legsllts. The required spectral
efficiency (S;) for GBR; andNV; PRBs is,

 GBR,
~ N;- BWpgp

whereBWprp = 180 kHz. The SINR of userwith transmit PSD{;) in mWatts per PRB
is,

S; (3.4)

0;
F’Lz -IoT - NO -NF - BWPRB
where [oT is the total uplink received interference plus thermal egewer over the
thermal noise powety, is the thermal noise power density per antenna, &itdis the
noise figure at the eNode-B.

(3.5)

SINR,; =

It has been concluded within 3GPP that the power controlHerRhysical Uplink
Shared Channel (PUSCH) will be FPC consisting of open loop poatrol along with
aperiodic closed-loop adjustments as [20][56][57]

P; = min { Ppax, Po + 101logyo N; + aL; + Apes + f(A)} (3.6)

whereP; is total user power in dBn¥}, can be a cell or user specific parameférjs the
number of assigned PRBs to usew is the path loss compensation factby,is the path
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loss in dB (; = 10log,, PL;), Ancs is signaled by the Radio Resource Control (RRC)
andA, is a user specific correction value dependingfon

Assuming user is operating within the transmit power dymrarange, the PSD)() in
mWatts per PRB of usérusing FPC formula in (3.6) is,

10logyy 6; = P, — 10logyq N; = Po + aL; + Ayces + f(A)) 3.7)

Replacing the), in (3.5) gives the SINR, which gives the closed form solution/Y;
using (3.3) and (3.4) as,

GBR; GBR;

BWers =5 BWppp - BWesg - n - log, (1 + s%%%)

N, (3.8)

N; andN,.,, in (3.2) are estimated using (3.8) to make the AC decisiordi#ahally,
if Onew * Noew > Prae the new user is denied admission since it is power limitedhis
studyA s andf(4;) terms are set to zero.

3.3.2.2 Measurement of Input Parameters

In this study the number of PRBs per TTI for existing users atiem@sed using the method
in Section 3.3.2.1. In reality thé&/; for existing users in (3.8) can be measured by the
Packet Scheduler (PS) at the eNode-B as,
GBR;
N; = ——*— 3.9

Rsch,PRB,i ( )
whereR., prip,; IS the average scheduled throughput per PRB which is pasigeef
the scheduled throughpuR(. ;) over the number of PRBs allocated to useiWhere
R, is an estimate of user throughput if usevas scheduled every TTl is calculated as
(58], )

where{B;[n| > 0} is a boolean expression which is either 1 or O depending orthehe
the user is multiplexed in frequency domain or not respectivelys the forgetting factor,
andd;[n, k| is the estimated achievable throughput for usam TTI n and PRBk.

The N,.., is estimated using the estimated path loss by using (3.8 pakh loss of a
user can be estimated at the eNode-B by using the downlink&efe Signal Received
Power (RSRP) measurement signaled over the RRC in uplink [59].

The total number of PRBs\[,;) available for data transmission is the total number
of PRBs minus the number of PRBs used for control transmissiorsgmaling over-
head. The PRBs used for control transmission by Random Access\€lhi&ACH) and
Physical Uplink Control Channel (PUCCH) are time variable, dnd should be taken
into account when settingy,,;. In this study a constant number of PRBs are assumed for
control and data transmission.



QoS-Aware Uplink Admission Control 33

Table 3.1: Simulation Parameters and Assumptions

Parameter \ Assumptions
Inter site distance 500 m (Macro case 1)
1732 m (Macro case 3)
System bandwidth 10 MHz (50 PRBSs)
TTI 1ms
Number of PRBs for data transmission | 48
Number of PRBs for control transmissior2
Users multiplexed per TTI 8
PRBs per user per TTI 6 (ATB = OFF)
TD scheduling GBR-aware
FD scheduling Proportional Fair scheduled
Forgetting factor §) for scheduling 0.01
Initial R; value GBR; [60]
Initial R, ; value GBR; [60]
HARQ Synchronous, Adaptive
BLER Target 20%
Power control Fractional power control
P, « Macro Case 1: -59 dBm, 0.6
Macro Case 3: -64 dBm, 0.6
User arrival Poisson process
User arrival rate 1,2,3,4,5,6,7,8, 10 users/cell/s
Traffic model Finite buffer model
Initial buffer size 1 Mbit
GBR requirement 256 kbps
Number of admitted calls simulated 10000

3.4 Modeling Assumptions

The performance evaluation is done using a detailed meltisystem level simulator
described in Appendix A, which follows the guidelines in J14rhe default simulator
parameters and assumptions are listed in Table A.1.

The users in the system are created according to a Poisdarroadl process. If the
AC decision criterion proposed in Section 3.3 is fulfille@ tiser is admitted, otherwise
the user is blocked. A finite buffer traffic model is used, veheach user uploads a 1 Mbit
packet call. All the users in the network are assumed to levedame GBR requirements.
The scheduler does not limit the users by their GBR but allawsigher throughput if
possible. The session is terminated as soon as the uploathigeted.

The packet scheduling is done as a two step algorithm, fins¢dDomain (TD) schedul-
ing is used to select the users which will then be multiplexsihg Frequency-Domain
(FD) scheduling as explained in Section 2.6 [31]. In thisptbra GBR-aware PS is used
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in TD, which prioritizes the users which have the averageughput below their GBR
requirement based on the metric in (4.1). The users withageethroughput above the
required GBR are given to FD PS in a uniform random way with egrabability.

R;[n]

, (3.11)
1.0 Rin] > GBR

GBR: R [n] < GBR;
MTD,i[n] = { [ ]

whereR; is the past average throughput of uses calculated using exponential average
filtering as [60]

R,[n] = (1 — B)Ry[n — 1] + Bd;[n, k]. (3.12)

The FD scheduler allocates the fixed number of PRBs to the usiexsed by the TD
scheduler according to proportional fair scheduled melgiined as [31]

MFDJ;[TL, ]’C] R . [n} .

(3.13)

The allocated bandwidth per user is assumed to be fixed andatine for all the
scheduled users [34]. The collaborative work in [34] is neggd in Annex I. In this
chapter, 8 users are multiplexed per TTI, giving 6 PRBs per pserTTI. The total
number of PRBs used for data transmission is 48 PRBs while 2 PRBesaeved for
control transmission. Since the fixed number of PRBs are d#dda the users, the good
channel condition users will be scheduled less often coetptar poor channel condition
users by TD scheduler to fulfill the same GBR.

The power control is done according to the FPC formula statizizd in [20]. The
optimal FPC parameters for finite and infinite buffer traffiaael will be different because
of the different path loss distributions in the two caseghlia study, the FPC parameters
optimized for infinite buffer traffic model in [38] are used.hd simulation parameters
specific to this chapter are given in Table 3.1.

3.5 Performance Evaluation

The performance of the proposed AC algorithms is evaluagedyuhe blocking probabil-
ity, outage probability, and unsatisfied user probabilitlyjch are defined in Section A.7.
Blocking probability (7,) is defined as the ratio of the number of blocked users to thaé to
number of new users requesting admission. Outage protyaldij) is calculated as the
ratio of the number of users not fulfilling their GBR requiremeo the total number of
admitted users. The unsatisfied user probability) (s calculated as,

P,=1—(1-P)1-P,) (3.14)
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3.5.1 Macro Case 1 Scenario

This section presents the results in Macro Case 1 scenariohwhrepresented by the
inter-site-distance of 500 m.
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Figure 3.3: (a) Blocking probability vs. offered traffic, (b) outage probability véfeped traffic
for FPC based AC and reference AC algorithms.

Figure 3.3 shows the blocking and outage probabilities vitered traffic (user ar-
rival rate) for FPC based AC and reference AC with,, setting of 2, 5, 25 Mbps. In
Figure 3.3 (a) we notice that the blocking probability irages with the increasing of-
fered traffic. Even at very low offered traffic FPC based ACidsmadmission to the users
whose QoS cannot be fulfilled. Furthermore, the referencend®es admission decision
without taking into account the average channel conditiomsers requesting admission.
The R,,.... parameter for the reference AC is set as [2, 5, 25] Mbps. Fordference AC
algorithm, the blocking probability decreases while théage probability increases for
the increasing value oR,,.. as shown in Figure 3.3 (b). The FPC based AC is shown
to be better in terms of the blocking probability while maining the outage probability
within 1.5%.

For the increasing?,,...., reference AC block lesser number of users at low and mod-
erate offered traffic but their blocking probability tenddmnverge for high offered traffic
as seen in Figure 3.3 (a). This is because at high offerefittthé users tend to concen-
trate on the cell edge. Moreover, at higher offered traffi@ ($ers/cell/s) the blocking
probability is lower for the FPC based AC, because the useradmitted such that their
average call length is limited by a certain maximum, to fulie GBR requirement.
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Figure 3.4: (a) Unsatisfied user probability vs. offered traffic, (b) average tbetlughput vs.
offered traffic for FPC based AC and reference AC algorithms.

Figure 3.4 shows the unsatisfied user probability and aeecat] throughput (car-
ried traffic) for different AC algorithms. The unsatisfieceuprobability is derived from
Figure 3.3 as in (3.14). We notice that the proposed FPC baSad the best among the
studied AC algorithms in terms of low unsatisfied user prdigland high carried traffic,
and the performance of reference AC - 5 Mbps is closest toftbased AC. At 10% of
the unsatisfied user probability, the FPC based AC can supg® more carried traffic,
and 7.5% more offered traffic over the reference AC - 5 Mbpsasa in Figure 3.4. It
is important to note that th&,,,,.. for the reference AC is a tunable parameter and is not
the actual average cell throughput.

At 10% of the unsatisfied user probability for different AQ@aiithms the carried
traffic will be limited between the range of 90% and 100% adtetraffic as in (3.15). For
the FPC AC, at 10% unsatisfied user probability the offereffidrss around 7.75 Mbps
and the carried traffic is 6.96 Mbps which lies within the ramg (3.15). This range as
well holds true for the reference AC - 5 Mbps which has thereffieraffic of 7.2 Mbps
and the carried traffic of 6.6 Mbps at 10% unsatisfied usergiiiby.

0.9 - offered traffic< carried traffic< offered traffic (3.15)

Figure 3.5 shows the number of users per cell for different &gbrithms. It is
shown that for reference AC - 25 Mbps the number of users gapidly for arrival
rates 7 users/cell/s and higher. This is because for vety Rjg,. the reference AC tend
to behave like system with no AC.
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Figure 3.5: Average number of users per cell vs. offered traffic for FPC ba€ednd reference
AC algorithms.
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Figure 3.6: CDF of average call length for FPC based AC and reference AC algwittUser
arrival rate = 8 users/cell/s.

Figure 3.6 shows the average call length for different A@atgms. The average call
length of reference AC increases with increasifg,... It is due to the fact that higher
average number of users are active for higRgy,.. For FPC based AC the average call
length is limited by a certain maximum equivalent to the maxin time to complete the
call with a certain GBR.

Figure 3.7 shows the CDF of path gain (including distance déget path gain, shad-
owing, and antenna gain) of admitted users for FPC based AGQefarence AC algo-
rithms. It should be noticed that for the FPC based AC the gaiih distribution of users
in the cell is modified for the cell edge users (low path gaiarsls This is because the
FPC based AC denies admission to a user with a certain GBRresgeint at the cell edge
with higher probability compared to the user located at thké eenter. Moreover, we
notice that the path gain distribution of the users is saméh®reference AC algorithm
because this algorithm treat all the users requesting atmigqually regardless of their
channel conditions.
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Figure 3.7: CDF of path gain of admitted users for FPC based AC and reference A@thfgs.
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Figure 3.8: 95% coverage user throughput vs. offered traffic for FPC baszd reference AC

algorithms.

Figure 3.8 compares the 95% coverage user throughput ferefit AC algorithms.
We notice that the FPC based AC and reference AC - 2 Mbps arerlyeevaluated
algorithms for which the 95% coverage user throughput isgdshigher than the GBR.
But the unsatisfied user probability is much lower and thei@adrraffic is significantly
higher for using the FPC based AC over the reference AC - 2 Mbps

Figure 3.9 shows the CDF of the average user throughput aretiglthg activity
(frequency of user being multiplexed in frequency-domaifpr increasingR,,.. the
average user throughput as well as scheduling activityedsess. This is due to higher
number of active users in the system for higigr,.,. as shown in Figure 3.5.
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Figure 3.9: (a) Average user throughput, and (b) Scheduling activity for FP@b#s&C and
reference AC algorithms. User arrival rate = 8 users/cell/s.
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Figure 3.10: (a) PRB utilization per user, and (b) Total PRB utilization for FPC based Ad¢ a
reference AC algorithms. User arrival rate = 8 users/cell/s.

Figure 3.10 shows the PRB utilization per user (number of PRBsatkd to a user
per TTI) and CDF of the total PRB utilization (total number of PRlscated to all the
active users per cell per TTI). Figure 3.10 (a) shows thatHerdifferent AC algorithms
each user is allocated 6 PRBs per TTI. This is because the P$ tis akbocate fixed
transmit bandwidth to the users according to the FDPS mgtiacity. In Figure 3.10 (b)
the reference AC - 2 Mbps almost never utilizes the full sysbandwidth (48 PRBSs), this
is because of the fewer average number of users per cell tlaaicdan be multiplexed in
frequency domain. For FPC based AC the total PRB utilizatsamoit full for about 30%
time. The PRB utilization can be improved by multiplexing teers in the frequency
domain using Adaptive Transmission Bandwidth (ATB) based35§ |

Figure 3.11 shows the CDF of average scheduled SINR and tastous loT for dif-
ferent AC algorithms. Figure 3.11 (a) shows that the SINRrithstion is fairer for FPC
based AC compared to the reference AC algorithm for the stURlj, ., values. This is
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Figure 3.12: (a) User transmit power, and (b) Relative frequency of MCS indexl iseFPC
based AC and reference AC algorithms. User arrival rate = 8 uskis/ce

because FPC based AC denies admission to a user with a c@B&mequirement at cell
edge with higher probability compared to a user near celliesehlence the improvement
in the SINR at the lower edge of scheduled SINR distributiime gain in average sched-
uled SINR for the reference AC - 2 Mbps is due to the lower ayer®T as shown in
Figure 3.11 (b). This is due to the fractional PRB utilizatamshown in Figure 3.10 (b).
The average IoT for FPC based AC and reference AC Wjth, value of 5 Mbps and 25
Mbps are similar. This is due to the fact that each user istratting at the fixed transmit
power based on the average path gain utilizing the FPC famul

Figure 3.12 shows the CDF of user transmit power and relateguency of MCS
index used for different AC algorithms. It is seen that for FPC lia&€ none of the users

1The MCS index represents the MCS used in increasing MCS osdéMSC index 0 is for QPSK 1/10
and 10 is for 16QAM 5/6. The MCS used in this study are listetidhle A.1.
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Figure 3.13: (a) BLER target at % transmission, and (b) Number of HARQ transmissions for
FPC based AC and reference AC algorithms. User arrival rate = 8/aséfs.

are power limited. This is because for FPC based AC a usejeistedl if it cannot fulfill
the required GBR due to the transmit power constraint of 24 dBrshould be noticed
that up to 8% of users are power limited in the case of referék€ algorithm. This
is because the reference AC algorithm does not take intauattbe channel conditions
and the user transmit power limitations to make an admisgemision. In Macro case
1 scenario (inter-site-distance is 500 m) few users will begr limited, and hence the
blocked users due to the transmit power constraint will igigible. Admission denials
due to the transmit power constraint will be higher in the Matase 3 scenario (inter-
site-distance is 1732 m). The lower MCS is used with highequeacy for reference AC,
this is because higher number of users are power limitedsrctse.

Figure 3.13 shows the CDF of average BLER per user at¥hteahsmission and the
number of HARQ transmissions for different AC algorithms.eTdverage BLER at the
18t transmission is seen to match well with the BLER target forofilthe studied AC
algorithms. The maximum number of HARQ transmission attenmetr code-block is
equal to 4. Figure 3.13 (b) shows that the first HARQ transmiss unsuccessful for
20% which is equal to BLER target. This also verifies that Outerp Link Adaptation
(OLLA) is able to match the selected BLER target.

3.5.2 Macro Case 3 Scenario

This section presents the results in Macro Case 3 scenariohwrepresented by the
inter-site-distance of 1732 m. The higher inter-siteatise compared to Macro Case 1
increases the performance limitation due to the user traupgwer constraint.

Figure 3.14 shows the blocking and outage probabilitie®#fered traffic (user arrival
rate) for different AC algorithms. In Figure 3.14 (a) we metithat the blocking proba-
bility increases with the increasing offered traffic. Eververy low offered traffic FPC
based AC denies admission to the users whose GBR cannot lledulfurthermore, the
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Figure 3.14: (a) Blocking probability vs. offered traffic, (b) outage probability vifeced traffic
for FPC based AC and reference AC algorithms.

reference AC makes admission decision without taking ictmant the average channel
condition of users requesting admission. For the referé&€algorithm, the blocking
probability decreases while the outage probability insesafor the increasing value of
R... as shown in Figure 3.14 (b). We notice that the blocking artdgriprobabilities
are on average higher for Macro case 3 compared to the MasmXkaThis is due to
the fact that the users are transmit power limited in Macsec® and it leads to higher
outage probability for the reference AC. The FPC based ACasvalto be best in terms
of negligible outage probability.

Figure 3.15 shows the unsatisfied user probability and geezall throughput (carried
traffic) for different AC algorithms. We notice that the poged FPC based AC is the
best among the studied AC algorithms in terms of low unsatistiser probability and
high carried traffic. The carried traffic gain in the Macro &€& by using FPC based
AC is higher because it effectively rejects the user whiah warable to fulfill the GBR
requirement due to the transmit power limitation.

Figure 3.16 shows the number of users per cell for differedta#gorithms. For ref-
erence AC the number of users per cell increases with inereag,,... It should be
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Figure 3.15: (a) Unsatisfied user probability vs. offered traffic, (b) averagetbetlughput vs.
offered traffic for FPC based AC and reference AC algorithms.

noticed that the average number of users per cell in thisisadese for FPC based AC
and reference AC - 2 Mbps. Instead, in the Macro case 1, thmg@erumber of users
per cell for FPC based AC is close to reference AC - 5 Mbps asisihmFigure 3.5. This
shows thai?,,,.. of reference AC is dependent on the deployment scenarioeedito be
tuned, while FPC based AC tunes itself inherently.

Figure 3.17 shows the CDF of the average user throughput dretigking activity
(frequency of user being multiplexed in frequency-domairt)e outage user throughput
performance for reference AC is much lower compared to the B&sed AC is because
it rejects the user at the cell edge if its GBR cannot be futfilleor reference AC with
increasingR,,... the average user throughput as well as scheduling actieityedses.
This is due to higher number of active users in the systemifgren R,,,,. as shown in
Figure 3.16.

Figure 3.18 shows the CDF of path gain of blocked and admitsedsufor proposed
AC algorithms. It should be noticed that for FPC based AC tuth gain distribution of
blocked and hence admitted users is modified for the cell edges (low path gain users).
The FPC based AC denies admission to a user with a certain GigiReenent at the cell
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Figure 3.16: Average number of users per cell vs. offered traffic for FPC bA&2dnd reference
AC algorithms.
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Figure 3.17: (a) Average user throughput, and (b) Scheduling activity for FP@ba&< and
reference AC algorithms. User arrival rate = 6 users/cell/s.

edge with higher probability compared to the user locateti@tell center. This is due
to the fact that in Macro case 3 higher number of users are plimviteed compared to
Macro case 3 because of larger inter-site-distance. Mereae notice that the path gain
distribution of the users is same for the reference AC allgoribecause this algorithm
makes admission decision independent of their channelitboms

Figure 3.19 shows the CDF of user transmit power and relateguency of MCS
used for different AC algorithms. It is seen that for FPC lbla&€ none of the users are
power limited. This is because for FPC based AC a user istegjat it cannot fulfill
the required GBR due to the transmit power constraint of 24 dBnMacro case 3 we
notice that for reference AC more than 60% of users are trarpower limited. This is
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Figure 3.18: (a) CDF of path gain of blocked users, and (b) CDF of path gain of admikeds
for FPC based AC and reference AC algorithms. User arrival ratesetsicell/s.
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Figure 3.19: (a) CDF of user transmit power, and (b) Relative frequency of MC$# tseFPC
based AC and reference AC algorithms. User arrival rate = 6 uskis/ce

because the reference AC algorithm does not take into atttmeiohannel conditions and
the user transmit power limitations. In Macro case 3 the adion denials by using FPC
based AC due to the user transmit power limitation are siganitly higher compared to
Macro case 1. Due to the fact that higher number of users averdonited in reference

AC, it tends to use lower order MCS with comparatively highegfrency compared to
FPC based AC as shown in Figure 3.19 (b). Hence it is impottanse an AC scheme
which takes into account the channel conditions as well estwsnsmit power constraint
to fulfill the required GBR to make an admission decision.
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3.6 Conclusions

An AC algorithm for LTE uplink, utilizing the FPC formula agged in 3GPP, is proposed
along with a reference AC algorithm. The FPC based AC detersif a user requesting
admission can be accepted based on the average path gaitostuléii the QoS of the
new and existing users. The results show that FPC based AQGriperbest in terms of
blocking probability, outage probability, and hence uiss@d user probability. It has
been shown that the outage probability is negligible for FRa€ed AC. The performance
of the proposed algorithm is evaluated for both Macro casedicase 3. It is shown that
for reference AC, in Macro case 1 with average cell througbp6t-7 Mbps,R,,.... has to
be set to around 5 Mbps, whereas for Macro case 3 with aveebthoughput of 2—-3
Mbps, R,.... of around 2 Mbps is more suitable. Hence, fhg,, value for reference AC
is sensitive to the deployment scenario and therefore reeled tuned.

The FPC based AC is based on a novel closed form solution. P Fased AC
algorithm is shown to be robust and it tunes itself inhesetatithe load conditions, unlike
R4 tuning in reference AC. Hence, the FPC based AC is a good Qa®eafC algo-
rithm for LTE uplink. Similar AC design approach could alse ised for other Beyond
3G (B3G) standards which uses orthogonal multiple acce$simgees in uplink. The
findings of this study have been partially published in [61].

In this chapter, each user is allocated fixed number of PRBsifréguency domain
which lead to the fractional bandwidth utilization. Henités important to study the per-
formance gain with full bandwidth utilization by allocagjrilexible bandwidth (or ATB)
to the users as studied in [35]. Rest of the study is done usii)l#ased scheduling.
Furthermore, the closed loop adjustments of FPC which &taded in the derivation of
FPC based AC are not taken into account in the performanesssent in this study. In
real situation the closed loop adjustments of FPC shouldkentinto account. Addition-
ally, the offered and carried traffic gains in using FPC ba&€dor a mixed GBR users
case and realistic traffic model need to be investigated.neEechapter studies the QoS
differentiation for mixed GBR users case.
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Combined Admission Control and
Scheduling for QoS Differentiation

4.1 Introduction

LTE is targeted to efficiently guarantee the Quality of See\iQoS) of services. To pro-
vide QoS control, it is necessary that Admission Control (A@) Racket Scheduler (PS)
are QoS aware [54][23]. This chapter studies the performaficombined AC and PS
for QoS support and service differentiation. Therefore,c@ware PS is proposed and
it is combined with the AC algorithm designed in Chapter 3.His thapter users are al-
located PRBs using an Adaptive Transmission Bandwidth (ATBg@dasheduling unlike
the previous chapter where each user is allocated a fixed eaiPRBs. This study
considers Guaranteed Bit Rate (GBR) as the main QoS parametebéarer, and each
user is assumed to have a single bearer. A mixed Best Effort {{aEic scenario with
different GBR settings are simulated to show that the prapésenework of combined
AC and PS is suitable for the QoS differentiation. In prae®E& users are non-GBR bear-
ers, but in this study GBR is used as the target bit rate for BEsueeverify the proposed
algorithms.

This chapter is organized as follows: In Section 4.2, theestthe art of combined
AC and PS for mixed traffic types is presented. In Section th&,QoS aware PS for
differentiating between user classes is designed. In@edt#, the modeling assumptions
are described. In Section 4.5, simulation results are ptedeand Section 4.6 contains
the conclusions.

4.2 State of the Art

Scheduling is one of the major components to provide Qo&mdifftiation in a mixed
traffic scenario. Several studies on combined AC and schelate done for systems

a7
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providing data services e.g., GPRS, HSDPA, and IEEE 802614,[63] [64] [65] [66]
[67].

In [62] a scheduling and AC framework to differentiate betw&o0S-sensitive and BE
flows is presented for broadband wireless systems such &8BE16. A simple thresh-
old based AC is used to limit the number of connections of tlwS-Qensitive queue,
while no AC is used for the BE users. The two user classes deratitiated using the
Weighted Fair Queueing (WFQ) based on Generalized Process§liGPS) by allocat-
ing resources depending on scheduler weights for the QoStse and BE queues. The
proposed method is evaluated numerically using a queusialytecal framework.

In [63] a scheduling problem for a mixed Constant Bit Rate (CBR) andniEk a
minimum throughput guarantee is formulated as a utility imnézation problem. The
proposed scheduling utility function is combined with an &Corder for the proposed
QoS scheduler to work as desired. The studied frameworkrasssingle-cell downlink
scenario with only one user being served at a time, and theadfie data rate is given
by the Shannon bound. Although it had been shown that theogezpcombination works
under the single-cell downlink scenario, it is not studigtlis analytical framework could
be extended to a realistic multi-cell scenario with mixed Gl#wers.

In [64] scheduling policies to guarantee the QoS for HighegpBownlink Packet
Access (HSDPA) network are proposed. The proposed scingdailjorithm tries to find
a balance between throughput maximization by using opp@tia scheduling, and satis-
fying QoS constraints. In this study higher priority clasgrs are assumed to have higher
GBR. Similar scheduling policies can also be used for LTE inéFibomain (TD) and/or
Frequency-Domain (FD) PS to provide QoS differentiation.

In [65] an Adaptive Cross-Layer (ACL) scheduling algorithmpi®posed and it is
shown to outperform WFQ schedulers with respect to averagealized packet delay,
average effective user throughput, user blocking, and disgaping for data services in
downlink. The name is derived from the fact that the propadgdrithm adapts to the
packet delay deadlines on link layer and channel qualitreshe physical layer. The
performance of the ACL algorithm is evaluated using a simgea#gorithm which limits
the number of active queues to grow beyond a specified thicesho

In [66] a combined AC and PS is proposed to study the perfocmaha mixed Real
Time (RT) and BE services for IEEE 802.16 downlink. The preabscheduler does not
assign higher priority to RT packets over BE packets uncamitly. Instead, only the
RT packets which are close to the delay deadline are givdrehjgriority. This improves
the performance of BE services at the cost of RT services. dlinedsiling policy used to
allocate the resources are best-channel first i.e., sartedder of the downlink channel
quality, and Proportional Fair (PF). In this study AC is ussd congestion controller and
it is applied to all the bearers irrespective of its traffipgy The proposed AC compares
the buffer status of the RT services with a predeterminedevéd decide whether the
network is congested. This AC might be difficult to adopt f@E_uplink because the
buffer status of the radio bearers are not instantaneoualiable at the base station.

In [67] a set of schedulers are studied modifying the PF witBQ@caling weights
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Figure 4.1: QoS-aware packet scheduler design

for HSDPA. It has been shown that the PF with Required Actiidgtection (RAD) is
insensitive and robust to support a general traffic mix of Bfe@ming) and Non-Real
Time (NRT) (web browsing) type of users. The PF with RAD scheduses GBR as the
only QoS parameter and could be extended for LTE uplink tode¢ul as TD and/or FD
PS.

4.3 QoS Aware Packet Scheduling

The packet scheduling is done as a two step algorithm, firssdri2@duler selects a subset
of N users from the available users in the cell, which are frequenultiplexed by the FD
scheduler as shown in Figure 4.1 [32]. This framework igative from complexity point

of view, since FD scheduler has to consider only frequencliphexing of maximumN
users per TTIl. The value oV is set according to the potential channel constraints as
well as the available number of PRBs. Note that the overalldudiee performance will

be sub-optimum due to the limited user diversity at the FDedaker. The scheduling
metrics used in TD and FD to fulfill the GBR are studied in thédi@ing section.

4.3.1 Time-Domain Packet Scheduling
4.3.1.1 GBR-aware TD Metric

In this study a GBR-aware Time-Domain Packet Scheduling (T)D¥&ed, which prior-
itize the users according to the metric in (4.1) giving higth&iority to the user which is
farthest below its GBR requirememR,; is the past average throughput of usealculated

using exponential average filtering as in (3.12) [60].

Mrp i[n] = C;{B[ff (4.1)
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4.3.2 Frequency-Domain Packet Scheduling

The users selected by the TDPS are allocated PRBs based on thee#id. In this
chapter flexible number of PRBs are allocated per user by usidd B based scheduling
to maximize the sum of the FD metric [35][36]. The proposeddébBeduling metrics are
described in the following section.

4.3.2.1 Proportional Fair Scheduled FD Metric (PFsch)

The Frequency-Domain Packet Scheduling (FDPS) allocae$RBs to the users se-
lected by the TDPS according to the PF-scheduled metric [Bidis metric is expressed
as

A

Rsch,i [n} ,
whered, k] is the estimated achievable throughput for usen PRBE, andR..; is an

average of scheduled user throughput, i.e. the scheduledghput is averaged over the
TTIs where uset is multiplexed in frequency domain as in (3.10) [60].

MFD,i[k7 n] = (4.2)

The reason for using the PF-scheduled metric instead of/ghieal PF metric is that
in the case of mixed GBR scenario the PF metric tends to biasitiner GBR users by
giving them lower priority in FD. However, in the special eas single GBR bearers in
the system the PF and PF-scheduled metric will behave siyila

4.3.3 QoS Control in Frequency Domain

The TDPS metric in (4.1) provides a QoS control mechanismweéver, when all the
bearers are multiplexed in frequency domain by the TD sdeedte FD metric should be
able to differentiate between the GBR bearers. Hence togedyoS control in frequency
domain a weightW|n)) is applied to the FD metric of the users in (4.2) as,

~

Rsch,i [n]

Mep,i[k, n] = - Win| (4.3)

4.3.3.1 MAX weighted FD Metric (MAXwt)

A FD metric in (4.4) is proposed which modifies the metric ir2{4so as to give higher
priority to the bearers with average throughput below tlggired GBR, and to serve the
bearers with average throughput above the required GBR w&hPE-scheduled metric
[31]. The MAX weighted FDPS trades off the GBR differentiatiand the frequency
diversity gain. A

MFD,Z[k, n] = m - max <]_O,

GBR, ) (4.4)
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Table 4.1: Simulation Parameters and Assumptions

Parameter \ Assumptions

Inter site distance 500 m (Macro case 1) [14]
System bandwidth 10 MHz

TTI 1ms

Number of PRBs for data transmission| 48

Number of PRBs for control transmissior2

Users multiplexed per TTI 8

PRBs per user per TTI 1—-48 (ATB = ON)

TD scheduling GBR-aware

FD scheduling PFsch, MAXwt, GBRwt
Forgetting factor §) for scheduling 0.01

Initial R; value GBR;

Initial R, ; value GBR;

HARQ Synchronous, Adaptive
BLER Target 30%

Power control Fractional power control
P, « -58 dBm, 0.6

User arrival Poisson process

User arrival rates 4,5,6,7, 8,10 users/cell/s
Traffic model Finite buffer model
Initial buffer size 1 Mbit

Number of admitted calls simulated 10000

4.3.3.2 GBR weighted FD Metric (GBRwt)

In a mixed GBR scenario when the required GBR of the bearersanepért e.g., bearers
with GBR of 64 kbps and 1000 kbps, the MAX weighted FDPS may roalie to dif-
ferentiate the two types of users because of the dominaiscR&duled term in (4.4) for
lower GBR bearers. To overcome this issue the FD metric is fiealdio differentiate be-
tween users in both the cases when the average throughavs ar below the required
GBR. Hence, a FD metric in (4.5) is proposed so as to prioritizébearers based on both
PF-scheduled and GBR-aware metric. This metric tends to ggreshpriority to a user
which is far below its GBR requirement.

~

Rsch,i [TL] Rz [n]

Mep [k, n] = (4.5)
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4.4 Modeling Assumptions

The performance evaluation is done using a detailed meltisystem level simulator
described in Appendix A. The default simulator parametadsassumptions are listed in
Table A.1.

The users in the system are created in the system accorda@oisson call arrival
process. If the AC decision criterion proposed in Chapter failidled, the user is ad-
mitted, otherwise the user is blocked. A finite buffer traffiodel is used with a GBR
requirement, where each user uploads a 1 Mbit packet cadl.s€bsion is terminated as
soon as the upload is completed. This represents a File féraPsotocol (FTP) type of
traffic with a GBR requirement.

The allocated bandwidth per user is assumed to be adaptwede 1 — 48 PRBs for
all the scheduled users using ATB based scheduling [35].colaborative work in [35]
is reprinted in Annex II. In this chapter, 8 users are mudtqeld per TTI in frequency
domain. The total number of PRBs used for data transmissiod BRBs while 2 PRBs
are reserved for control transmission. The PS uses GBR-aviamaéfric to select the
users to be forwarded to FDPS, and one of the proposed FDasatrallocate the PRBs
to the forwarded users.

The main simulation parameters listed in Table 4.1 are aoegito the assumptions
in [14].

4.5 Performance Evaluation

The performance of proposed FDPS metrics are compareddaetarence ACR,,,... =
5 Mbps) and FPC based AC. The evaluation is done for three chseixed GBR user
classes as listed in Table 4.2. For example Case | considernypas of users, 50% with
64 kbps and 50% with 256 kbps GBR requirements.

Figure 4.2 shows the CDF of user throughput of different utesses in Case | for
combined FPC based AC and proposed FDPS metrics. We nott&BR weighted
FDPS (GBRwt) has fairer throughput distribution comparedResPheduled FDPS (PF-

Table 4.2: User Class Probability Distribution

User class \ Case I\ Case I \ Case lll

QoS user GBR — 64 kbps | 50% | 50% 25%
QoS user GBR — 128 kbps 0% 0% 50%
QoS user GBR — 256 kbps 50% | 0% 25%
QoS user GBR — 1000 kbps0% 50% 0%
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sch), but the gain in 95% coverage throughput performaneegigible. This is because

the two user classes in Case | have relatively low GBR requingsnand therefore more

than the maximum number of users scheduled per TTI (8 usefggquency domain are

active in the cell. Hence GBR-aware TDPS is sufficient to déifdiate between the users
and GBR-aware FDPS becomes redundant.

Figure 4.3 shows the CDF of user throughput of different utesses in Case Il for
combined FPC based AC and proposed FDPS metrics. We no#téhire is a negli-
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Figure 4.4. (a) Blocking probability vs. path gain, (b) Outage probability vs. path gain f
individual user classes in Case Il. FPC based AC, GBR weighted FD$&8,arrival rate = 8
users/cell/s.

gible improvement in the 95% coverage throughput perfogaart 1000 kbps users for
using MAX weighted FDPS (MAXwt) over PF-scheduled FDPS.sTikibecause the PF-
scheduled term in MAX weighted FD metric overrides the dffefcMAX weight, and
the MAX weighted FDPS does not effectively differentiatéviisen non-identical GBR
user classes. Furthermore, we observe that GBR weighted kDft8ves the coverage
throughput performance of 1000 kbps GBR user class signifycaim this case on av-
erage there are less number of users per cell compared toatkiemom number of users
scheduled per TTI (8 users) in frequency domain. Therefbtiee relative difference be-
tween the GBR requirements is high in a mixed traffic scenavp@sed GBR weighted
FDPS metric is necessary to differentiate between users.

Figure 4.4 (a) shows the blocking probability versus patim gencluding distance
dependent path gain, shadowing, and antenna gain) foretfiff@eiser classes in Case II.
As expected from the design of FPC based AC, the blocking jhitityas dependent on
GBR requirements and path gain, and it increases rapidlywbedotain path gain value.
For low path gain users (cell-edge users) the FPC based ARDIDO0 kbps users with
higher probability compared to 64 kbps users. The blockinthe cell-center for 64
kbps and 1000 kbps PBR users is non-zero because of the aitdoeonditions. This
shows that FPC based AC effectively differentiates betwessars based on their GBR
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Figure 4.5: (a) Blocking probability vs. carried traffic, (b) Outage probability vstrieal traffic
for individual user classes in Case Il

requirement and path gain.

Figure 4.4 (b) shows the outage probability versus path iga@ase Il. It shows that
FPC based AC effectively blocks the user if its QoS cannotlisfied. This means that if
the user is blocked it is because the user’s GBR can not beddlfiue to the poor channel
conditions (low path gain). Moreover, it means a very high GBguirement (e.g. 1000
kbps) may not be supported at the cell border due to covenaggation leading to cell
shrinkage. At the same time users with lower GBR requiremanteven be supported
at the cell border. Therefore, the blocking and outage itibas are dependent on the
GBR requirement of user class since FPC based AC takes bdtlgpat and cell load
conditions into account to make an AC decision.

Figure 4.5 shows the blocking and outage probabilitiesugecarried traffic (average
cell throughput) for different user classes in Case Il usiRgHbased AC. The blocking
probability for 1000 kbps user class is higher than 64 kbgs okss, this is due to the
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fact that more resources are required by 1000 kbps user, @assell as the blocking
depends on the load conditions in the cell. This means tHatwayh the percentage share
of users arriving of each class is 50%, due to higher blockiradpability of 1000 kbps
user class there will be more than 50% active users of 64 kbgrsalass. Additionally, we
observe that the outage probability is best for the GBR wediRDPS for both 64 kbps
and 1000 kbps user class.

Figure 4.6 shows the CDF of user throughput of different utesses in Case Il for
FPC based AC and reference AC combined with the GBR weightdelS-BVe observe
that the FPC based AC improves the average and 95% coveragegliput performances
of both 64 kbps and 1000 kbps user classes significantly. i$tecause FPC based AC
admits a user only if the required GBR of the user can be fulfiland hence its coverage
throughput performance is better.

Figure 4.7 shows the blocking and outage probabilitiesugecarried traffic for Case II.
It should be noticed that FPC based AC blocks the users at &wed traffic if the
GBR cannot be fulfiled. Hence the outage probability is lawes the combination
of FPC based AC and GBR weighted FDPS among the studied AC arabiBina-
tions. Furthermore, for the same outage probability thelioed FPC based AC and
GBR weighted FDPS have a higher carried throughput. Thidtresaws that both AC
and PS need to be QoS aware for the effective QoS control.

Figure 4.8 shows the CDF of number of users per cell and avenagéer of sched-
uled PRBs for different combination of FPC based AC and refex&C, and the proposed
FDPS metrics for Case Il. Figure 4.8 (a) shows that the averagder of users per cell
is lower for FPC based AC for either of the FDPS metrics. Thibecause FPC based
AC tends to admit a user only if there are sufficient numberRB® available to fulfill
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Figure 4.7: (a) Blocking probability vs. carried traffic, (b) Outage probability vstrieal traffic
for Case Il. FPC based AC.

its GBR. Similarly, the average number of users per cell isdrigor the GBR weighted
FDPS for either of the AC algorithms. This is because the GBRyted FDPS is able
to guarantee the respective GBR requirement of different classes in a mixed traffic
scenario, while PF scheduled FDPS does not differentidtedss user classes especially
if the average number of users is in the order of TD schedutetr f 8 users. Due to the
fact that 64 kbps users are delayed to fulfill the QoS of 10(Qsskisers in GBR weighted
FDPS, leads to higher average number of users for GBR weidd&S for either of the
AC algorithms. In Figure 4.8 (b) it is shown that the averagmhber of scheduled PRBs
Is 6, which is around the same for all the cases. This is becaasimum of 8 users are
forwarded by the TDPS to FDPS which on average share thertotaber of PRBs (i.e.
48 PRBs) equally.

Figure 4.9 shows the CDF of scheduling activity, and the CDFvefage call length
for different combination of FPC based AC and reference Ad, twe proposed FDPS
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Figure 4.9: (a) CDF of scheduling activity, (b) CDF of average call length for Gagsédser arrival
rate = 8 users/cell/s.

metrics for Case II. The scheduling activity is shown to besisely proportional to the
average number of users per cell. In other terms, for theeas® in number of users
per cell the frequency of users being multiplexed in freqyedomain is reduced. In
Figure 4.9 (b) it is shown that the GBR weighted FDPS has longkuration, this is
because it reduces the average throughput and hence pdlangall duration of the 64
kbps users to fulfill the GBR of the 1000 kbps users. It shouladiteced that indepen-
dently QoS aware A@r QoS aware P&re unable to fulfill the QoS requirements, hence
a combination of both is required for the effective QoS colrgspecially in a mixed GBR
scenario.

Figure 4.10 shows the PRB utilization per user and the CDF af RRB utilization
for different combination of FPC based AC and reference A, thie proposed FDPS
metrics for Case Il. Figure 4.10 (a) shows that the adaptiveban of PRBs between
1 to 48 are allocated to each user. It is seen that even nunib@RBs are allocated
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Figure 4.11: (a) CDF of user transmission power, (b) MCS distribution for Case IIr dagval
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with higher probability, which is because Channel Staterinfttion (CSI) granularity is
2 PRBs. Odd number of PRBs are allocated only when the user isttitgmawver limited.
Figure 4.10 (b) shows that the total PRB utilization is higfterGBR weighted FDPS
because of the higher number of users per cell for both FP€dba8 and reference AC
algorithms.

Figure 4.11 shows the CDF of user transmission power and the M&8bution
for different combination of FPC based AC and reference A, thie proposed FDPS
metrics for Case Il. In this case we notice that the FPC basedh#Ca larger power
headroor compared to the reference AC. This is because FPC based AGsaalnnser
only if its GBR can be fulfilled while meeting the user transpwtver constraint. In this
case none of the users are power limited because ATB adypeiects the transmission

IPower headroom (in dB scale) is defined as the differencedstwser’s maximum transmit power
and the actual transmit power level.
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bandwidth such that the user is transmitting below the marimiser transmit power. In

Figure 4.11 (b) it is noticed that the FPC based AC selectkother MCS order with less

probability because of lesser number of users in cell edgmst denies admission to the
user at cell edge with higher probability compared to refeeeAC.

Figure 4.12 shows the blocking probability and outage podityaversus offered traf-
fic for Case Il with three non-identical GBR user classes. $#tiswn that the FPC based
AC admit users with lower blocking probability as well as Emoutage probability espe-
cially at higher offered traffic conditions.

Figure 4.13 shows the unsatisfied user probability andezatraffic versus offered
traffic for Case Ill. FPC based AC in combination with GBR wegghEDPS is shown to
perform best among the studied algorithms both in terms e&tsfied user probability
and carried traffic. It should be noticed that a GBR user woaldgive an outage as more
annoying compared to the blocking if the user’s required G8Rot fulfilled.

4.6 Conclusions

In this chapter a combined AC and PS framework for QoS promisg in LTE uplink is
proposed. The GBR aware TDPS and FDPS metrics are proposefiitafe GBR of
the admitted users. The PRBs per user are allocated based éBhieased schedul-
ing to maximize the sum of the FDPS metric. The combined FP&edh&AC and GBR
weighted FDPS is shown to be able to fulfill the respective @afsiirements of different
user classes in a mixed traffic scenario. Furthermore, GBRhai FDPS is shown to
improve the outage performance compared to the PF-sclieBDIES and MAX weighted
FDPS in the case of a mixed traffic scenario with relativeyhhdifference in the GBR
requirements for example in a mixed GBR scenario of 64 kbpslaod kbps. The FPC
based AC blocks the bearer with a very low path gain, and [ftitfd required GBR of
admitted bearers with a very low outage probability. Themefice AC, unlike FPC based
AC, admits a bearer irrespective of its channel condition\argt low path gain bearers
are eventually served with a significantly higher outagdahdlity. It is shown that FPC
based AC automatically adjusts to the traffic mixes, celfij@nd user channel conditions.
The findings of this study have been published in [68].

The next chapter generalizes the proposed AC algorithms apteh 3 for a realistic
ON/OFF traffic source by taking into account the source agtfactor. Additionally, the
proposed framework is evaluated for the realistic CBR stregrservices.
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Performance of CBR Streaming
Services

5.1 Introduction

This chapter evaluates the performance of a Constant Bit Rate (&BR)ming traffic for
the proposed combined Admission Control (AC) and Packet Stbe@S) framework
to provide QoS support and differentiation. A CBR traffic is raledl as only one ON
period of an ON/OFF traffic source. An ON/OFF traffic sourag,e/oice over Internet
Protocol (MolP), is characterized by the ON periods wheeedita packets are generated
at a certain inter packet arrival time followed by the OFF@ds at a certain interval as
illustrated in Figure 5.1. The source activity factor is defl as sum of ON periods over
the call duration (i.e. sum of ON and OFF periods). Thereftrenake an AC decision
for an ON/OFF traffic source it is important to take the sowctyvity factor into account.

This chapter is organized as follows: In Section 5.2, theA@aalgorithms derived in
Chapter 3 are modified to take into account the activity factan ON/OFF traffic source.
In Section 5.3, the modeling assumptions are presentededidd 5.4, the performance
of a realistic CBR streaming traffic with single and mixed GBRiisgs is evaluated.
Further, the performance of an ON/OFF traffic source using GBRd to model the ON
periods is analyzed. In Section 5.5, the proposed AC framewscextended for a mixed
GBR and Non-GBR bearers, and Section 5.6 contains the conglueimarks.

5.2 Admission Control for an ON/OFF Traffic Source

The ON/OFF traffic source is characterized by the sourcevigciactor. Hence, the
proposed AC algorithms in Section 3.3 should be modified ¢tuste the activity factor
term. The source activity factor of a bearer is assumed tonbevk at the AC unit. For
example, source activity factor can be set in the Quality Cldsntifier (QCI) table based
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packets inter packet arrival time

it

ON period
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PP PP <————>
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(b)
Figure 5.1: (a) CBR streaming traffic with only ON spurt, (b) ON/OFF traffic model.

on a service type [22]. The realistic estimate of sourcevigfiactor for the existing users
can be measured at the eNode-B, but it is not studied in théssthe

It is important to note that the probability of number of wsbeing in their ON state
depends on the number of existing users in the cell [69]. Tobability of £ number
of users being in their ON state out of the totahumber of existing users in the cell
(assuming the ON and OFF states of existing users are indeptwf each other) is
defined using the binomial probability Idywhich is analytically expressed as [70]:

n!

e A G

pn(k) =
where,n! is called n factorial and is defined by = n(n — 1)...(2)(1), and X is the
probability of user being in ON state (i.e. source activagtbr).

Figure 5.2 shows the CDF of the fraction of number of users ins@ite for different
number of users in the cell fox = 0.5. The distribution becomes fairer for increasing
number of users. For lower number of users, the higher vegianthe distribution leads
to a higher probability of more than 50% of users being in Citiesait a time. Furthermore,
increasing the number of users in a cell the probability @rsiveing in ON state tends
toward 50%. Therefore based on the number of users in a ceiceesources may need
to be reserved in case more than expected number of usens @Mg state at the same
time. Moreover, reserving the resources would also leatidonmaste of capacity in the
cases when less than expected number of users are in the @N ldence, the AC can

LIf k be the number of successesiindependent Bernoulli trials, then the probabilities:aire given
by the binomial probability law, wherg is the probability of success of a single Bernoulli trial.
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Figure 5.2: Fraction of users in ON state for different number of users with sowtéty factor
of 0.5.

also probabilistically overbook the resources such thatltlitage probability is below a
given probability threshold [71].

5.2.1 Reference Admission Control

The reference AC algorithm in (3.1) is generalized for an OR# traffic by taking into
account the activity factor of useK)\;) as

K
Z GBRz ' )\'L + GBRnew : )\new S Rma)u (52)

i=1

where K is the number of existing users in the cell aRg.. is the predefined average
uplink cell throughput. Thé BR; - \; represents the required capacity over a long term
including several ON and OFF periods, whé&*& R; is the required bit rate during the
ON periods. It should be noted that the AC algorithm in (5&jumes that the existing
users in ON state are in proportion to the activity factor aedain moment of time, but
depending on the number of existing users it is probablentiwaie than expected number
of users are in ON state as shown in Figure 5.2. To take intoustdhe effect of this
situationR?,,... is tuned accordingly depending on the number of existingsusehe cell.
The equation in (3.1) is a special case of the algorithm iB)(@ith A\; and\,..,, equal to
unity i.e. traffic source only with an ON spurt.
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5.2.2 Fractional Power Control based Admission Control

Similarly, the FPC based AC algorithm in (3.2) is modified as

K
D Ni- Ai + Nuew - Anew < Nyt — AN, (5.3)

i=1

where N; is the required number of PRBs by useto fulfill the GBR during the ON
periods, N, is the total number of PRBs in the system bandwidth, Arid is the load
safety parameter. The load safety parameter can be usesktv@esome PRBs to counter
the effect of more than expected number of users being in @ at a time. The required
number of PRBs for existing and new users will be estimatecyusi@ method derived in
Section 3.3.2.1. The equation in (3.2) is a special caseedaltporithm in (5.3) with\;
and\,,.., equal to unity.

Table 5.1: Simulation Parameters and Assumptions

Parameter \ Assumptions

Inter site distance 500 m (Macro case 1) [14]
System bandwidth 10 MHz

TTI 1ms

Number of PRBs for data transmission | 48

Number of PRBs for control transmissior?

Users multiplexed per TTI 8

PRBs per user per TTI 1-48 (ATB = ON)

TD scheduling GBR-aware

FD scheduling PFsch, GBRwt
Forgetting factor §) for scheduling 0.01

Initial R; value GBR;

Initial R, ; value GBR;

HARQ Synchronous, Adaptive
BLER Target 30%

Power control Fractional power control
P, « -58 dBm, 0.6

R,... for Reference AC 5 Mbps

User arrival Poisson process

User arrival rates 1,2,3,4,5,6, 7, 8 users/cell/s
Number of admitted calls simulated 10000
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Table 5.2: CBR Streaming Traffic with only ON spurt

Parameter | Settings
CBR —512 kbps

GBR 512 kbps
Packet size 4096 bits
Inter packet arrival time 8 ms
Call length 39s
Initial buffer size ~2 Mbits
CBR — 256 kbps

GBR 256 kbps
Packet size 2048 bits
Inter packet arrival time 8 ms
Call length 78s
Initial buffer size ~2 Mbits

Table 5.3: ON/OFF Traffic with CBR during ON periods

Parameter | Settings
CBR —512 kbps

GBR 512 kbps
Packet size 4096 bits
Inter packet arrival time 8 ms

ON period 10s
OFF period 10s
Number of ON spurts | 4

5.3 Modeling Assumptions

The performance evaluation is done using a detailed melkisemi-static system level
simulator described in Appendix A. The default simulatorgmaeters and assumptions
are listed in Table A.1. The simulation parameters speafithis chapter are given in
Table 5.1.

A special case of ON/OFF traffic with only ON spurt is used talgtthe CBR stream-
ing traffic model as shown in Figure 5.1 (a). The constantd#&ta packets are generated
at a constant inter packet arrival time. This is the case @&adistic traffic model with
activity factor equals unity. The parameters of CBR streanmaific model used in sim-
ulations are given in Table 5.2. The parameters are chosdntisat an initial buffer size
of around 2 Mbps is serviced depending on the GBR and callllengt

Additionally, an ON/OFF traffic source with CBR during ON petis studied. Sev-
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eral short ON spurts with interleaved OFF periods are madak illustrated in Fig-
ure 5.1 (b). The ON/OFF traffic parameters used in simulateme listed in Table 5.3.
These are chosen so as to model a 512 kbps CBR streaming durinqge@ds, source
activity factor of 0.5, and purely deterministic ON and ORFations.

The PS is modeled to check the buffer status report befoveafoling the user to be
considered by the Time-Domain (TD) PS as shown in Figure ti#this study, PS is
assumed to have minimal buffer knowledge (i.e. if an actserinas data in the buffer or
not, while actual buffer size is unknown). Hence, the Adagpliransmission Bandwidth
(ATB) based scheduling used in Frequency-Domain (FD) alésc®hysical Resource
Blocks (PRBs) to a user without the constraint due to the acufédibsize. Unlike finite
buffer traffic model, which always has data in the buffer amsmit, in a CBR traffic the
data packet arrives at a certain interval. Therefore, aneaCBR user may not necessarily
have data in the buffer to transmit.

5.4 Performance Evaluation

This section present results for following three cases:

e Case | — CBR traffic with single GBR of 512 kbps
e Case Il — CBR traffic with mixed GBR of 512 kbps and 256 kbps

e Case lll — An ON/OFF traffic with ON periods modeled as CBR with GBR 12
kbps and activity factor 0.5

It should be noted that for audio streaming and video stregraipacket loss of 1%
and 2% respectively is acceptable [72]. In this study, the CB&ming users in outage
are the users with throughput of less than 98% of GBR durin@tNeperiods.

5.4.1 CBR Traffic with Single GBR Case

In this section the performance of the proposed combinedPs framework for CBR
users with GBR of 512 kbps is analyzed.

Figure 5.3 shows the average user throughput for the casdevence AC and FPC
based AC with GBR weighted FDPS (GBRwt) defined in Section £23\8/e notice that
for FPC based AC algorithm the average user throughput ysolese to 98% of 512 kbps
for all the admitted users. This is due to the fact that FP@db#&¢C denies admission to
the users whose GBR cannot be fulfilled based on the chaneeluger transmit power
limitation) and cell load conditions.

Figure 5.4 shows the blocking probability vs. path gain far tase of reference AC
and FPC based AC. The blocking probability of reference ACnigoumly distributed
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Figure 5.5: (a) Blocking probability vs. offered traffic, (b) outage probability véfeped traffic
for Case | with FPC based AC and reference AC algorithms.

with respect to path gain, while the blocking probabilityfri?C based AC is dependent
on the path gain. The FPC based AC reject users with low path(gell edge users) with
higher probability because the required GBR of these useraaibe fulfilled due to the
user transmit power limitation. Further, the finite bloakiat different path gain values
for both AC algorithms is due to the cell load condition i.# tlle PRBs are occupied by
the active users.

Figure 5.5 shows the blocking and outage probabilities ffered traffic for different
AC algorithms and FDPS algorithms. It is observed that tbelohg probability is grow-
ing while the outage probability performance is similarhwiticreasing offered traffic for
different combinations of AC and PS. Additionally, both tilecking probability as well
as outage probability for FPC based AC is better than reter&C. Moreover, the outage
probability performance of GBR weighted FDPS is better thErséheduled FDPS (PF-
sch). This is due to the fact that GBR weighted FDPS is more®ftein fulfilling the
GBR as discussed in Section 4.3. It should be noticed that a GaRebwould perceive
an outage as more annoying compared to the blocking. Th@eutabability perfor-
mance for the combination of FPC based AC and GBR weighted FBP8st and is
within 1%. Hence, in rest of the chapter results using GBR fteid FDPS are presented.

Figure 5.6 shows the unsatisfied user probability and nurobessers per cell vs.
offered traffic for different AC algorithms and FDPS algbnits. It is observed that FPC
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based AC performs best in terms of unsatisfied user probahilall offered traffics. The
average number of users per cell is representative of damradfic, since most of the
users are transmitting data at constant bit rate as seegume=5.3. The FPC based AC
supports significantly higher carried traffic, due to the that it denies admission to the
users at the cell edge with higher probability. Hence, mamalmer of users with better
channel conditions can be scheduled compared to the ustrsnvaverage poor channel
conditions to fulfill the GBR.

Figure 5.7 shows the CDF of packet delay and the CDF of averdyeeday for
different AC algorithms. It is noticed that for reference Atund 4% of packets are not
received correctly or are infinitely delayed. For FPC bas€dl#e average call length for
all of the users is 3.9 s which is same as the call length paearfor 512 kbps CBR users
in Table 5.2. At the upper end of the distribution we notica thith reference AC around
3—-4% of users are unable to complete call within 3.9 s, whielams that these users are
in outage.

Figure 5.8 shows the CDF of number of users per cell and the CDiumiber of
scheduled PRBs per user. It is seen that higher average nuinimesre are served using
the FPC based AC. This is because for FPC based AC the averagaetitondition
of a user is better and hence GBR is fulfilled using lower nund§é?RBs as seen in
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Figure 5.8 (b).

Figure 5.9 shows the PRB utilization per user and CDF of thé RiRB utilization.
It shows that each user is allocated adaptive number of PRBg&brt1-48, and the
frequency of use of smaller number of PRBs is higher for FPCdase This is due to
the fact that FPC based AC admits on average better chanmgitiom users whose GBR
can be fulfilled using fewer number of PRBs. This fact leads ghér average number of
users per cell as seen in Figure 5.8 (a) and hence the total BIRBtion is higher for the
FPC based AC.

Figure 5.10 shows the CDF of path gain of blocked and admitsedsu It should be
noticed that on average FPC based AC denies admission te wgéarlower path gain
value. As shown in Figure 5.4, the FPC based AC rejects uske &ell edge with higher
probability as their GBR can not be fulfilled due to user tralngower limitations. The
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Figure 5.10: (a) CDF of path gain of blocked users, and (b) CDF of path gain of admitgeds
for Case | with FPC based AC and reference AC algorithms. User biraitea= 6 users/cell/s.

alteration in the distribution of path gain of blocked udeesd to the improvement of path
gain distribution for the admitted users.

Figure 5.11 shows the CDF of average scheduled SINR and tas&wous 10T for dif-
ferent AC algorithms. The scheduled SINR distribution isvgh to be higher for the FPC
based AC. The FPC based AC denies admission to a user withanc&BR require-
ment at cell edge with higher probability compared to a usar cell center as shown in
Figure 5.10 (b). Hence the improvement in the SINR at the favdgge and average in
the scheduled SINR distribution. The average 10T is neglygiower for reference AC
because of the lower number of active users per cell and Heaxteonal PRB utilization
as shown in Figure 5.9 (b).

Figure 5.12 shows the CDF of user transmit power and relatgiency of MCS used
for different AC algorithms. In this case we notice that tHeG~based AC has a larger
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Figure 5.12: (a) CDF of user transmit power, and (b) CDF of MCS used for Case | with
FPC based AC and reference AC algorithms. User arrival rate = 6/aséfs.

power headroom compared to the reference AC. This is bec&Géased AC admits a
user only if its GBR can be fulfilled while meeting the user siait power constraint. In
this case none of the users are power limited because ATRIlszbeduling adaptively
selects the transmission bandwidth such that the usemisriiting below the maximum
user transmit power. It is also shown that the FPC based A€rtsethe lower MCS
order with less probability because of lesser number ofsugecell edge since it denies
admission to the user at cell edge with higher probabilitypared to the reference AC.

5.4.2 CBR Traffic with Mixed GBR Case

In this section the performance of combined AC and PS framlewo mixed CBR traffic
with non-identical GBR of 256 kbps and 512 kbps with 50% prdlitgieach in terms of
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Figure 5.13: CDF of individual user throughput for the mixed GBR of [256, 512] &lgs in
Case Il with FPC based AC and Reference AC algorithms. GBR weighte& RB3#er arrival rate
= 6 users/cell/s.

offered traffic is analyzed.

Figure 5.13 shows the individual user throughput for the akesses [256, 512] kbps
for reference AC R,,... = 5 Mbps) and FPC based AC. We notice that the proposed QoS
aware framework for AC and PS effectively fulfills the indlvial GBR requirements of
256 kbps and 512 kbps user class. It is observed that for tked@Bed AC individual
average user throughput of different user classes is ctoieetr required GBR. This is
due to the fact that FPC based AC denies admission to the wbexse GBR cannot be
fulfilled based on channel condition (i.e. user transmit @oWmitation) and cell load
condition.

Figure 5.14 shows the CDF of packet delay and the CDF of averalyjeelay for
different AC algorithms. It is noticed that for reference Aatund 3% of packets are
not received correctly or are infinitely delayed. The avereaagll length for most of the
CBR users of each class is equal to the call length parameter®eble 5.2 (i.e. 3.9 s
for 512 kbps, and 7.8 s for 256 kbps). We notice that with exiee AC arond 7-8%
of 512 kbps users are unable to finish call within the call terngarameter, which is
because of the high packet loss due to the poor channel comlitFor reference AC,
fewer number of 256 kbps users are unable to finish call withencall length parameter
compared to 512 kbps, which is due to the higher resourcereggent for 512 kbps. For
FPC based AC, almost all 256 kbps and 512 kbps users are abhesto ¢all within the
defined call length parameter.
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Figure 5.14: (a) CDF of packet delay, and (b) CDF of average call length for Ghséth
FPC based AC and reference AC algorithms. User arrival rate = 6/aséfs.
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Case Il with FPC based AC and reference AC algorithms. User aratakr 6 users/cell/s.

Figure 5.15 shows the CDF of number of users per cell and the GDieraber of
PRBs per user. It is seen that higher average number of useseraet using the FPC
based AC. This is because for FPC based AC the average chamukian of a user is
better and hence GBR is fulfilled using lower number of PRBs.

Figure 5.16 shows the blocking and outage probabilitiesoffered traffic for dif-
ferent AC algorithms for individual user classes. The bingkand outage probabilities
are lower for relatively smaller GBR, which shows the dependesf proposed AC al-
gorithms on the GBR requirement. The blocking probabilithigher for 512 kbps user
class, which requires more resources, compared to the 2&6Uder class due to the cell
load conditions. It is seen that FPC based AC performs bebktthe outage probability
limited within 2% for both the user classes.

These results show that the proposed combined AC and PSvixankis able to effec-
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Figure 5.16: (a) Blocking probability vs. offered traffic, (b) outage probability vfered traffic
for individual user classes in Case Il with FPC based AC and refer&@calgorithms.

tively differentiates between CBR streaming user classes fegligible outage probabil-
ity, reduced blocking probability, and hence improved tis§ad user probability perfor-
mance.

5.4.3 ON/OFF Traffic with Single GBR Case

In this section we study the performance of an ON/OFF traffiithn \CBR during ON
period of GBR equals 512 kbps and source activity factor off@.5he traffic modeling
assumptions given in Table 5.3.

Figure 5.17 shows the CDF of average user throughput for OR/tédific source
with 512 kbps CBR and source activity factor of 0.5. The avemaggr throughput is
calculated as the total correctly received bits over thedtahtion including both the ON
and OFF periods. Itis noticed that the average cell througtgp both the AC algorithms
converges around 256 kbps which is the product of 512 kbps GRRsaurce activity
factor of 0.5. The users with average user throughput less @BR for reference AC is
higher because users in this case are admitted without ehamnsiderations hence users
admitted close to the cell edge are unable to fulfill the GBRwiigher probability due
to the transmit power limitations. Hence the proposed A®rillgms for ON/OFF traffic
in Section 5.2 is shown to effectively take into account therse activity factor.

Figure 5.18 shows the CDF of packet delay and average cathéogON/OFF traffic
source for FPC based AC and reference AC algorithms. It shbelnoticed that for
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Figure 5.18: (a) CDF of packet delay, and (b) CDF of average call length for Qkseith
FPC based AC and reference AC algorithms. User arrival rate = 6/aséfs.

reference AC there are some packets which are infinitelyyddlawhile for FPC based
AC the packet delay is limited by 0.25 s. The average calltlenfthe finished calls for
FPC based AC is limited by the call duration of 8.0 s which isieglent to 4 ON spurts
of 1 s ON period and interleaved 1 s OFF period.

Figure 5.19 shows the blocking and outage probabilitie$f€ based AC and refer-
ence AC, and ON/OFF traffic. It should be noticed that FPC bagsedlocks the users
even at very low offered traffic if their GBR can not be fulfilldde to poor channel condi-
tions. The outage probability is similar while blocking padility increases for increasing



Performance of CBR Streaming Services 79

(a)
o8 | | | | | |
> | | | | _—-o--9
Z 06 —f——————if————f——i————f————i ——————— N T N -
4] | | | -
Qo | |
e I I
g 04f------- IR R i~ e R e
2 | | |
= ! ! : —/— FPCAC
8 02p———- I T T —©6— RefAC ]
o | | ‘ :
0 1 1 1 1
4 5 6 7 8
Offered traffic (User arrival rate) [users/cell/s]

0.25

Outage probability

1 2 3 4 5 6 7 8
Offered traffic (User arrival rate) [users/cell/s]

Figure 5.19: (a) Blocking probability vs. offered traffic, (b) outage probability vfered traffic
for Case Il with FPC based AC and reference AC algorithms.
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offered traffic for both the AC algorithms. The FPC based AGhewn to perform best
both in terms of blocking and outage probabilities.

Figure 5.20 shows the unsatisfied user probability and geenamber of users for
FPC based AC and reference AC, and ON/OFF traffic. The FPC &Sad shown to
perform best in terms of unsatisfied user probability at #dlred traffics. The FPC based
AC supports significantly higher carried traffic (averagenber of users per cell), due
to the fact that it denies admission to the users at the cgk e@dth higher probability.
Hence, more number of users with better channel conditianse allocated compared
to the users with poor channel conditions to fulfill the GBR.

55 Mixed GBR and Non-GBR bearers consideration

In a real wireless network several types of traffics co-ewisich are classified in LTE
as GBR and Non-GBR bearers [17]. The GBR bearers are admittedl loessan AC
algorithm for example FPC based AC taking into account the @Bé&channel condition
of the user. The Non-GBR bearer should always be admittedsitile admission of a user
makes the system unstable for example number of users iry#bens grows infinitely.
Hence, a simple AC based on the max number of users (MAX_NUSERSS) is used to
set the limit on the sum of GBR and Non-GBR bearers, while thpgsed AC is used to
decide the admission of a GBR bearer. This algorithm whicedakto consideration both

Is bearer GBR?

Number of users
in the cell <=
MAX_NUM_USERS?

AC criterion
fulfilled?

NO NO

Admit user [€

v

Reject user [«

Figure 5.21: Flowchart for AC algorithm to differentiate GBR and Non-GBR bearers.
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GBR and Non-GBR bearers is illustrated in Figure 5.21. Thisi@aork is an extension
of AC algorithm studied for QoS support. To provide QoS cohitris important that
PS is also able to effectively differentiate and share nessubetween GBR and Non-
GBR bearers. One way to allocate resources is to prioritize G&Rers over Non-GBR
bearers, so that GBR bearers get sufficient resources tad fadir QoS while the Non-
GBR bearers share the remaining resources.

5.6 Conclusions

The AC algorithms taking into account the source activittdafor an ON/OFF traffic are
proposed. The proposed combined AC and PS framework iszethfgr CBR streaming
traffic for single and mixed GBR cases, as well as for an ON/QB&ffi¢ source with
CBR during ON periods. The combined FPC based AC and GBR weidHDRES is
shown to perform best in terms of blocking, outage, and usfgad user probabilities as
well as carried traffic in terms of average number of userplr Additionally, an AC
framework to differentiate between mixed GBR and Non-GBR &esais presented. It
suggests to admit a Non-GBR bearer if the total number of beare below a certain
maximum parameter, and FPC based AC is used for GBR bearenseHie proposed
framework can effectively be used in a mixed GBR and Non-GBRdyesxcenario.

This study is done for delay tolerable data traffic, and tleppsed AC can further be
studied for delay sensitive ON/OFF traffic for example Voli® order to compensate for
the delay budget requirement for the delay sensitive trafiroe capacity (or bandwidth)
need to be reserved. This is to accommodate for the situati@m more than the average
number of ON periods become active at the same time. In the @aBPC based AC
the load safety parametefA (V) can be used to control the number of unsatisfied delay
sensitive users. This is especially the case when thereasyangh percentage of delay
sensitive traffic in the system. In the case when there is aahdelay sensitive GBR
bearers and Non-GBR bearers, Non-GBR bearers can be delayedefo dropped) to
meet the QoS requirements of delay sensitive GBR bearersutithe need of load safety
parameter.
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Handover Measurements and Filtering

6.1 Introduction

One of the goals of LTE is to provide seamless access to voideraltimedia services,

which is achieved by supporting handover from one cell erying cell, to another i.e.,

target cell. Hence, handover is an important functiondbtyQoS provisioning particu-

larly for delay-sensitive services. The decentralizedesysarchitecture of LTE facilitates
the use of hard handover. Hard handover (break-before-itypled is standardized for

LTE while soft handover (make-before-break type) is notuded [13], which makes

the problem of providing seamless access even more critidahdover in LTE is user

assisted and network controlled, and it is usually basetd®ddwnlink channel measure-
ments and its processing (filtering) by the user. The focubisfstudy is on the downlink

handover measurements and filtering for intra-LTE, inteafiency, hard handover.

This chapter is organized as follows: In Section 6.2, theesibthe art of the handover
measurement and filtering is presented. In Section 6.3,&hddver procedure including
the measurements and filtering to process the handover meeaesuts is studied. Further,
a realistic handover measurement error model and the handegision criterion is mod-
eled. Additionally, the linear- and logarithmic- domairtdiing for handover based on
downlink Received Signal Strength (RSS) and Carrier to Interfiee Ratio (CIR) mea-
surements for LTE is evaluated and compared using the dgnsyatem level simulation
methodology, which is described in Section 6.4. In Secti®n performance comparison
in terms of number of handovers and downlink CIR for diffeneser speeds are presented.
Section 6.6 contains the concluding remarks.

6.2 State of the Art

Several studies have been done on handover for systems ldtEIGSystem for Mo-
bile Communication (GSM) and Wideband Code Division Multiplecess (WCDMA)
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[73][74][75][76][77][78]. Overview of the handover isssi@nd the importance of han-
dover design algorithms are presented in [73]. In [74] adepth study of the soft han-
dover effects on the downlink is presented, while [75][7@&g&nt the gains for using soft
handover (inter-Node B macrodiversity) in uplink for WCDMAssgm. In [77] an an-
alytical model for handover measurement based on relaiyekstrength is presented
to determine the averaging interval and hysteresis lewaldbhieve the optimum trade
off between the number of unnecessary handovers and thg itketaaking handover.
The numerical results are evaluated considering only tvle.ckn [78] an adaptive han-
dover algorithm based on the estimated user speed fromghal strength measurement
is presented. The idea is to base handover decision andttrrhandover parameters
adaptively based on the user speed.

In GSM, handover is based on Received Signal Strength lai¢RISSI) measure-
ment, while in Universal Mobile Telecommunications Syst@MTS) it is either based
on Received Signal Code Power (RSCP)H N, at Common Pilot Channel (CPICH)
[79]. RSCP is the absolute power level of the CPICH as receivetidoyser Equipment
(UE), while E./ N is the signal energy per chip over noise power spectral tleridiese
measurements represent absolute and relative pilot ss¢neaigth received at the UE. In
[80] it is shown that interference has a strong influence ensignal quality and hence
it should also be used when making handover decision. Thisvates the study and
comparison of the RSS and CIR measurements for handover in LTE.

The Layer 3 (network layer) (L3) filtering of RSSI in GSM, and RS&RIE../ N, in
UMTS is standardized to be done in Decibel (dB) domain [81]e Plrformance gain
using L3 dB domain filtering is shown in terms of reduced saftdiover region in [82],
while it is mentioned in [83] that dB domain filtering introckes some extra delay. These
studies have been done for UMTS which supports soft handandithe same conclusions
may not hold true for LTE which supports hard handover [18][81ence, linear and dB
domain filtering is studied in this chapter.

6.3 Hard Handover

A handover process can typically be divided into three psiasginitialization phase in-
cluding handover measurement, processing, and repoZjmgeparation phase including
handover decision in the target cell, and 3) execution phasdown in Figure 6.1. The
detailed intra-LTE handover timing diagram is shown in Fegl.3. Handover measure-
ments are done in downlink from the serving and the neighigarells and are processed
in the UE. Processing is done to filter out the effect of faslirig and Layer 1 (physical
layer) (L1) measurement/estimation errors using a L3 filkehandover event based on
the processed measurements is reported back to the semohgl Node B (eNode-B) in
a periodic or event based manner in uplink using Radio Resd@woo¢rol (RRC) signal-
ing. Hence a handover is initiated based on the uplink eweurting if certain decision
criteria are met. Handover is then executed by transfethiedJE control to the target
cell performing the network procedures with the assistaricke UE [73].
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Serving cell Target cell

UE undergoing handover

Figure 6.1: The different phases of a handover process. 1) Downlink hamgogasurements, 2)
processing of downlink measurements, 3) uplink reporting, 4) handk@asion and execution.

6.3.1 Handover Measurements and Frequency-Domain Averaging

The LTE uses scalable bandwidth up to 20 MHz (1.4, 3, 5, 10209MHz) based on
the number of used subcarriers [11]. The frequency seteatiti-path fading will have
an impact on handover depending on the measurement bahdv#dt wideband signal
(e.g. 10 MHz) the frequency selective multi-path fadingl wdt have an impact on the
total received power of the reference signal because of#raging in frequency domain.
However, for narrowband signal the multi-path fading camseegthe power of the signal to
drop rapidly below the low local mean path loss. Consequéinédyneasurements must be
updated at a rate corresponding to changes in the local naghaihgss and not necessarily
react to changes in multipath fading.

Handover decisions are usually based on the downlink cthame&surements which
consist of RSS or CIR [80]. These handover measurements in td Bane at the down-
link reference symbols in the frame structure as shown inr€i§.2. The handover deci-
sion can also be based on the uplink measurements [85], diw¢hs of this study is on
downlink handover measurements.

The UE measures the RSS which includes path loss, antenndagimormal shad-
owing and fast fading averaged over all the reference sysnvhin the measurement
bandwidthBW,,,. The averaging of fast fading over all the reference symisottone at
L1 and hence is called L1 filtering. The use of scalable badthwin LTE allows to do
the handover measurement on different bandwidths. Heneasunement bandwidth is
a parameter of L1 filtering and should be optimized for défgrenvironments e.g. user
speeds.
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Figure 6.2: Downlink reference signal structure for LTE PRB with one antenna g@adt short
cyclic prefix [14][27]

The downlink RSSfrom £ cell, RS Sy, is defined as,
RSS, =P > e (6.1)

j€all reference symbols iBW,,

whereP is the transmit power of each reference symbol, &hgis channel gain of""
reference symbol from*" cell.
The downlink received CIR from the” cell, CIR,, is defined as,
RSSy,
I, + Ny

wherel;, = Z#k RSS; i.e., the total received power from all the cells except grwisg
cell, andN, is thermal noise.

CIR;, = (6.2)

A single handover observation is defined as the mean mea&8&dor CIR ob-
served over the reference symbols within measurement hdtidand Transmission Time
Interval (TTI) of 1 ms with 14 OFDM symbols as shown in Figur2.6

6.3.2 Time-Domain Averaging (Layer 3 Filtering)

The frequency averaged handover measureméntsd., RSS or CIR, are filtered at the
UE by using a first order Infinite Impulse Response (lIR) filtedefned in (6.3). Further,

!Reference signal RSS is known as Reference Signal Recetveer PRSRP) in LTE.
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L3 filtering Event triggering

parameters criteria
Downlink Q AQ | Q | Uplink
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RSS/CIR T, T, report
«— >« P < >
Measurement Processing Reporting

Figure 6.3: Handover initialization phase including handover measurement, filteringepodting
in the UE [79].

the filtered measurement is reported to the eNode-B, whictemtde handover decision
based on a decision criteria. The frequency averaged neasuts could also be re-
ported periodically to the eNode-B and can be processe@ @&Nlode-B. However, in this
study the processing is assumed to be done at the UE, whiebk salink capacity due to
reduced uplink reporting overhead.

The filtered handover measureme® (s updated every handover measurement pe-
riod (7,,,) at the UE as the output of a first order IIR filter in (6.3). Tledative influence
on Q of the recent measurement and older measurements is dedtbyl the forgetting
factor 3, which in this study is chosen depending on the handovesibgcupdate period
(T,) andT,, asg = T,,/T,, whereT, is an integer multiple of;,. 7, is also known as
L3 filtering period (or time-domain averaging window).

Qln] = fQn] + (1 =)

Q|

[n—1] (6.3)

The L1 and L3 filtering is used to average out the effect of ipath fading, and to
determine the local mean path loss i.e. including log-nbéshadowing, distance depen-
dent path loss, and antenna gain. Since the successivetatghshadowing samples are
spatially correlated the filtering period is influenced bg thegree of correlation present
in the signal [86]. The filtering period can be adaptively st depending on this degree
of correlation present in the log-normal shadowing sampdsigh speed, for example,
the log-normal shadowing samples are not highly correldtestefore it would be more
accurate to have a shorter filtering period than for slow dpesers in order to follow the
log-normal shadowing.

The L3 filtering is said to be “linear filtering” whe@ and(@ in (6.3) are expressed
in linear units, while it is said to be “logarithmic filterihgwhen they are expressed
in logarithmic units (e.g. dB). The linear- and dB- domain L¥efiing is evaluated for
differentT,, and user speeds in this study.
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Figure 6.4: Impact of frequency domain averaging (L1 filtering) on RSS estimatiom peoT Tl
[87][88].

6.3.3 Handover Measurement Accuracy

The handover measurement is done on the reference symbuoksasturement bandwidth.
Each PRB at an antenna port has 8 reference symbols as shoiguiia 6.2. The limited
number of reference symbols available in handover measmelbandwidth for RSS and
CIR measurements introduces measurement error. This emaodeled as uncorrelated
and normally distributed in dB (log-normally distributedlinear domain) with zero mean
ando dB standard deviation as defined in (6.4) [89].

AQ ~ N(0,0%) [dB] (6.4)

If @ is measured in dB the measurement error in (6.4) is addedbtefore the L3
filtering. If @ is measured in linear domain the measurement error in lidearain
(~ 1029/19) is multiplied to it. For smaller measurement bandwidta. (lower number
of reference symbols) larger error level are expected agpaoed to the larger measure-
ment bandwidth (i.e. higher number of reference symbolshagn in Table 6.1 which is
estimated using Figure 6.4. In this study, downlink measer® bandwidths of 1.25, 2.5,
5, and 10 MHz are analyzed as the scalable bandwidth valeesmu8GPP LTE [14]. For
example, 1.25 MHz of the measurement bandwidth is equivébe® Physical Resource
Blocks (PRBs) and the corresponding- 0.8 dB. The PRB size in LTE is determined as
12 subcarriers with fixed 15 kHz spacing which is equivalerit80 kHz.

6.3.4 Handover Reporting and Decision

The handover reporting event is based on the processed regast (), and the handover
eventis triggered if the condition in (6.5) is satisfied, wehg,,, is handover margin. Han-
dover event in (6.5) is checked and reported evgeras shown in Figure 6.5. The target
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Table 6.1: Standard deviation of measurement error

Measurement bandwidth [MHZ] Number of PRBS o [dB]

1.25 6 0.8
2.5 12 0.6
5 25 0.45
10 50 0.35
Handover report Handover report
TTI T T T

CC— >t— >e—

JNERNEEENERECENECEEEEEEEN

e —————————————— P >< -
Ty Ty

I:I TTIl measured I:I TTI not measured

Figure 6.5: Handover measurement pericd,{) and decision update period,)

cell (TC) is defined as the célfrom which the UE experiences maximuf) excluding
the serving cell (SC).

Q(n)rc > Q(n)sc + H,, [dB] (6.5)

A user at the cell edge undergoing handover to a target ca&thwhturns to the serving
cell after a short time is said to make a ping pong handovdr A& ping-pong handover
is an unnecessary handover that can be reduced by usingracaitesl handover avoid-
ance timer. Handover avoidance timer limits the time betwes consecutive handover
by a user. In this study, the handover decision is assumeel based on (6.5) and it is ex-
ecuted only if the handover avoidance timer is expired. Betdout handover execution
including negotiation and signaling between serving angktacells are out of the scope
of this study.

6.4 Dynamic System Level Simulation Methodology

This part of the study is done using a multi-cell, multi-ysmamic system level simu-
lator called Efficient Layer Il Simulator for E-UTRAN (ELIISEvhich was developed to
study Radio Resource Management (RRM) in uplink. The functibesiwhich are im-
plemented include channel model, mobility, handover, pasatrol and packet schedul-
ing. Both the bandwidth fair and channel aware resource ailme schemes are imple-
mented [29].

The simulated network layout is shown in Figure 6.6. The oétwscenario con-

2Terms cell and sector are used interchangeably with the szaaing.
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Figure 6.6: The hexagonal network layout used in ELIISE [90].

sidered assumes a hexagonal grid with eight cell sites eawdisting of three sectors (or
cells) per site with a corner-excited structure [90]. Therasre uniformly distributed over
the network area. Each user is given a uniform random daedti the range0°, 360°)
and it moves in the same direction at a constant speed diminghole simulation time.
In order to avoid the drawback of a limited network area alsown as boundary effect
the wrap-around technique is deployed [91]. Wrap aroundnigcie ensures that each
user experiences interference as if it was in the center ekadonal grid which includes
the first tier of interference. Single transmit and dual ree@ntennas are used both in
uplink and downlink with Maximal Ratio Combining (MRC). The netik layout used
in this part is different from the layout used in the semtistaystem level simulator as
shown in Figure A.1. The semi-static simulator used in fiest jof the study takes into
account the interferers from two tiers, while for handovedges interference from only
one tier is modeled. The additional degree of freedom in thiéSE is that the users are
mobile which was not the case in the semi-static simulator.

The channel model consists of three components, namely,lpsg, shadow fading
(shadowing), and multipath fast fading. The path loss camepbis determined primarily
by the distance between the eNode-B and user. In the absétiee fading, this causes
the signal strength to decrease gradually with distances shiiadow fading give rise to
a random fluctuation about its mean value determined by tttelpas component. The
statistics of shadow fading component conform to log-ndmirstribution with its stan-
dard deviation representing the degree of shadowing preSéadow fading is assumed
to be fully correlated between cells of the same site, while completely uncorrelated
between sites. The component due to multipath which givetasapid fluctuations in
the received signal over short distances, is averaged ol layd L3 filtering at normal
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Table 6.2: Simulation Parameters and Assumptions

Parameter \ Assumptions

Cellular layout Hexagonal grid, 8 cell sites, 3 cells per site

Inter Site Distance (ISD) 500 m (Macro case 1) [14]

Path loss 128.1 + 37.6 log,,(distance in knmp dB

Log-normal shadowing standard deviation = 8 dB
correlation distance = 50 m
correlation between cells = 1.0
correlation between cell sites = 0.0

Fast fading TU3 (20 taps) [92]

Antenna gain UE: 0 dBi, eNodeB:14 dBi

Antenna pattern A(f) = — min {12 (ﬁ)z : Am}
0398 = 70°, A,,, = 20 dB

System bandwidth 10 MHz

Number of PRBs 50 PRBs (180 kHz per PRB)

TTI 1ms

Total eNode-B Tx power 46 dBm

eNode-B noise figure 5dB

UE power class 24 dBm (250 mW)

UE noise figure 9dB

UE distribution Uniform

UE speed 3, 30, 120 kmph

UE direction of movement uniform randomly chosen withifi)°, 360°)

Min. distance between UE and eNode-B5 m

Power control frequency 20 kHz

Power control step size +1dB

Resource allocation period 100 TTI

BLER target 10%

SINR target 6 dB

MCS 16QAM 1/2

Traffic model Full buffer

Number of UEs 100 (fixed during simulation time)

Simulation time 50s

user speeds. The fast fading is modeled using the TypicatJ{bU) power delay profile
with 20 paths [92].

Since the successive shadow fading samples are spatiatglated the L3 filtering
period is influenced by the degree of correlation presentbénsignal. Therefore accu-
rate modeling of spatial correlation is important for havetostudies. In this study, the
successive shadow fading samples are spatially corrddgtading a negative exponential
function (Gudmundson’s model) [93]. The model for the sgatorrelation,R(k), is as
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Table 6.3: Handover Specific Parameters

Parameter \ Assumptions
Measurement bandwidtiB(V,,,) 1.25, 2.5,5, 10 MHz
Hysteresis margink(,,,) 2,4,6dB

Handover measurement period,{) | 150 ms

Handover update periody) 300, 3000 ms
Handover avoidance timer 1ls

Downlink measurement error ON

defined in (6.6) where represents UE speed,is time sample]D is correlation distance
andk is an integer [93].

R(k)=eD (6.6)

In this study a handover avoidance timer of 1 s is used in théyais. Since shadow
fading samples are completely uncorrelated between bigese the ping-pong handovers
can also be eliminated almost completely by L3 filtering ihd@ver the sufficient filtering
period depending on the user speed.

For the RSS and CIR measurements, the reference symbols &piioitly modeled.
The measurement at the reference symbol in a TTl is assunmsalhahly correlated in
both time and frequency domain and represented by a singisurement per PRB.

In LTE the intra-cell interference is principally zero. Timerference on the PRBs a
user is transmitting in a cell is generated by the usersitnétisg on the same PRBs in
other cells. The received uplink Signal-to-Interfereipbes-Noise Ratio (SINR) of a user
at the serving eNode-B is calculated as a fraction of sigoalgp received at the eNode-B
over the total interference power plus thermal noise.

The closed loop power control adjusts the transmit powehefuser depending on
the received uplink SINR in order to match the SINR targethdf received uplink SINR
at eNode-B is less than the SINR target, a power-up commagidasa to user. However,
if the received uplink SINR at eNode-B is greater than theSkdrget, a power-down
command is given to user. The power control step-size i®sktiB, and the SINR target
is set to 6 dB corresponding to 10% BLock Error Rate (BLER) for 16Qodulation
and coding rate of 1/2. In this study only the fixed Modulateomd Coding Scheme
(MCS) of 16QAM 1/2 is used. The power control used here repitsse special case of
standardized Fractional Power Control (FPC) for LTE as dsedisn Section 2.7.1. The
SINR target for all the users is fixed in the handover studymmared to the SINR targets
for each user depending on the path loss compensation f@&&pr The power control
up and down commands is similar to the power control metramoused for WCDMA
system [79].
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Figure 6.7: Handover performance based on RSS and CIR measurements, andatidedB
domain filtering for different measurement bandwidths. User speed = B kfhp = 2 dB, T}, =

150 ms and’,, = 300 ms.

In this study the packet scheduling algorithm in ELIISE dlyudistributes the avail-
able PRBs among the users associated with the same sectorii23jumber of allocated
PRBs per user changes only when the number of users in the aatjek due to handover.
General simulation parameters listed in Table 6.2 are chaseording to the specifica-

tions and assumptions given in [14].

6.5 Performance Evaluation

The system performance evaluation is carried out in termsuafber of handovers and
average downlink CIR for the users undergoing handover ferpdrameters given in
Table 6.3 [84]. All the results presented in this chapteetakto account the effect of

measurement error as described in Section 6.3.3.

Figure 6.7 and Figure 6.8 show the effect of handover basgfSf# and CIR mea-
surements, and linear and dB domain L3 filtering at 3 kmph &@kinph respectively.
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Figure 6.8: Handover performance based on RSS and CIR measurements, andatidedB
domain filtering for different measurement bandwidths. User speed %«ii@b, H,, = 2 dB,
T,, = 150 ms and;,, = 300 ms.

Since LTE supports scalable transmission bandwidth, timepesison is shown for the
measurement bandwidth of 1.25, 2.5, 5, 10 MHz. The resutig/$br both investigated
user speeds that handover based on RSS measurement periachbetter as compared
to handover based on CIR measurement in terms of reduced noiffiendovers. At the
same time the downlink CIR is higher for handover based on ClRsmmement. The de-
crease in downlink CIR for RSS based handover is due to the el lagndover reporting
and hence on average lower downlink CIR compared to CIR basetbliar. Moreover,
for CIR based handover increase in number of handover wilkase the signaling over-
head and delay involved in handover execution. Hence, RSSettar measurement
guantity for handover in terms of number of handovers, and GIR better measure-
ment in terms of the downlink CIR (signal quality) for the sawadues ofH,, andT,.
Larger value off{,, and longefT, can be used to decrease the number of handovers, but
this would at the same time reduce the average downlink ClRaalaldto the delay in
handover.

At low speed of 3 kmph, by increasing the downlink measurdgrbandwidth from
1.25 to 5 MHz around 30% decrease in average number of hantowmeticed in Fig-
ure 6.7. This is due to the improved L1 filtering (frequencyn@in averaging) at higher
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Figure 6.9: Handover performance based on RSS and CIR measurements, andalicedB
domain filtering for different measurement bandwidths. User speed = Bkiyp =2 dB,T,,, =
150 ms and},, = 3000 ms.

bandwidth. While at high speed of 120 kmph there is a negkgiblange in number of
handovers by increasing downlink measurement bandwidsh@sn in Figure 6.8.

Figure 6.9 shows the effect of handover based on RSS and CIRuree@nts, and
linear and dB domain L3 filtering for user speed of 3 kmph @pd= 3000 ms. It shows
that the gain in terms of lower number of handovers due to seeofilarger measurement
bandwidth at 3 kmph can also be achieved by using longer leBifitj period as compared
to Figure 6.7. This is due to the fact that log-normal shadgvdamples are not highly
correlated at high speed and hence require shorter filtpangd as compared to the slow
speed users which require longer filtering period. For lofidfering period of 3000 ms
the number of handovers is halved for a penalty of around 2 mlEhe downlink CIR.
Hence for a proper choice of filtering period, depending aubker speed, the gain for
using larger measurement bandwidth can be made negligible penalty on downlink
CIR.

For CIR based handover at 3 kmph linear and dB domain filtergr@opm almost
exactly the same in Figure 6.7. While for RSS based handovekapd and 1.25 MHz
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Figure 6.10: Handover based on RSS and CIR measurements vs. user speed atHz 26d-
surement bandwidth faofl,,, = 2 dB andT,, = 300 ms.
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Figure 6.11: Handover based on RSS and CIR measurements vs. handover margjiifiefent
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measurement bandwidth, linear filtering gives a small redadn number of handovers
for a negligible change in downlink CIR. The benefit of usingeén filtering becomes
more prominent at a speed of 120 kmph in terms of number of dhvaard and a small
penalty in downlink CIR as seen in Figure 6.8.

Figure 6.10 shows the number of handovers for RSS and CIR nezasuot based
handover and linear and dB domain L3 filtering for differes¢uspeeds. It is noticed that
both the linear and dB domain L3 filtering perform rather elgsn terms of number of
handovers, and the performance of linear domain filteringnms of number of handovers
is a little bit better at higher speeds.

Figure 6.11 shows the effect of different handover margmshe linear and dB do-
main L3 filtering for handover based on RSS and CIR measuremé#érissnoticed that
linear and dB domain L3 filtering gives almost no differencéhie performance in terms
of the number of handovers at different handover marginsicelethe performance dif-
ference in the scale of L3 filtering used is only due to theaasing UE speed, and it is
not sensitive to the handover margin.

6.6 Conclusions

A handover algorithm based on the downlink RSS and CIR measmsmalong with
linear and dB domain L3 filtering has been studied. The ha@dmeasurement error is
modeled and is added to the frequency averaged RSS and CIRmereass before L3
filtering. The results suggest that handover based on RSSune@asnt performs better
than handover based on CIR measurement in terms of reducdaenafhandovers and
around 0.5 dB penalty on the downlink CIR. Moreover, linear dBddomain L3 filter-
ing is shown to perform closely in terms of number of hands\ard average downlink
CIR. Furthermore, L3 filtering is standardized to be perfornmethe same domain as
measurement or reporting is done i.e. dB domain filteringrieasurements in dB [94].

The effect of measurement bandwidth on the handover pediocenhas been evalu-
ated. The results show that the use of larger measuremedwizth makes significant
improvement in the performance in terms of number of handoirethe low Doppler
environments e.g. 30% less number of handovers for used sfe® kmph. However,
with the high Doppler shift, larger measurement bandwidtesdnot provide any signifi-
cant performance gain in terms of number of handovers. EByrithis noticed that for an
adaptive choice of filtering period, depending on the useedpthe gain for using larger
measurement bandwidth can be made negligible for a penalsygmal quality. Hence,
it is recommended to use 1.25 MHz of measurement bandwidta ¢wod choice of L3
filtering period. The scalable bandwidth of 1.25, 2.5, 5, 1@Aignifying 6, 12, 25, 50
PRBs respectively [14] is assumed, which fit rather well to thalfy agreed 3GPP LTE
bandwidth of 1.4, 3, 5, 10 MHz signifying 6, 15, 25, 50 PRBs resipely [11]. Hence,
the conclusions will remain the same for the latest bandwidcommendation since the
number of PRBs used for 1.4 MHz is same as for 1.25 MHz. The firsdofighis study
have been published in [59].






Chapter 7

Evaluation of Hard Handover Based on
RSRP Measurement

7.1 Introduction

The Reference Signal Received Power (RSRP) is standardizedagndink handover

measurement for LTE [18]. RSRP is defined for a considered sdhea linear average
over the power contributions of the resource elements tray the cell-specific reference
signals within the considered measurement frequency bidti\®5]. If receiver diver-

sity is in use by the User Equipment (UE), the RSRP will be equ#hé¢ linear average
of the power values of all diversity branches. The analodg@rslover measurement for
RSRP in GSM and UMTS are Received Signal Strength Indicator (R8I Received

Signal Code Power (RSCP) respectively [96][79]. Among theskertelogies GSM uses
hard handover while UMTS uses soft handover. In [97] peroroge of handover param-
eters such as margin and averaging window for the ReceivedSijrength (RSS) based
hard handover for GSM network is studied. In [98] an adapR&S based handover
algorithm to adaptively control the averaging intervaldzhen the user speed is studied.

To the best of our knowledge, effect of handover parametedifterent Key Perfor-
mance Indicators (KPIs) in LTE for a realistic scenario hasxtensive studies in the open
literature. Hence, the target of this chapter is to evaltr@@erformance of a RSRP based
hard handover algorithm for parameters such as measurdraedividth, handover mar-
gin and measurement period at different users speeds bagbd parameters described
in [14]. The KPIs chosen to evaluate this study are numberaatibvers, time between
two consecutive handovers and uplink Signal-to-Interfeeeplus-Noise Ratio (SINR) for
users about to experience the handover.

This chapter is organized as follows: In Section 7.2, a s&alintra-LTE hard han-
dover algorithm based on RSRP measurement is analyzed andfécatamh is proposed.
Another algorithm based on Average Path Gain (APG) is usedl lzeseline reference.
The APG is calculated assuming no fast fading effect while RBRRRsurement includes
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Figure 7.1: The different phases of an intra-LTE hard handover process

the fast fading effect. For algorithm based on RSRP measutemeralistic estimate
of measurement imperfection due to the limited number arezfce symbols is modeled
and added to the RSRP measurements before the processing.algwghms are verified
and evaluated using Efficient Layer Il Simulator for E-UTRABL(ISE). In Section 7.3,
simulation results are discussed and Section 7.4 contagnsancluding remarks.

7.2 Handoverin LTE

Figure 7.1 illustrates the different phases of an intra-bBEd handover process. The en-
closures within the solid box including handover measurgmarocessing and decision
are the focus of this chapter. Handover measurements anaeh@aeasurements usually
in downlink, which are processed in the UE. Processing idorfilter out the effect
of fast-fading and Layer 1 (physical layer) (L1) measuretigstimation imperfections.
These processed measurements are reported back to the-BNio@eperiodic or event
based manner. Hence a handover is initiated based on thessexthandover measure-
ments and if certain decision criteria are met then the taxglebecomes the serving cell
performing the network procedures with the assistanceef)f [73]. The enclosures
within the dashed box including signaling, Admission Coh¢AC), packet forwarding,
and path switching in Figure 7.1 are out of the scope of thaptdr.
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In the following section a Average Path Gain (APG) based baadas a baseline
reference, followed by the analysis of a realistic handalgorithm based on RSRP mea-
surement. Further, a modification to RSRP based handoverttefueduce the number
of handovers is proposed.

7.2.1 APG Based Handover

In this algorithm the UE is assumed to have th&G from each cell which includes

path loss, antenna gain, and log-normal shadowing. Tharittign excludes fast fading
effect which mean it assumes ideal fast fading filtering ofdition given in (7.1) is true,
whereH,, is handover margin (in dB), handover is executed and thettaeilebecomes
the serving cell. The target cell (TC) is defined as the celerietwork from which the
UE experiences maximum PG, excluding the serving cell (SC).

APGre > APGgc + H,y, [dB] (7.1)

7.2.2 RSRP Based Handover

In this algorithm the UE measures ti#& R P which includes path loss, antenna gain,
log-normal shadowing and fast fading averaged over all dierence symbols (pilot)
within measurement bandwidtBV,,,. The filtered RSRPRSRP, is measured every
handover measurement peridd,( at the UE as the output of a first order Infinite Impulse
Response (IIR) filter as defined in (7.2). The relative influemcd?S R P of the recent
measurement and older measurements is controlled by tpetfioig factors. In this study

3 is chosen depending on the handover decision update p&ijpdr{d7,, asi = T,/ T,
whereT, is an integer multiple of;,,. The L3 filtering is done in linear domain, hence the
RSRP measurement is also taken in linear domain. The RSRP measiiien downlink
reference signal structure and its processing for LTE isstically shown in Figure 7.2.

RSRP[nT,) = 3+ RSRP[nT,) + (1 — B) - RSRP [(n — 1) T, (7.2)

The limited number of reference symbols available in a haedmeasurement band-
width for RS RP measurement introduces measurement error. This errordgleu as
normally distributed in dB (log-normal) with mean zero artdnslard deviatiorr dB
as defined in (7.3) [89]. This measurement error in linear @ans multiplied to each
RSRP measurement before the filtering in (7.2). For smaller mesasant bandwidth
(i.e. lower number of reference symbols) larger error lerelexpected, as compared to
the larger measurement bandwidth (i.e. higher number efeéate symbols) as shown in
Section 6.3.3.

ARSRP ~ 10N %) (7.3)

Terms cell and sector are used interchangeably with the szeaaing.
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Figure 7.2: Summary of RSRP measurement at reference symbols, and frequentisnardb-
main averaging

The handover decision is based on i€R P and is executed if the condition in (7.4)
Is satisfied. The RSRP based handover process is summarizegire #.3.

RSRPrcnT,] > RSRPscnT,] + H,y, [dB] (7.4)

7.2.3 RSRP Based Handover with Time-to-Trigger Window

This algorithm is similar to the RSRP based handover algorékoept that the handover
is initiated if the same cell remains the potential targditfoe a certain number of time
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Figure 7.3: L3 filtering of frequency averaged RSRP measurement [79]

windows. The handover trigger is defined in terms of Timédtigger (TTT) window
size. Each TTT window is equivalent f§,. Let us assume that thiel;~ anddgs. are

the memory queues of target and serving cell identificatrespectively, each of TTT
window size, whileidr- andidsc are the target and serving cell identities. The pseudo
code of the proposed algorithm using stack push operatias isllows:

1. INITIALIZE Idpre, Idse
2. IF (7.4) is true
Idrc.pushidrc)
ELSE
Idsc.pushfdsc)
3. IF Idrci] # Idsc[i] andIdyeli] = Idrelj]
foralli, j € TTT window size,j # i

EXECUTE handover

RSRP based handover algorithm withTTT window size will be represented as
RSRR, based handover, with a subscript RSRP based handover in Section 7.2.2 is
a special case of this algorithm with TTT window size of 1 RSRR based handover.

Introducing TTT window is one way to suppress the number obaessary handovers
called ping-pong handovers. The ping-pong handover is el@fts a handover to one of
the neighboring cell that returns to the original cell atieshort time. Each handover
requires network resources to re-route the call to the nesdeMB. Thus, minimizing the
expected number of handovers minimizes the signaling eaeth Another solution to
reduce the number of handovers is to introduce a handovetaawae timer which allows
handover only after the timer expires. The trade off betwaember of handovers and
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Table 7.1: Handover Specific Parameters

Parameter \ Assumptions
Measurement bandwidtiB(V,,,) 1.25, 2.5,5, 10 MHz
Hysteresis margink(,,,) 0,2,4,6,8,10dB
Handover measurement peridd,() | 3, 50, 150, 300 ms
Handover update periody) 300 ms

Handover avoidance timer 1ls

signaling overhead is out of scope of this study.

7.3 Performance Evaluation

ELIISE — a multi-cell, multi-user, dynamic system level silation described in Sec-
tion 6.4 is used to evaluate the performance of hard handmsrd on RSRP measure-
ment for the handover simulation parameters listed in TadleThe system performance
is measured using the following KPIs: number of handoversUie per second, time
between two consecutive handovers and uplink SINR of UEsngaa potential target
sector. For UEs having a potential target sector means treevidiich will make a han-
dover within next one TTT windowl[(,).

Figure 7.4 (a) shows the effect of varying downlink measweintandwidth for the
RSRP based handover at user speed of 3 kmph on average numbedoférs and av-
erage uplink SINR with measurement error. Increasing thesomement bandwidth from
1.25 to 10 MHz a decrease in average number of handovers feglayible change in
average uplink SINR of the UEs with a potential target seistoioticed. This is because
larger measurement bandwidth means improved frequencyaidameraging of fast fad-
ing.

Figure 7.4 (b) shows the effect of varying downlink measwertbandwidth for the
RSRP based handover at user speed of 3 kmph on average numtaerdaivers and
average uplink SINR without measurement error. Compariggrei7.4 (a) and (b), itis
noticed that in the case with RSRP measurement error, theaseia average number of
handovers is relatively larger at 1.25 MHz compared to at HxMT his is because of the
reduced error standard deviation for increased measutdma@dwidth. The increased
number of handovers would lead to an increased averagekUpIdR. This is due to the
fact that increased number of handovers lead a user to beec@thto a better cell with
higher probability, which in turn increases the signalirejveen the serving and target
cell due to negotiation and data forwarding. Hence the geeraumber of handovers
and average uplink SINR are sensitive to the RSRP measuremenae3 kmph. The
sensitivity decreases in terms of number of handovers ahakupINR with increasing
measurement bandwidth. We expect that at higher speedbdisert KPIs will be lesser
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Figure 7.4: Effect of varying measurement bandwidtB1(,,,) for the RSRP based handover at
user speed of 3 kmph on average number of handovers per UE mardsand average uplink
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>
10 MHz banawictn OAAAANANANAANAN
1

5 MHz bandwidth () Y Y YY)

3
[

2.5 MHz bandwidth (Y YY)

/1
[

1.25 MHz bandwidth m

/1
[

Figure 7.5: Frequency allocation of the downlink SCH and BCH. Independent of Wleeat
transmission bandwidth, the SCH and BCH are defined for 1.25 MHz andreein the middle
of the overall transmission bandwidth [14].



106 Chapter 7

(a) User speed = 3 kmph

o
[N

T T T T
! | —©—Number of Handovers | | —B-Uplink SINR

o
N
o
¥

I

|

I

I

I
o

o
o
a

(=}

Average number of Handovers
per UE per second
o
Average uplink SINR [dB]

4
H, . [dB]

w
—
)
>
3
c g
T q
I8
R
50
80_015 —————————————————————— 3
gLIJ
g2
[ORE)
o a
®

D

g
<

(b) User speed = 30 kmph

o
[N
o

T I T T
| =~ Number of Handovers | |~B-Uplink SINR
3= ‘ ‘

I
I

-~
\\E

-~
| -~ I
-~
-~

o

N
|
|
‘
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|
|

N

o
-
|
I
I
I
I
I
I
I
|
I
I
I
I
I
I
I
I
T
I
I
I
I
I
I
I
N

Average uplink SINR [dB]

0.05 ‘ ‘ ‘ ‘
4 6
H . [dB]

Figure 7.6: Effect of varyingH,,, for the RSRP based handover on average number of handovers
and average uplink SINR at the user speeds of 3 and 30 kigh, = 1.25 MHz andT,, = 150
ms.

sensitive to measurement error because of larger vargatioghannel condition. The
sensitivity due to measurement error can be reduced by iregltiee forgetting factor of
L3 filter. Rest of the simulations in this study are run with RSREasurement error.

Although there is a performance gain in using 10 MHz of measent bandwidth
similar average uplink SINR performance is seen to be athirsing 1.25 MHz as in Fig-
ure 7.4. Moreover, in situations when different cells arerafing at different transmission
bandwidths, one possibility is to limit the measurementdvadth to some well defined
fixed value. One suggestion is to limit to the constant baddwof 1.25 MHz i.e., center
72 subcarriers, that is occupied by the control channelscl8pnization Channel (SCH)
and Broadcast Channel (BCH), used for handover procedures irrég&dless of the
scalable overall transmission bandwidth of 1.25 MHz to 202AVe$ illustrated in Fig-
ure 7.5. This will speed up the measurement process in a flemsElE does not need
to know the actual bandwidth of the cell. Hence, rest of tmeusitions in this study
assumeBW,, = 1.25 MHz. The measurement bandwidth can also be set by the net
work over which UE should measure the neighbor cells assyimatwork is aware of the
deployment scenario. For example the network can signaiigsurement bandwidth
as the minimum of the cells’ bandwidth deployed in a covermga. The measurement
bandwidth can vary from one coverage area to another depgndithe cell transmission
bandwidth used in an area [99].

Figure 7.6 shows the effect of varyirig,, for the RSRP based handover at user speeds
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Figure 7.7: Effect of varyingT,,, and user speeds for the RSRP based handover on different KPlIs:

(a) Average number of handovers per UE per second, (b) Aveiimgebetween two consecutive
handovers, (c) Average uplink SINR.,,, = 2 dB andBW,,, = 1.25 MHz.

of 3 kmph and 30 kmph. We notice that at 3 kmph, going frAm of O to 2 dB, leads
to a significant decrease in average number of handoverspgetsecond while there
is a negligible decrease in average uplink SINR; from 2 to 6ltd is a large decrease
in average number of handovers per UE per second for abodBldecrease in average
uplink SINR; from 6 to 10 dB there is a small decrease in avenageber of handovers per
UE per second for about 1.3 dB decrease in average uplink SNi¢Rotice similar trends
at 30 kmph in Figure 7.6 (b). Gain in reduction of the averagmlper of handovers will
decrease at higher speeds since log-normal shadowing esuamg not highly correlated
at higher speeds over the handover decision update perioédn@verage, uplink SINR
is lower at higher speeds since power control is slow andlimable to track the changing
channel conditions. The reduction in number of handoversJjgeper second is one of
the desired criteria but at the same time it also leads todteation of average uplink
SINR, which is not desired. For these reasons we choose tbesarige of{,, for which
there is a penalty on uplink SINR within 0.5 dB. Hence we recand¥{,, of 2 to 6 dB
at 3 kmph and 2 to 4 dB at 30 kmph depending on the design triadipfired between
number of handovers and average uplink SINR of the UEs withterpial target sector.

Figure 7.7 shows the effect of varying measurement updatecband user speed for
the RSRP based handover on different KPIs. Increasing theuregasnt update period
we notice, that average number of handovers per UE per ségorahses, which results
in a decrease of average time between two consecutive harsdiov a negligible penalty
on average uplink SINR. Though there is a benefit in using shareasurement update
period, it will lead to increase in signaling overhead aratpssing at the UE as compared
to larger update periods. Hence even a single measurenansih, = 7, = 300 ms
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Figure 7.8: Effect of different handover algorithms and user speeds on diff&®ls: (a) Average
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should be enough to take the handover decision without atigeadble impact on the
performance of UEs experiencing handover. This is becaiube diversity gain from the
dual antenna MRC at the UE receliver.

Figure 7.8 shows the effect of different handover algorgland user speeds on differ-
ent KPIs. It is observed that increasing the TTT window s@eRSRP based handover,
average number of handovers per UE per second decreasesawbiage time between
two consecutive handovers increases. At the same time weersopenalty in the form of
reduced average uplink SINR. Increasing TTT window is a wagthuce the number of
ping-pong handovers. At higher speeds there are higher euailping-pong handovers
due to lower correlation in log-normal shadowing samples ¢tive handover decision up-
date period. Hence, the reduction in number of handoversre ronounced at higher
speeds.

7.4 Conclusions

In this chapter, a hard handover algorithm based on the dlokvRISRP measurement for
LTE is studied. The handover measurement error model isiphett to the frequency
averaged RSRP measurement before L3 filtering in linear donkairther, a modifica-
tion in RSRP based algorithm with TTT window is proposed. The RB&ed handover
algorithm with TTT window is shown to reduce the average nendf handovers with
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increasing TTT window size while decreasing the averagmki@INR. Moreover, effect
due to handover measurement bandwidth, margin and measorepdate period is ana-
lyzed for different KPIs and user speeds. For the parametestsdied, use of 1.25 MHz
of measurement bandwidth, a 2 to 4 dB of handover margin a@dr&0of measurement
update period is recommended for user speeds of 3 to 120 kifipd .findings of this
study have been published in [84].






Chapter 8

Overall Conclusions and
Recommendations

The goal of this thesis has been to study the uplink Radio Resddanagement (RRM)
issues for QoS provisioning in Long Term Evolution (LTE). €Tthesis is divided into
two parts. In the first part the problem of QoS provisioninguplink using Admission
Control (AC) and Packet Scheduler (PS) is studied and newitiigts have been derived.
The proposed AC and PS algorithms are analyzed at the systeitaking into account
the realistic model of fast Link Adaptation (LA) by means odiaptive Modulation and
Coding (AMC) and Fractional Power Control (FPC), Hybrid Autoim&epeat reQuest
(HARQ), Adaptive Transmission Bandwidth (ATB), and Outer Ldapk Adaptation
(OLLA). The performance analysis is done using a semiesttstem level simulator.
The analytical modeling, implementation, and testing ajpmsed AC, Poisson arrival,
QoS aware PS metrics, Constant Bit Rate (CBR) streaming traffigrethe semi-static
simulator is carried out as part of the PhD study. In the sepamt performance evaluation
of intra-frequency hard handover is analyzed. The perfageaesults are generated using
a dynamic system level simulator — Efficient Layer Il Simafdor E-UTRAN (ELIISE)
which is co-developed to study the mobility issues.

In the following sections, a summary of the whole thesis v@gj drawing the main
findings from the most relevant topics investigated. Finabme outlook regarding the
future work is given.

8.1 Admission Control and Packet Scheduler design

One of the main contributions of this thesis is the derivatd a closed-form solution
of an uplink AC algorithm utilizing the FPC formula agreed3GPP for LTE. The FPC
based AC determines if a user requesting admission can leptacdcbased on the av-
erage path gain so as to fulfill the QoS of the new and existsggu To compare the
performance of the FPC based AC, a capacity based referenadga€thm with R,

111
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parameter is proposed. In this study Guaranteed Bit Rate (GRIRh&dered as the main
QoS parameter. The admitted users in a cell uses a decouptedDomain (TD) and
Frequency-Domain (FD) PS. In Chapter 3, the FPC based ACitlgois analyzed with

a GBR aware TDPS and PF-scheduled FDPS metrics allocatirgytfixesmission band-
width to users in a single GBR scenario. The results show tRat based AC performs
best in terms of outage probability and unsatisfied usergiitiby among the studied al-
gorithms. At 10% of unsatisfied user probability, the FPCelda&C can support 5.5%
more carried traffic, and 7.5% more offered traffic over tHenence AC - 5 Mbps for
Macro Case 1. Moreover, the average number of users for theb@B€&d AC is close
to reference AC - 5 Mbps for Macro Case 1, while it is close temefice AC - 2 Mbps
for Macro Case 3. Moreover, th,,.. value for reference AC is sensitive to the propa-
gation scenario and hence need to be tuned. In contrast Béb&sed AC algorithm is
robust as it tunes itself inherently to the load conditiond s recommended as a practical
QoS-aware AC algorithm for LTE uplink.

In Chapter 4, the TDPS and FDPS metrics are proposed to fakilréspective QoS
requirements of different user classes in a mixed traffimage of admitted users. In
this chapter users are scheduled using a ATB based PS augdodihe proposed FDPS
metric. It is shown that FPC based AC along with proposed GB&awWDPS and GBR
weighted FDPS are able to effectively differentiate esgcin the case of a mixed traffic
scenario with relatively high difference in the GBR requiets for example in a mixed
GBR scenario of 64 kbps and 1000 kbps. Additionally, in a m&&R scenario the FPC
based AC is shown to block the users with a very low path gaid,falfill the required
GBR of admitted users with a near 0% outage probability. Thereace AC, unlike
FPC based AC, admits a user irrespective of its channel ¢ondiind very low path
gain bearers are eventually served with a significantly énglutage probability. Further,
FPC based AC is shown to automatically adjusts to the traffxesy cell load, and user
channel conditions. Hence, the proposed combined AC andd®ivork is necessary
for effective QoS provisioning and differentiation in a m&kGBR scenatrio.

In Chapter 5, the FPC based AC algorithm is generalized to itgkeaccount the
source activity factor for a realistic ON/OFF traffic. Theoposed AC algorithm is an-
alyzed for CBR streaming traffic for single and mixed GBR se#ijras well as for an
ON/OFF traffic with single GBR setting and deterministic ONl&DFF durations. The
modified AC algorithm is shown to perform best in terms of get@robability and un-
satisfied user probability as well as carried traffic in teahaverage number of users per
cell.

8.2 Handover design

In the second part of the thesis, an intra-frequency harddwaar based on downlink chan-
nel measurements for LTE has been studied. The proper chbae®nnel measurement
guantity for handover has an important impact on the perémce of users undergoing
handover. The handover measurements studied in Chaptertibeagewnlink Received
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Signal Strength (RSS) and Catrrier to Interference Ratio (CIRpovements. These mea-
surements are linearly averaged in frequency domain amdateraged in time domain
using a L3 filter in linear or logarithmic domain. The handoweeasurement error is
modeled and is added to the frequency averaged RSS and CIRmereasis before L3
filtering. The results suggest that handover based on RSSumne@asnt reduces the num-
ber of handovers by around 17% compared to the handover lbas€tR measurement
for around 0.5 dB penalty on the downlink CIR. Moreover, linead dB domain L3 fil-
tering is shown to perform closely in terms of number of hareals and average downlink
CIR. In LTE, RSS measurement at reference symbols is standdrdgzReference Signal
Received Power (RSRP) [18].

In addition, the effect of measurement bandwidth on the beedperformance is
evaluated. It is shown that the use of larger measuremermividth makes significant
improvement in the performance in terms of number of handowrethe low Doppler
environments. For example at 3 kmph by increasing the measmt bandwidth from
1.25 to 5 MHz a decrease of 30% in average number of handavexgticed. Although
higher measurement bandwidth provide performance gaimlsituations when different
cells are operating at different transmission bandwidtitaa is to limit the measurement
bandwidth to a well defined fixed value. Additionally, wittethigh Doppler shift, larger
measurement bandwidth does not provide any significanbpeence gain in terms of
number of handovers. Further, it is noticed that for an adajghoice of filtering period,
depending on the user speed, the gain for using larger mezasat bandwidth can be
made negligible for a penalty on signal quality. Hence, itessommended to use 1.25
MHz of measurement bandwidth for a good choice of L3 filteipegiod.

In Chapter 7, the hard handover algorithm based on the dowRBRP measurement
for LTE is analyzed. The measurement error is modeled anakentinto account for
the RSRP based handover. In addition, a modification in RSRP lzgedthm with
Time-to-Trigger (TTT) window is proposed. This algorithenshown to reduce the aver-
age number of handovers with increasing TTT window sizeewtidcreasing the average
uplink SINR. Moreover, effect due to handover measurememiwalth, margin and mea-
surement update period is analyzed for different KPIs aed $jseeds. It is recommended
that handover margin between 2 to 4 dB and measurement upeladel of 300 ms gives
best trade off between the number of handovers and signatygioa user speeds of 3 to
120 kmph.

8.3 Topics for Future Research

This study is done for delay tolerable data traffic, and th€ BRsed AC should be studied
for delay sensitive ON/OFF traffic for example Voice oveemmiet Protocol (VolP), which
Is one of the main interests to operators. In order to congierfer the delay budget re-
quirement for the delay sensitive traffic some capacity &rdwidth) need to be reserved.
This is to accommodate for a situation when more than theageanumber of ON periods
become active at the same time. In the case of FPC based AGatishfety parameter
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can be used to control the number of unsatisfied delay semsisiers. This is especially
the case when there is a very high percentage of delay sextséffic in the system. In the
case of mixed delay sensitive GBR bearers and Non-GBR be&lensGBR bearers can
be delayed (or even dropped) to meet the QoS requiremengdayf sensitive GBR bear-
ers without the need of load safety parameter. Additionaiiheduling metrics should
be modified to take into account the delay budget to pri@ittze users to be allocated
in time and frequency domain. Furthermore, the proposedra@éwork to differentiate
between mixed GBR and Non-GBR bearers need to be evaluateglagtiaduling which
prioritizes GBR bearer over Non-GBR bearers.

Moreover, this study has assumed that the activity factohetraffic source is fixed
and is available during the QoS parameter setting by theit@u@lass Identifier (QCI)
table based on the service type. The procedure to set theatdctor using QCI table is
not standardized. The use of fixed activity factor using QGletanay also not represent
the real source activity factor since ON and OFF duratiomsuesually randomly dis-
tributed. Therefore, it is important to investigate reaisnethods to estimate the source
activity factor.

In this thesis AC and handover is studied separately usimg-sttic and dynamic
system simulators respectively. Since the proposed AQighgo is useful for both new
users and handover users, it would be quite interestinguttyshe proposed AC to study
the performance of handover users. In a mobility scenarib both new and handover
users requesting admission it is important to design aegfyasuch that handover users
are blocked with negligible probability, and outage prabigbis negligible for all the
admitted users. Further, load control issues for examg@euger with high GBR require-
ment is accepted and it started moving towards the cell ediggossible that due to the
user mobility more stationary low GBR requirement users ate@ocepted because of the
increased resource requirements. Hence, it is importastutty and design load control
algorithms to maintain low unsatisfied user probability argh carried traffic.
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Semi-Static System Level Simulator
Description

This appendix describes the models used in the semi-sitatitagor used for performance
assessment of the uplink framework combining AC and PS f@ @Qrovisioning in Chap-
ter 3, Chapter 4, and Chapter 5. This chapter is organized lag/&lIn Section A.1 the
general description of the simulator including the netwiarkout is presented. In Sec-
tion A.2 and Section A.3 the Channel State Information (CSH @i.LA is modeled
respectively. In Section A.4 HARQ model used is presente@&dction A.5 the link-to-
system performance mapping is detailed, while in Sectidghthe traffic model used are
described. Finally, the Key Performance Indicators (KR3d to compare the perfor-
mance are defined.

A.1 Semi-Static System Simulator

The semi-static system simulator consists of a detailedi+oell deployment, based on
the latest LTE guidelines [14]. The framework consists oésagonal regular grid cellular
setup, where the center three cells are surrounded by thédvgoof cells, as shown in

Figure A.1. There are nineteen cell sites in the simulati@aaeach consisting of three
sectors per site, giving a total of fifty seven sectors. Thendation of the main lobes of
directional sector antenna elements is indicated by armowggure A.1. In order to avoid

the drawback of limited network layout the wrap around téghes is employed.

A 3-sector network topology with 70 degrees half power beddilweNode-B is as-
sumed for the Macro cell deployment. The propagation modetionsists of the path
loss, shadowing and fast fading. The path loss model for thertcell case includes a
20 dB outdoor-to-indoor penetration loss. Fast fadingnsusated according to the Typi-
cal Urban (TU) power delay profile for user speed of 3 kmph[9&jich is a tapped delay
line implementation with uncorrelated Rayleigh fading gdt00]. The users are created
in the system according to a Poisson call arrival processhelfproposed AC decision
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Direction of antenna
main-lobe

Figure A.1: The hexagonal regular grid cellular setup used in the system simulatadacgto
the LTE guidelines [14][101].

criterion is fulfilled, the user is admitted otherwise thelus rejected or blocked. During
a packet call the path loss and shadowing components anmadda be constant for each
user, while the fast fading is time-varying. Shadowing i§/faorrelated between cells of
the same site, while the correlation is 0.5 between sites. sSEnving cell for a new user
is selected according to the lowest total path loss inclydistance dependent path loss,
shadowing, and effective antenna gains.

The RRM functionalities such as LA, PS, and HARQ are accuratelgieted for all
the sectors. The LA is modeled as fast AMC based on CSI. To mimitlhe BLER
target in the first transmission OLLA offset is used to bias @Sl before using it for
Modulation and Coding Scheme (MCS) selection. The PS is mdaeedecoupled TD
and FD scheduler as shown in Figure 2.7 including HARQ. Thal tmimber of PRBs
used for the data transmission is 48, while 2 PRBs are reseorecbhtrol signaling
transmission. The default simulation assumptions andpeters are listed in Table A.1.

A.2 Channel State Information Model

The LA selects the most suitable MCS based on Signal-toféreice-plus-Noise Ratio
(SINR) estimations over the allocated bandwidth [41]. Sistimeations are obtained from
the Sounding Reference Signal (SRS) transmitted by the useused at the Evolved
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Node B (eNode-B) to extract near-instantaneous frequeregtsee CSI. It is assumed
that the CSl is available at the eNode-B every Transmissiore Tnterval (TTI) over the
entire system bandwidth for all the active users with a givandwidth resolution. The
reference symbols are not explicitly modeled. The CSI of aiise PRBE at time instant
t is modeled as [41]:

M
ZjeK S;,i(t) %t))
CSTin(t) =) <ZjeK i (t)> 10 (A.1)
where M is the number of receiving antennas at the eNod&B,is the desired SRS
power received on PRBfrom user: at antenna, I7,, is the interference signal power
received on PRB at antenna on eNode-Bi(7), b(7) is the serving eNode-B of user
K is the set of simultaneously sounded PRBs that RRielongs toc is a zero mean
Gaussian distributed random variable with standard deviat-5;. The random variable
e(t) ande(t + m) are uncorrelated fan # 0.

r=1

In uplink the interference is characterized by higher \@lity in a PRB compared
to downlink. Therefore, an average measurement of thefangerce is used for the CSI
estimation. Hence the interference component in (A.1) isutated as:

oy () =1 Iy (6) + (1 =) - Iy (t— 1) (A.2)
wherer is forgetting factor which controls the relative influenaetbe average interfer-
ence of the recent measurement on the older measurements.

A.3 Outer Loop Link Adaptation Model

The OLLA algorithm is modeled such that it only controls theEBR.target for the first
transmission of the users. The OLLA algorithm is used toeatfthe CSI reports (ex-
pressed in decibels) received from the UE by using a offseirpeter A ¢5;):

CSIiopp = CSI; — Acs [dB]. (A.3)

The offsetA g; is adjusted following the rules of outer loop power contrslia
WCDMA [102]:

1. If the first transmission is correctly received decredseAs; by Asieprp =
S-BLERr

2. If the first transmission is not correctly received insetheA cs; bY Asicppown =
S-(1— BLERy)

whereS represents the step size aBd. F Rt is the BLER which the algorithm will
converge to if the offsef s; remains within a specified rangécs; min < Acsr <
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Acsimae- The BLER target can be expressed as follows:

ASte Down
BLERr = P A4
g AStepDown + AStepUp ( )

In this study, the OLLA step size is equal to 0.5 dB for all tisers. The OLLA offset
range is assumed to be [-4.0, 4.0] dB.

A.4 HARQ Model

The explicit scheduling of HARQ processes is implementechendystem model. The
combining gain is modeled using a simple HARQ process moaledt from [103]. Only
Chase Combining (CC) is considered, where the SINR after HARQ tongpis given

by:
(STVR), =3 (STVR) . (A5)

Where<S]NR> . represents the combined SINR afteiransmissions, anéS]NR) .

denotes the SINR of the transmissibnin this study the HARQ process allows a maxi-
mum of three retransmissions before discarding a blockyi.e 4.

A.5 Link-to-System Performance Mapping

In order to estimate the performance at the system-levdl reiasonable accuracy, an
evaluation based on extensive simulations under a varfetyemarios is crucial. A single
simulator approach would be preferable, but the complefiguch a simulator including
everything from link-level processing to multi-cell netskas too high for the required
simulation resolution [79]. Therefore, separate linkeleand system-level simulators are
needed. The link and system levels are connected througtk-#olisystem performance
mapping function, which is used to predict the instantasd®ILER at system-level with-
out performing detailed link-level processing steps. Taigtion is estimated using link-
level simulations, and it takes into account factors sucM&S format, receiver type,
and channel state [104]. The desired characteristics dfrtk¢o-system mapping func-
tion are that it should be general enough to cover differauitiple access strategies and
transceiver types, including different antenna techrsqueurther, it should be possible
to derive the parameters of the model from a limited numbdin&flevel evaluations. In
this study, the Actual Value Interface (AVI) method is usedthe link-to-system mapping
[105][90]. The AVI tables constructed from an extensivekilevel simulations are used
to map the average received SINR to the corresponding BLawk BProbability (BLEP).
The target BLER BLE R,,,4.:) COrresponds to the value used as input to the OLLA algo-
rithm.
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A.6 Traffic Model

In this study finite buffer traffic model is used to abstraet fehavior of Best Effort (BE)
services. The finite buffer model allows each user to dowhtba same amount of data.
Once the download is finished the session is terminated. &¢san time is proportional
to the experienced data rates. Thus users located at thedgl are expected to stay
longer in the system in comparison to the users located tboge cell center. Hence the
data rates delivered to the cell edge users will dominatavkeage cell throughput.

The CBR streaming traffic model is used for a realistic GBR sertvior each CBR
user a fixed amount of data packets are generated at the ubea wonstant packet size
and constant inter-arrival time. In case the system is adidfill the GBR requirement of
CBR services, the session time of each CBR user will be same as¢hengng duration
irrespective of the user location. Hence, if the AC and sahed framework is working
effectively the CBR users will fulfill their GBR requirements.

A.7 Key Performance Indicators

The KPIs used in this system-level study to evaluate theopmdnce of AC and schedul-
ing are as follows:

e The average cell throughpuf P..;;) is defined as:
total correctly received bits per cell

TP = : —— (A.6)
simulation time
e The average user throughp@t#®;) for user; is defined:
rrectly recei its from user
TP, — correctly received bits from use (A7)

session time

The blocking probability £,) is defined as the ratio of the number of blocked users
to the number of new users requesting admission.

The outage probability®,) is defined as the ratio of the number of users not fulfill-
ing their GBR requirements to the total number of users adnhitt

The unsatisfied user probability’() is defined as:
P,=1—-(1-P)(1-P,) (A.8)
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Table A.1: System model assumptions based on the 3GPP Macro cell outdoor-ta-defdoy-
ment, and default simulation parameters setting [14][19].

Parameter

Setting

Cellular Layout
Inter-site distance

System bandwidth

Number of sub-carriers per PRB
Number of PRBs

Sub-frame/TTI duration
Maximum User transmit power
Distance dependent path loss
Penetration loss

Log-normal shadowing

Minimum distance between UE and cell
Power delay profile

CSl log-normal error standard deviation
CSl resolution

OLLA step size

OLLA offset range

Control channel overhead

Link adaptation

Modulation/code rate settings

HARQ model

Max. No. of HARQ transmission attemp
Ack/Nack delay
Channel estimation
Carrier frequency
eNode-B antenna gain
UE antenna gain

UE noise figure

UE speed

UE receiver

Frequency re-use factor

Hexagonal grid, 19 cell sites,

3 cells/sectors per site

500 m (Macro case 1)

1732 m (Macro case 3)

10 MHz

12

50 (180 kHz per PRB)

1ms

24dBm (250 mWw)

128.1 + 37.6 log,y(distance in km
20dB

standard deviation = 8 dB
correlation distance = 50 m
correlation between sectors = 1.0
correlation between sites = 0.5
35m

TUS, 20 taps [92]

1dB

2dB

0.5dB

[-4.0, 4.0]dB

14% (2/14 symbols)

Fast AMC

QPSK

[R=1/10, 1/6, 1/4, 1/3, 1/2, 2/3, 3/4],
16QAM

[R=1/2, 2/3, 3/4, 5/6]

Ideal chase combining

(st

2ms

Ideal

2GHz

14 dBi

0 dBi

9dB (-124 dBm/sub-carrier)

3 kmph

2-Rx Maximal Ratio Combining (MRC)
1
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Statistical Significance Assessment

B.1 Introduction

This chapter assesses the statistical significance of thed{ained from the semi-static
simulator described in Appendix A by using standard siatisimethods. The chapter
is organized as follows: The modeling assumptions inclydire list of selected simu-
lation scenarios is outlined in Section B.2. The results asdugsion are presented in
Section B.3.

B.2 Modeling Assumptions

The statistical significance analysis is performed by mgarge number of simulations

(fifty) with identical parameter setup, but with differemtesl for random number genera-
tor. The variation in the KPlIs is investigated by means oflibr and whiskers diagram

(or box plot) [106]. The following most relevant KPIs haveebeconsidered which have

been defined in Section A.7.

e Average cell throughput

Average user throughput

Average 95% coverage throughput

Blocking probability

Outage probability

Average number of users per cell
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The statistical significance investigation is carried autfPC based AC and reference
AC (R,... = 5 Mbps) using fixed PRB allocation to users in Macro case 1 (iatence-
limited) and Macro case 3 (noise-limited)scenarios sulidieChapter 3. The idea is to
provide an indication of the stability of the KPIs for studii&C algorithms and propoga-
tion scenarios. The selected cases for the statisticadsssat are as follows:

1. Verification of the FPC based AC and reference AC with &r@BR of 256 kbps
and user arrival rate of 8 users/cell/s for Macro case 1 ini@ea8.5.1.

2. Verification of the FPC based AC with single GBR of 256 kbpd aser arrival rate
of 6 users/cell/s for Macro case 3 in Section 3.5.2.

B.3 Results and Discussions

Figure B.1 shows the box and whiskers diagrams for the averslgthroughput, average
user throughput, and average 95% coverage throughput GrifeBed AC and Macro
case 1 and the simulation scenario in Section 3.5.1. The&®lsormalized to the sample
mean i.e. the mean value obtained from all the simulatiomsthé box and whiskers
diagram the box is drawn from the lower hinge defined as the R&%entile, to the upper
hinge corresponding to the 75% percentile. The median valsteown as a line across the
box. The legth of the box gives the inter-quartile range,levthe whiskers on each side
of the box is extended to the most extreme data value withitirhes of the inter-quartile
range. Data values lying beyond the ends of the whiskers arked as outliers.

We notice that in Figure B.1 the deviation in average cell ugigut from its cor-
responding sample mean is withtal.5%, while the deviation in user throughput and
coverage throughput from their sample mean is with#% and+3% respectively for
FPC based AC and Macro case 1.

Figure B.2 shows the box plot for the blocking probabilitytage probability, and
number of users per cell for FPC based AC and Macro case 1. &hatidn in blocking
probability from its corresponding sample mean is withih2%. The range of outage
probability for the ran simulations is between 0.06% — 0.36ut the deviation from its
sample mean (0.2%) is within80%. This is because negligible percentage of users are in
outage with FPC based AC, hence to precisely predict the eysipability significantly
higher number of completed calls need to be simulated. Th&ilen of the average
number of users per cell from its sample mean is withs%%6.

Figure B.3 shows the box plot for the average cell throughgpedrage user through-
put, and average 95% coverage throughput for reference AG/Aacro case 1. Itis seen
that the deviation in average cell throughput from its sampéan is withint-2.5%. Sim-
ilarly, the deviation in user throughput and coverage tghgut from their sample mean
is within 8% and+2.5% respectively.

Figure B.4 shows the box plot for the blocking probabilitytage probability, and
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Figure B.1: Box plots of the KPIs obtained for the FPC based AC with single GBR of 258 kb
and user arrival rate of 8 users/cell/s for Macro case 1 in Section 3.5.1.
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Figure B.5: Box plots of the KPIs obtained for the FPC based AC with single GBR of 258 kb
and user arrival rate of 6 users/cell/s for Macro case 3 in Section 3.5.2.
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number of users per cell for reference AC and Macro case 1.dé&ktion in blocking
probability and outage probability from their corresporgisample mean is withitt 13%
and +22% respectively. The outage probability in the case witeremce AC is more
accurate compared to FPC based AC because higher numbesrsfars in outage with
reference AC. The deviation of the average number of usercglefrom its sample
mean is within+=5%. Similar results are presented for Macro case 3 in FiguseaBd
Figure B.6.

We notice that the deviation in the average cell throughguerage user throughput,
and average 95% coverage throughput from their correspgrsdimple means is within
+2.5%, +8%, and+3% respectively, which are sufficiently accurate. The dewmain
blocking probability from its corresponding sample meansithin +12%. However, the
inter-quartile range is withig=5%, i.e. in 50% of cases the error in blocking probability
Is smaller than 5%. The deviation in outage probability fritencorresponding sample
means is withint80% for Macro case 1, while it is350% for Macro case 3. This is
because outage probability tends toward zero with FPC baSednd hence very small
variation leads to a high percentage of error and hence eeldstatistical accuracy.
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Search-Tree Based Uplink Channel Aware Packel
Scheduling for UTRAN LTE
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K. I. Pedersehand P. E. Mogensén
fDepartment of Electronic Systems, Aalborg University, Bank
!Nokia Siemens Networks, Denmark

Abstract— UTRAN Long Term Evolution is currently  lower PAPR resulting in reduced power consumption and
under standardization within 3GPP with the aim of improved coverage.
providing a spectral efficiency 2 to 4 times higher tha_n While providing some benefits, SC-FDMA requires
its predecessor HSUPA/HSDPA Release 6. Single Carriery,, o arriers, and therefore the Physical Resource
FDMA has been selected as multiple access for the UP"Blocks (PRBs) ,allocated to a single terminal to be ad-
link. This technology requires the subcarriers allocated . . ! . .
to a single user to be adjacent. The consequence is dacent. This has proven to be a challenging constraint to
reduced allocation flexibility which makes it challenging COPe with, when it comes to designing packet scheduling
to design effective packet scheduling algorithms. This algorithms. Like in every multi-user system the Packet
paper provides a search-tree based channel aware packetScheduler (PS) plays the fundamental role of multiplex-
scheduling algorithm and evaluates its performance in ing User Equipments (UES) in time and frequency do-
terms of throughput and noise rise distributions. It is  main based on some optimization criterion. If the system
shown that, despite measurement errors and high inter- s affected by time and frequency selective fading the PS
cell interference variability, the proposed algorithm can .., o b6t the multi-user diversity by assigning each UE
increase the uplink capacity by 244 for the Macro 1 . . . T
scenario and 195 for the Macro 3 scenario. to th(_a _portlon of the bandwplth which gxhlblts favorable

conditions for that UE. This mechanism, also known

as Channel Dependent Scheduling (CDS), requires the
system to monitor the channel ideally for every UE and

UTRAN Long Term Evolution (LTE) is a systemover all the frequency band and adapt the allocation
currently under standardization within 3GPP. One @ased on changes to the channel conditions.
the targets of such a system is to improve the spec-For this reason 3GPP has introduced in the standard
tral efficiency by a factor of 2 to 3 for the uplinkthe channel sounding concept [2]. Channel sounding
(UL) and 3 to 4 for the downlink (DL) compared toconsists in the terminal transmitting a Sounding Refer-
HSUPA/HSDPA Release 6. In order to achieve this go@hce S|gna| (SRS) This Signal is processed at the eNode-
new funCtionaﬁties are introduced a.nd diﬁerent accemo extract near-instantaneous frequency Se'ective Chan_
schemes are selected. Orthogonal Frequency Divisigdl State Information (CSI) which is then used for chan-
Multiplexing (OFDM), in particular, is regarded as &e| dependent functionalities like fast Link Adaptation
key technology given its high immunity to multipath(| A) and frequency domain packet scheduling.
spectral efficiency _a_nd band_vvidth scalability. Orthogo- e performance of channel aware packet scheduling
nal Frequency Division Multiple Access (OFDMA), a1gorithms has already been investigated for UTRA LTE
OFDM based multiple access scheme, has been selegignjink [3] but differences with the UL scenario exist
for downlink (DL). OFDMA provides high flexibility gng their impact on performance is remarkable. Apart
and relatively low complexity, but suffers from highyom the difference on access technology highlighted
Pick to Average Power Ratio (PAPR) which makes i,,,e another difference relevant to this work pertains

a difficult candidate for UL given the power limitationspe interference variations. The source of interference
in the mobile handset. For this reason a modified form of

OFDMA, namely SC-FDMA (also known as DFT-spread , L ) .

. . .. The basic time-frequency resource available for data transmission
OFDMA), is selected for the l_JL- While r.et.a|n|r.19 r_n_OSt 0Eonsisting of adjacent OFDM subcarriers [1]. It is also known as
the advantages of OFDMA, it also exhibits significantlResource Unit. Its size is equal to 180 KHz.

I. INTRODUCTION



for a given UE can change from Transmission Time Riains

Interval (TTI) to TTI, and has a different interfering ]
effect depending on its location and its transmitting
power. This leads to a highly uncorrelated interferenceggs
pattern for a given frequency, with variations which ~— |
are larger and occur at a faster pace than in full load
conditions in DL [4]. Fig. 1. Basic inter-working between PS and other RRM function-
Previous work regarding the topic of UL PS havg"%'eS: 9
either assumed the channel knowledge to be available
at the eNode-B [5] or have based channel knowledge
acquisition on a different and less reliable mechanismIn order to perform frequency domain channel-aware
than CSI [6]. The current work focuses on the perfoRS, Channel State Information (CSI) is needed, ideally
mance evaluation of a search-tree based PS algorithnfanall the UEs and over all the frequency band. Such in-
UTRAN LTE UL which relies on CSI acquired via SRSformation is provided by the CSI manager which extracts
The search-tree is built by selecting a restricted set ibfrom the SRSs. It is assumed that CSls are available at
allocations for each UE. The allocation is performed kire eNode-B every TTI over the entire system bandwidth,
searching and choosing the path, within the tree, witbr every UE and with given bandwidth resolution. Such
the highest global metric. assumptions are ideal but the CSI mechanism is realistic,
The paper is organized as follows. The PS functionale. the CSlIs are derived considering the real channel
ity is described in general terms in Section II-A, whilgain and interference conditions and model also SINR
Section 1I-B describes in detail the algorithm deploye@stimation errors.
Section Il gives an overview of the simulator together The HARQ manager provides the set of UEs that
with general parameters and assumptions. Section teve to undergo a retransmission. It is supposed to be
provides an analysis of the simulation results for thgynchronous and adaptive, which means that retransmis-
different parameter settings while Section V draws cosions can take place anywhere in the bandwidth but in a

Packet Scheduling

CSI manager |CSho D N UEs FD [

scheduling scheduling

clusions and offers hints for further studies. specific TTI.
The PS is divided in two units: Time Domain Packet
Il. PACKET SCHEDULING FUNCTIONALITY Scheduler (TDPS) and Frequency Domain Packet Sched-

ler (FDPS). The TDPS, based on information from the

T e e e e MALLARQ_ manager, dentfes the scheduing candiies,
P plex p 9 the UEs that are capable of transmitting in the next

of parameters and constraints involved. Within the RRﬂff“_ The TDPS also sorts the UEs according to a certain

functionalities, PS plays a central role. It interacts Witnletric and then passes the first N to the FDPS. The

the LA unit and th_e Hybrid ARQ (HARQ) manager tosorting in time domain can either take place based on
produce an allocation table which tries to maximize so

o . ) . M€ frequency blind metric (e.g. Round Robin (RR)), or
utility function while exploiting channel knowledge. based on a metric that pertains the whole frequency

band (as the position that the UEs will be occupying
within the frequency band is not known at this stage).
CDS can be seen as a search algorithm which traver§ég UEs are then handed over to the FDPS which further
the solution space to find an optimum solution definaskploits the channel knowledge and performs the most
according to a utility function. The utility function is computationally intense operation trying to determine the
designed as a trade off between overall spectral efficiengyst allocation table based on a channel aware metric. In
and fairness among UEs and it defines how differetitis work the focus is on FDPS, therefore no action is
quantities (channel gain, traffic, QoS requirements) hagerformed by the TDPS which simply passes all the UEs
to be taken into account. The problem is very complen to the FDPS.
because of the high number of parameters involved and ) o
the huge number of resulting combinations. Differeft: Algorithm description
decisions are therefore taken in order to reduce the search the following the bandwidth is assumed to be fixed
space. The basic inter-working of PS with other RRMnd equal for all the UEs. It is indicated as resource
functionalities is shown in Fig.1. chunk (RC) and is constituted by a set of consecutive

A. General framework



RC, RC, RC, RC, RC, RC,

UE, [M,=380[M,,=670{f1,=1530
UE| M, M, | - M1vm UE, {#,=300) M,,=730 M,,=1390
UE, |M,,=650 ({,,=8T0M, ,=1280)
UEZ M2,1 MZ,Z M2,m
1530 + 810 + 300 = 2640
UE, Mn.1 Mn.z Mn,m Fig. 4. Scheduling example with three UEs and three RCs.

To the left the circles indicate the allocation performed using the
matrix algorithm. To the right the thick line indicates the allocation

Fig. 2. Metric values for each UE and each RC. performed using the tree algorithm Wifipu: = 2.

RC, RC,

VR M.T960 | M.79%0 1930. This offers a hint on how the algorithm could be

UE,| M,=870 | M,,=970 improved to perform a more exhaustive search. Rather

than considering only the best RC, we also consider what

Fig. 3. Simple scenario with two UEs and two RCs: the algorithrjg, globally, the second best RC. For every RC considered
fails to identify the optimum. ; : f i ;

we derive a sub-matrix from which we consider again the

two best RCs. In this way we derive a binary search tree

PRBs. The size of the RC is chosen to be a sub-multif{@ere the best allocation corresponds to the path with

of the system bandwidth so that an integer number %\e highest sum of metrics.

UEs can be accommodated without creating bandwidth19-4 provides an example with three UEs and three
fragmentation. RCs. The matrix algorithm, which is equivalent to the

Assuming a fixed bandwidth size we can define o€ algorithm with an out-degree of g = 1)

goal as to maximize the utility function: is shown to the left. The tree built folNo,; = 2
(binary tree) is shown to the right. For the metric values
Maum =Y My A g (1) considered, the tree algorithm is able to provide two

where M, ;. is the metric for UEn and RCE, n € allocations whose global metric is higher than the one

{UEs}, k:’e {RCs} and A, = {0,1} with 1 for UE provided by the matrix algorithmN,,; can of course

n allocated to RC:. O othefwise. be increased (by including for example third and fourth
A simple optimization mechanism is based on arran est choices), but the number of combinations increases

ing UEs and bandwidth chunks in a matrix containin ramatically for a reasonable number of UEs (about 10).

the metric value for each UE and each RC. as shown RIS is @ serious limitation considering the real time
Fig.2. constraints. Moreover, as shown afterwards, the gain

provided from increasing such a parameter fairly soon
saturates. For all these reasoiNs,; should probably
not be higher than 2. When the retransmissions are
also included, the allocation is split in two phases.
the first phase only the first transmission UEs are
onsidered and their allocation is optimized considering
the entire system bandwidth. The rationale behind this is
: . . 5'8 optimize their gain in order to reduce the chances of
SCE_Edu"nE (I|I|<eba|1 rar_ldom allocation), bult ?O?S n%transmission. In the second phase the retransmission
achieve the global optimum. As an example lets CorL'JEs, which can benefit from Chase Combining (CC),

sider a case with two UEs and two RCs with the mem%ﬁe considered and their allocation is optimized within
gle remaining bandwidth [7].

The matrix is then fed as input to the FDPS whic
performs the following algorithm:

1) Find the UE and RC with the highest metric

2) Allocate the RC to the UE

3) Delete corresponding row (UE) and column (RC

4) Repeat froml with the resulting sub-matrix

given in Fig.3.

If we apply the algorithm just described, we would en
up with RG, allocated to U and RG allocated to Ug. IIl. SIMULATOR DESCRIPTION AND ASSUMPTIONS
The resulting global metric (which we assume to be the
sum of the metrics) would b&/;,,,, = 1850. Performing  The performance evaluation is based on a detailed
the opposite allocation (RCto UE; and RG to UEy) multi-cell system level simulator which follows the
it would provide the maximal global metrid/,,, = guidelines in [2]. The system bandwidth is fixed to



TABLE |

10 MHz with settings according to the LTE work-
ing assumptions. The full (infinite) buffer traffic model

MAIN SIMULATION PARAMETERS.

proposed for LTE benchmarking evaluation in [8] iSParameter

Value

assumed. In the beginning of a simulation run theSimulation Time
location of the UEs is randomly assigned with a uniform-2Y°ut .

L. L Propagation Scenario
distribution within each cell. UEs never leave the system
until the end of the simulation run. One simulationThermaI_Noise per RU
consists of several simulation runs. The network layout ife”etfatl';” 5@3 o
a regular grid comprising 57 cells and includes the wrap>YStem Bandwidt
around technique [9]. The link-to-system level mappingues per Sector
is based on the actual value interface (AVI) methodJE Bandwidth
[10]. It is assumed that distance-dependent path loss a@qggﬁj ;S'i‘i‘:;";’t?;n
shadowing are main?aine_zd constant for each UE. On th§., UE Tx Power
other hand, fast fading is updated every TTI based onE Speed
the ITU Typical Urban (TU) power delay profile and TD Scheduling
depending on the UE speed. Further, shadowing is fulligr;;:‘iﬁgull'ggmr (for PF)
correlated between cells of the same site, while the cofaarg
relation is 0.5 between sites. The system model includeBAR_Q Delay -# Channels
synchronous adaptive HARQ with Chase Combininggrf‘gg yOdet'

I . arge

The power contro_l (PC? is |mplemented'accord|ng to the Adap?ation
formula standardized in [11]. The optional close-loopshadowing Correlation

adjustments are not considered, thus the power is set a&8hadowing Statistics
Available MCSs
2

P = min{Ppax, Po + 10 - log;g M + «- L}

10s/run - 2s/run warm-up - 8 runs
19 sites - 3 sectors/site
Macro 1 [ISD 500m]
Macro 3 [ISD 1732m]
-116 dBm
20dB
10MHz
[50 PRBs, 2 used for control]
10, 30
1080KHz, 360KHz [6, 2 PRBs]
2-Rx MRC
Real (included in AVI model)
250mwW +-24dBm]
3Kmph
Round Robin
Random, Proportional Fair
0.002
Synchronous Adaptive
4ms - 4
Full Buffer [8] with balanced load
206
Fast AMC
1.0 for intra-site, 0.5 for inter-site
u = 0dB ando = 8dB
BPSK [R = 1/5, 1/3]
QPSK [R = 1/4, 1/3, 1/2, 2/3, 3/4]
16QAM [R = 2/3, 3/4, 5/6]

. . . a (for PC) 0.6
yvhere Praz |s”the maX|mum.UE transmit power) P, (for PC) -59dBm
is a cell-specific parametel/ is the number of PRBs .; 1dB
allocated to the UEg is a cell-specific path-loss com-_CSI Resolution 2 RUs
pensation factor and is the path-loss measured at the

TABLE Il

UE.

The TDPS works according to the RR metric while
two metrics are considered for the FDPS: a metric which
is defined as random (RAN) and the well known PF

SYSTEM PERFORMANCE FORRAN AND PFMETRICS (SAME NR
DISTRIBUTIONS).

metric which has been widely investigated in [3] for theM1: Average Cell Thr.

downlink. The RAN metric simply consists in assigning M1: UE Thr. @95 Coverage

a random positive value (in a certain range) to each UI%

RAN PF Gain

75 Mbps 9.3 Mbps 250

249 kbps 343 kbps  3%2
3: Average Cell Thr. 6.3 Mbps 7.5 Mbps 190
3: UE Thr. @9%: Coverage 53 kbps 59 kbps 1%3

and each RC for every TTI. This results in a dynamie
allocation which is blind to the channel conditions.

IV. SIMULATION RESULTS

bers summarized in Table Il for both the Macro 1 (M1)

and Macro 3 (M3) cases.

First the effect of the PF metric on throughput and Another interesting result can be seen in Fig.5 (c).
noise rise (NR) is investigated assumiig,,; = 1. The gain numbers expressed in Table Il are actually the
Fig.5 (b) shows that, regardless of the metric utilizedesult of two mechanisms. One is the well known effect
the instantaneous NR distribution does not change giveithe PF metric which tries to allocate an equal amount
the use of OLPC. The effect of the different metricef resources, over time, to the different UEs while also
can be seen on the scheduled SINR distribution givenérploiting the multi-user diversity. The other effect is
Fig.5 (a), which shows, for PF, a median value 1.5 dfBat the PF metric produces an allocation in frequency
higher than for RAN. which is less dynamic than the one obtained with the

Similarly the average throughput per UE is increasé®lAN metric. This reduces the interference fluctuations
for all UEs (Fig.5 (c)) leading to the performance numand therefore has a positive effect on SINR estimation



@ (b)

08 0.8
06 0.6
& — &
© 04 1.5dB © 04
0.2 0.2
° 0 AN T N —
-5 0 5 10 15 20 5 10 15 20 5 10 15 20
Scheduled SINR [dB] Instantaneous Noise Rise [dB] Average SINR per UE [dB] Instantaneous Noise Rise [dB]

© © @

0.8 0.8 08

061 06 06

0.4 RAN 0.4 0.4
—FPF

0.2 0.2 0.2

CDF
CDF
CDF

o 1 ; 1 ; i
0
o 500 1000 1500 2000 2500 0 500 1000 1500 2000 2500 -5 0
Average Throughput per UE [Kbps] Average Throughput per UE [Kbps] AMC error [dB]

Fig. 5. Scheduled SINR, instantaneous NR and time averageg. 6. Average SINR, instantaneous NR, average user throughput
throughput per UE using RAN and PF metrics for 10 UEs per sect@ihd AMC error distributions for RAN and PF metrics under similar
average SINR distributions. The PF shows a closer match between
TABLE Il the SINR in input to the AMC and the experienced SINR.
SYSTEM PERFORMANCE FORRAN AND PFMETRICS (MACRO 1,
10 UEs, 6 PRBs PERUE). ) @ N ®

M3,10UEs,6PRBs
0.8 —— M3,30UEs 2PRBS

M1,30UEs,2PRBs
M1,10UEs,6PRBs

RAN PF Gain
Average Cell Thr. 7.54 Mbps  8.48 Mbps  1%5 y 0 w00
UE Thr. @9%; Coverage 249 kbps 291 kbps  1%9 ° 04 © o4

and fast AMC performance. To evaluate the contribution TSR s RR
of this effect to the overall gain we can reduce the ‘f
parametet”, for the PF case until the distributions of the oz}
average SINR per UE are approximately the same (ser, °s
Fig.6 (a)). At this point the NR distribution for the PF is  * osf
shifted to the left by approximately 6 dB, Fig.6 (b), as ozf
consequence of the power reduction. Our expectation is o : " L - o
confirmed as shown in Fig.6 (c). The distribution of the Macro 3: UE power (43
average throughput per UE shows t_hat the PF metric SE’& 7. Scheduled SINR and UE power for different number of users
performs better than the RAN metric. For completenesgd PRBs and different scenarios.
Fig.6 (d) shows how the AMC error, defined as the
difference between the SINR given in input to the AMC
and the SINR experienced during the transmission, iis the lower range of the SINR as shown in Fig.7 (b).
reduced for PF compared to RAN. Throughput numbeThis is due to the power limitations experienced by cell
are shown in Table Ill. The numbers are just used @mge users. Fig.7 (c) shows that reducing the bandwidth
highlight a trend and are subject to change in differeaflocated to power limited users significantly reduces
load scenarios or with the introduction of TDPS. the percentage of users transmitting at maximum power.
Next, the effect of multi-user diversity has beedhis, in turn, increases their chances of meeting the
investigated. As expected, a smaller bandwidth anGINR target and therefore their throughput. Throughput
consequently, a larger number of users, increases thanbers are shown in Table IV.
gain provided by the PF metric. In the Macro 1 case Finally, the effect of differentv,,; values is analyzed.
this produces an overall increase of the scheduled SINfreasingN,,; to 2 gives a gain of just% for both
and specifically a median value 0.7 dB higher (see Figcases of 6 and 4 PRBs in average cell throughput (see
(a)). The gain is larger in the Macro 3 case especialfig.8). The UE throughput at 96 coverage is increased

©




TABLE IV
SYSTEM PERFORMANCE FORPFMETRIC FOR DIFFERENT
NUMBER OF USERS AND BANDWIDTH SETTINGYMACRO 1 AND
MACRO 3 CASES).

effect of a higherN,,; degree is analyzed. The results
show that for bandwidths of 6 and 4 PRBs the gain
achieved by increasingV,,; is quite limited, therefore
the greedy approach withv,,; = 1 is preferable given

10UEs, 30UEs, Gain the computational complexity.

6PRBs 2PRBs Future studies will address the topic of adaptive trans-
M1: Average Cell Thr. 9.3 Mbps 100 Mbps %5 mjissjon bandwidth in connection with PS together with
M1: UE Outage Thix#UE 3430 kbps 3430 kbps %

1me More realistic sounding schemes.

M3: Average Cell Thr. 7.54 Mbps  8.64 Mbps
M3: UE Outage Thix#UE 590 kbps 960 kbps 624
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can provide a cell throughput gain of about%24and

a UE throughput at 9% coverage of more than 37

for the Macro 1 scenario compared to RAN. The gain

is the result of two main factors: the exploitation of the

multi-user diversity in a system under frequency selective

fading as well as the improvement of fast AMC perfor-

mance. It has also been shown that increasing the UE

diversity order and decreasing the frequency bandwidth

brings a benefit which becomes especially significant

when considering the Macro 3 scenario. Finally, the
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Abstract—UTRAN Long Term Evolution is currently  (PRBs} allocated to a single terminal, to be adjacent.
under standardization within 3GPP with the aim of This has proven to be a challenging constraint to cope
providing a spectral efficiency 2 to 4 times higher than jth when it comes to designing packet scheduling
its predecessor HSUPA/HSDPA Release 6. Single Carrier g1qqrithms. Like in every multi-user system the Packet
FDMA has been selected as multiple access for the uplink. gop o ier (PS) plays the fundamental role of multi-
This technology requires the subcarriers allocated to a lexing U Eaui ts (UES) in ti d f
single user to be adjacent. The consequence is a reduced exmg ser Equipments ( ,S), in .|me a}n . requency
allocation flexibility which makes it challenging to design domain based on some optimization criterion. If the
effective packet scheduling algorithms. This paper pro- System is affected by time and frequency selective fading
poses a channel aware packet scheduling algorithm which the PS can exploit the multi-user diversity by assigning
exploits the bandwidth flexibility offered by the system each UE to the portion of the bandwidth which exhibits
to perform an allocation which closely resembles the favorable conditions for that UE. This mechanism is also

frequency domain envelope of the metric to be optimized. known as Channel Dependent Scheduling (CDS).
Compared to a fixed bandwidth approach, the proposed . . .
algorithm provides a greater flexibility given the inbuilt Previous works regarding the topic of UL PS have

adaptation to different scenarios and loads, as well as limited the problem complexity by either removing the
an improvement in term of performance for the Macro constraint on the contiguity of PRBs as required by the
3 case. In this case the uplink capacity is increased by single carrier technology [2] or by assuming a fixed size
approximately 20% in average cell throughput and 104 in  for the bandwidth allocable to each UE [3]. This paper,
UE outage compared to a fixed bandwidth channel aware taking inspiration from the algorithm used in [4] for
approach. DL, proposes an incremental algorithm which exploits
the bandwidth flexibility to produce an allocation which
closely resembles the optimum (defined according to
I. INTRODUCTION a specific criterion) while satisfying the single carrier
constraint. The size of the bandwidth is thus decided
as part of the allocation algorithm performed by the

UTRAN Long Term Evolution (LTE) is a S'ys’temgfcheduler rather than by another functionality.

currently under standardization within 3GPP. One ) ) )
the targets of such a system is to improve the spectrall '€ Paper is organized as follows. Section II-A de-
efficiency by a factor of 2 to 3 for the uplink (UL) and gscribes in general terms the PS functionality and the
to 4 for the downlink (DL) compared to HSUPA/HSDPaglgorithm used as reference. Section I1-B describes in de-
Rel. 6. In order to achieve this goal new functionalitie@i! the p_roposed algorithm. S_ection Il gives an overview
are introduced and different access schemes are selec®édhe simulator together with general parameters and
Orthogonal Frequency Division Multiplexing (OFDM),assumptions. Section |V provides an analysis of the
in particular, is regarded as a key technology givetimulation results for the different parameter setting$ an
its high immunity to multipath, spectral efficiency andbection V draws conclusions and offers hints for further
bandwidth scalability. studies.

Single Carrier Frequency Domain Multiple Access
(SC-FDMA), an OFDM based multiple access scheme,, - ) .
. The basic time-frequency resource available for data transmission
has_been selected for UL. SC'FD'MA requires the Supdnsisting of adjacent OFDM subcarriers [1]. It is also known as
carriers, and therefore the Physical Resource BlodRssource Unit. Its size is equal to 180 KHz.
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Figure 1. Basic inter-working between PS and other RRM func- :

tionalities.
Figure 2. Metric values for each UE and each PRB.

Il. PACKET SCHEDULING FUNCTIONALITY

Radio Resource Management (RRM) for uTrANEr (FDPS). The TDPS.,. based on information fro.m the
LTE UL represents a complex problem given the numbEﬂARQ manager, identifies the scheduling candidates,

of parameters and constraints involved. Within the RRIE- the UEs that are capable of transmitting in the
functionalities, PS plays a central role. It interacts withext TTI and hands them over to the FDPS. The FDPS

the Link Adaptation (LA) unit and the Hybrid ARQ performs the most computationally intense operations

(HARQ) manager to produce an allocation table whidlyind o determine the best allocation table based on
tries to maximize some utility function by exploitinga channel aware metric. Assuming that a metric value is

channel knowledge. available for ea_ch_ UE and each P_RB, we (?an define pur
goal as to maximize, under the single-carrier constraint,
A. General framework the utility function:

CDS can be seen as a search algorithm which traverses _ A o _
the solution space to find an optimum solution defined Maum = 3 MijAijwithi € Q. j € Q- (1)
according to a utility function. The utility function iswherel; ; is the metric for UE: and PRBj, (;is the
designed as a trade off between overall spectral efficiersst of UEs,);is the set of PRBs, andl;; = {0,1}
and fairness among UEs and it defines how differemith 1 for UE i allocated to PRBj, O otherwise. For
guantities (channel gain, traffic, QoS requirements) hagenvenience of representation, the metric values per each
to be taken into account. The problem is complex b&E and each PRB are arranged ima< m matrix as
cause of the high number of parameters involved astiown in Fig. 2.
the huge number of resulting combinations. Different As a reference case, a simple yet effective algorithm
decisions are therefore taken in order to reduce the seabelsed on Fixed Transmission Bandwidth (FTB) is used
space. The basic inter-working of PS with other RRNB]. This algorithm relies on the input matrix shown in
functionalities is shown in Fig. 1. Fig. 2 where the PRB is replaced with the resource chunk

In order to perform frequency domain channel-awa(®C), that is, a set of consecutive PRBs. The size of the
PS, Channel State Information (CSI) is needed, ideaRC is chosen so that a fixed number of UEs can fit within
for all the UEs and over all the frequency band. It ithe system bandwidth. The algorithm is then performed
assumed that CSls are available at the eNode-B evesyfollows:

TTI over the entire system bandwidth, for every UE and 1) Find the UE and the RC with the highest metric
with a given bandwidth resolution. Such assumptions2) Allocate the RC to the UE

are ideal but the CSI mechanism is realistic, i.e. the 3) Delete corresponding row (UE) and column (RC)
CSls are derived considering the real channel gain and4) Repeat from 1. using the resulting sub-matrix
interference conditions and model also SINR estimation

errors. B. Adaptive Transmission Bandwidth (ATB) PS algo-

The HARQ manager provides the set of UEs th&fhm description
have to undergo a retransmission. It is supposed to bélhe main motivation for integrating the ATB into the
synchronous and adaptive, which means that retransni®& functionality is not only the semplification of the
sions can take place anywhere in the bandwidth but irRiRM functionalities but mostly the need of providing
specific TTI. a more flexible algorithm which can accommodate for

The PS is divided in two units: Time Domain Packetfifferent traffic types - e.g. VOIP, which requires a
Scheduler (TDPS) and Frequency Domain Packet Schédhited bandwidth - as well as UEs with different power



capabilities. The advantage of this approach is that no ad- o o> —

ditional functionality is required to tune the bandwidth, e
that is, the capability of coping with varying traffic loadss " M M

and power limitationsis inbuilt in the algorithm. 5

The idea behind the algorithm is to produce an aIIoca-i
tion table which closely follows the envelope of the UES s———— T R O B
metrics by first picking the user with the highest metric © @
and then expanding its bandwidth as long as its metric; e~ = ‘
is highest. y

The steps of the algorithm, exemplified in Fig. 3, arg:
as follows:

-

-

Metric values
PN

Metr{gvalues
S a N e
Metric values

o 8 -
°

1) Find, within the matrix of metric values, the UE
and the PRB;j with the highest metric valfeand
allocate PRBj to UE i. Figure 3.  Algorithm description with 3 UEs and 21 PRBs. The

2) Expand the bandwidth of UE until one of the grey dashed curves indicate UE (and associated metrics) which have
following conditions is met: temporarily or permanently been excluded.

a) another user has a higher metric on the adja-
cent PRB (Fig. 3(a));

b) the expansion has reached physical conl!l. SIMULATOR DESCRIPTION AND ASSUMPTIONS
straints on one side (a bandwidth edge or
another user already allocated) and condition The performance evaluation is based on a detailed

0
0 2 4 6 8 10 12 14 16 18 20 22 2 4 6 8 10 12 14 16 18 20 22
PRB indexes PRB indexes

(a) on the other side; multi-cell system level simulator which follows the
c) the expansion has reached physical coguidelines in [5]. The system bandwidth is fixed to
straints on both sides; 10 MHz with settings according to the LTE work-
d) the estimated transmit power is above thgg assumptions. The full (infinite) buffer traffic model
maximum. proposed for LTE benchmarking evaluation in [6] is

3) Temporarily exclude UE and its metric values assumed. In the beginning of a simulation run the UEs
if conditions 2(a) or 2(b) are verified, otherwiseare dropped in the system. The distribution of the users

permanently exclude the user. depends on whether the load is balanced or unbalanced.
4) Repeat steps 1, 2 and 3 considering the redudedcase of balanced load an equal number of UEs is
set of users and metrics (Fig. 3(b)). distributed uniformly within each cell area. In case of

5) If any, readmit temporarily excluded users as futnbalanced load the UEs are distributed still uniformly
ther expansion may be possible because of thgt over the whole network area leading to a different
exclusion of other users and relative metrics (Figumber of UEs per cell. UEs never leave the system until
3(c)). the end of the simulation run. One simulation consists of

6) Repeat the steps from 1 to 5 until all the useggveral simulation runs. The network layout is a regular
have reached a permanent stopping condition (Figrid comprising 57 cells and includes the wrap-around
3(d)). technique. The link-to-system level mapping is based on

the actual value interface (AVI) method [7]. It is assumed

The retransmissions, when they occur, are placed jn

the initial part of the bandwidth. This is possible becauébza.t tci|§ta(rj1ce-detpert1cfient p?]trbéos(;; ?r? d frt:adﬁwu:jgfar?
of the adaptive HARQ and is done to avoid bandwid aintained constant for €ac - Inthe ofherhand, fas

fragmentation. In this way the algorithm can be appli ding is updated every TTI pased on the ITU Typical
‘ L o . . Urban (TU) power delay profile and depending on the
to first transmission users within the remaining portio

of the bandwidth. E speed. Furtherz shadgwmg is fully cgrrglated between
cells of the same site, while the correlation is 0.5 between
2Situation wh ith hidh path.loss hit th ) sites. The system model includes synchronous adaptive
mit p'gﬁ'fn where UEs with high path-loss hit the maximum tranT5|ARQ with Chase Combining. The power control (PC)
3For a user partially allocated only the adjacent PRBs are conslg- Implemented according to the formula standardized

ered in [8]. The optional closed-loop adjustments are not
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MAIN SIMULATION PARAMETERS.

Parameter Value
Simulation Time 10s/run - 2s/run warm-up - 10 runs
Layout 19 sites - 3 sectors/site

Propagation Scenario

Thermal Noise per PRB
Penetration Loss
System Bandwidth

UEs per Sector
UE Bandwidth

eNode-B Receiver
Channel Estimation

Max UE Tx Power

UE Speed

TD Scheduling

FD Scheduling

Forgetting Factor (for PF)
HARQ

HARQ Delay -# Channels
Traffic Model

BLER Target

Link Adaptation
Shadowing Correlation
Shadowing Statistics
Available MCSs

[, Po] (for PC)

ocs1
CSI Resolution

Macro 1 [ISD 500m]
Macro 3 [ISD 1732m]
-116 dBm
20dB
10 MHz
[50 PRBs, 2 used for control]
6, 8, 10, 12
FTB: 6, 4 PRBs
ATB: [1, 24] PRBs, [2, 24] PRBs
2-Rx MRC
Real (included in AVI model)
250 mW+.24 dBm]
3Kmph
Round Robin
Random, Proportional Fair
0.002
Synchronous Adaptive
4ams - 4
Full Buffer [6],
balanced and unbalanced
3%
Fast AMC
1.0 for intra-site, 0.5 for inteesit
pn=0dB andc = 8 dB
QPSK;
R = 1/10, 1/6, 1/4, 1/3, 1/2, 2/3, 3/4
16QAM; R = 2/3, 3/4, 5/6
Macro 1: [0.6, -58 dBm]

Macro 3: [0.6, -64 dBm], [0.6, -62 dBm]

1dB
2 PRBs

considered, thus the power is set as:
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Figure 4. Macro 1 case. Scheduled SINR, instantaneous NR and
time averaged UE throughput using PF metric.
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Figure 5. Macro 1 case. Bandwidth allocation per UE. The higher
frequency of allocation for the even number of PRBs is due to the
CSiI granularity of 2 PRBs.

P = min{Pnax, Po + 10 -log;g M + - L} (2)

where P, is the maximum UE transmit powef, results in the same power spectral density for both cases.
is a cell-specific parameted/ is the number of PRBs Fig- 4 () shows an improvement in the scheduled SINR
allocated to the UEg is a cell-specific path-loss com-I" the lower SINR range. This does not result in a higher

pensation factor and is the path-loss measured at th@verage throughput for the UEs at the cell edge due to
UE. the fact that such users in average transmit using a lower

bandwidth. Such behaviour could be modified by adding
IV. SIMULATION RESULTS constraints on the minimum number of PRBs per UE.

In the following we are going to show the performancgig. 5 shows the distribution pf the allocated number of
of ATB-PS in different scenarios compared to the FTB-RBS. In general the allocation of an even numbers of
PS. In both cases the well known PF metric, which h&dXBs is preferred given the CSI granularity of 2 PRBs.
been widely investigated in [9] for DL, is used. The "€ gain numbers are summarized in Taple 1. _
analysis is limited to a full infinite buffer traffic scenario Next the performance of the ATB-PS is analyzed in
with 8 UEs and 6 PRBs or 12 UEs and 4 PRBs. a Macro 3 scenario where the performance of part of

First the performance is evaluated in a balanced IoHi¢ users is penalized due to power limitations. The
Macro 1 scenario where power limitation is not an issue? parameter of (2) is chosen to maximize the cell

Fig. 4 (b) shows that, regardless of the algorithrﬂdge performance. Simulation results show that this is
utilized, the instantaneous Noise Rise (N@jstribution achieved at -62 dBm for the ATB-PS and -64dBm for
does not change significantly given the use of (2) whidhe FTB-PS. The transmission bandwidth in the ATB-PS

is allowed to vary from 2 to 24 PRBs. Fig. 6 (a) shows a

“The NR is defined a¢l + N)/N considerable increase of the SINR especially in the lower
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MACRO 1 CASE. SYSTEM PERFORMANCE FORFTB-PSAND

(@)

ATB-PS. 20r ¢
S i
FTB-PS  ATB-PS  Gain et
8 UEs: average cell thr. 7.86 Mbps  7.97 Mbps %.4 ga0F e »
8 UEs: UE thr. @% outage 396 kbps 373 kbps -58 o T .
12 UEs: average cell thr. 8.0 Mbps 8.22 Mbps 75 ° T r W .
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12UEs: average cell thr. 5.51 Mbps  6.54 Mbps 8.7
Figure 6. Macro 3 case. Scheduled SINR, BLER at 1st transmissioh2UEs: UE thr. @% outage 56 kbps 63 kbps 1956

and time averaged UE throughput.

directions to the system performance. On one side there

range of the CDF. This results in a higher percentage isfthe bandwidth utilization, expected to be higher with
1st transmissions matching the BLER target (see FigABB-PS, which contributes to a higher throughput. On
(b)) and therefore in a lower number of retransmissiorthe other side there is the interference level, expressed
Moreover the throughput of the UEs below 10% outage terms of NR, also expected to be higher for the ATB-
is not reduced while the throughput in the upper CDPS because of the higher bandwidth utilization, which
range is considerably increased as shown in Fig. 6 (Bads to a lower throughput. The interaction of these two
The statistics in Fig. 7 help clarifying such behavioudifferent effects is going to determine the final system
Fig. 7 (a) shows the distribution of the allocated numb@erformance.
of PRBs per user. The lowest number of PRBs (2 in Fig. 8 shows the cell and outage throughputs as well as
this case) is the most frequent allocation and the UBse bandwidth utilization and the noise rise for different
which are close to the maximum power are most likelpad scenarios.
to be given such allocation. This strategy reduces thelt is worth highlighting that for a very low number of
number of users hitting the maximum power (from 23%sers (6 UEs in the figure) the average cell throughput
to 5% as in Fig. 7 (b)) with the benefit in SINR andncreases for the ATB-PS as consequence of the higher
BLER distribution just shown. Moreover the allocatiothandwidth utilization but the outage performance is con-
of a narrower bandwidth to some of the users leavelerably lower as a consequence of the higher noise rise
a larger bandwidth to users in better conditions thu®mpared to FTB-PS. For a higher number of UEs (e.g.
resulting in a notable improvement of the average cdld UEs) both the gain in average cell throughput and
throughput. Table 1l summarizes the absolute numbetse loss in outage of ATB compared to FTB are reduced
and the relative gains. as the bandwidth utilization and NR become similar.

Finally the perfomance of ATB-PS is compared tdhe ATB-PS algorithm anyway is flexible enough that
FTB-PS in an unbalanced load scenario. In this caaesimilar behaviour, where part of the cell throughput
there are two main factors contributing in oppositgain is traded for a better outage performance, could
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V. CONCLUSIONS ANDFUTURE WORK

This paper addresses the performance of an ATB-PS
algorithm in UTRAN LTE UL. The algorithm is shown
to exhibit a greater flexibility in terms of adaptation
to different scenarios as well as a higher gain in a
power limited scenario. The cases analyzed show a cell
throughput gain of more than 24% for the Macro 3
case. In an unbalanced load and interference limited
scenario the gain in cell throughput comes at a cost of
a reduced cell edge performance. In an unbalanced and
noise limited scenario a loss is present in outage only for
very low load while the average cell throughput gain is
considerable in all considered loads. Future studies will
address the topic of ATB-PS under time-varying sector
load conditions as well as QoS based ATB-PS.

Figure 8. Macro 1 case. Average cell throughput, 5% outage UE
throughput, bandwidth utilization and noise rise median for different
load scenarios (6 PRBs in case of FTB-PS; 1-24 PRBs in case of REFERENCES

ATB-PS).
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Figure 9. Macro 3 case. Average cell throughput, 5% outage UE
throughput, bandwidth utilization and noise rise median for different
load scenarios (6 PRBs,£-64dBm in case of FTB-PS; 2-24 PRBs,[8

Py=-62dBm in case of ATB-PS).
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be obtained by reducing the maximum bandwidth per
user. The influence of NR is considerably reduced in a
noise limited scenario (e.g. the Macro 3 case) where the
interference has a much lower impact. Fig. 9 shows that
for lower loads the gain in average cell throughput of

ATB-PS over the FTB-PS is accompanied by a smaller
loss in outage while for higher loads a gain is visible in

both average cell throughput and outage UE throughput.



