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Abstract: An integrated quantitative feedback design and frequency-based fault detection and isolation (FDI)
approach is presented for single-input/single-output systems. A novel design methodology, based on shaping
the system frequency response, is proposed to generate an appropriate residual signal that is sensitive to
actuator and sensor faults in the presence of model uncertainty and exogenous unknown (unmeasured)
disturbances. The key features of this technique are: (1) the uncertain phase information is fully addressed by
the design equations, resulting in a minimally conservative over-design and (2) a graphical environment is
provided for the design of fault detection (FD) filter, which is intuitively appealing from an engineering
perspective. The FD filter can easily be obtained by manually shaping the frequency response into the
complex plane. The question of interaction between actuator and sensor fault residuals is also considered.
It is discussed how the actuator and sensor faults are distinguished from each other by appropriately defining
FDI threshold values. The efficiency of the proposed method is demonstrated on a single machine
infinite bus power system wherein a stabilised coordinate power system incorporating a robust FDI capability
is achieved.
1 Introduction
The goal of reliability and fault tolerance in a control system
design requires that fault detection and isolation (FDI) (The
fault can be isolated if the faulty component is determined,
[1]) modules perform well under a variety of internal and
external conditions such as unknown disturbances, actuator
and sensor faults, plant uncertainty and noise. Model-based
FDI has been the subject of significant attention in recent
years (see [1–4] and references therein). The main
objective of a model-based FDI paradigm is to generate a
so-called residual that is sensitive to exogenous fault
signals. In this context, the question of joint disturbance
decoupling and robustness of the attendant residual signal
in the presence of significant plant uncertainty is the
specific question that is considered in this paper. A great
Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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deal of the published research on this issue concentrates on
observer-based and parameter estimation methods [5–8].
However, the authors feel that such methods provide
solutions that do not yield an easy interpretation that can
manage the trade-off between disturbance decoupling and
fault detection (FD) in a closed-loop configuration.
Moreover, the necessary on-line algorithms that are
required for parameter estimation are time-consuming, and
can lead to a significant increase in the complexity of the
design.

The focus of this work therefore is the determination of a
robust frequency-domain approach wherein some insight is
provided regarding the necessary design trade-off between
disturbance decoupling and FD. The literature suggests
several robust FD techniques in this respect, which are
951
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motivated by some combination of H1=H2, H1=m and
H1=linear matrix inequality (LMI) paradigms, [9–14].
However, the inherent conservatism within such frequency-
domain H1-based approaches can lead to high-order
designs, without any guarantee of a priori levels of robust
performance. The aim in [15] is to minimise the effect of
faults on the system performance for a servohydraulic
positioning system. In this paper, however, a specific theme
of the work is to design appropriate filters that can detect
faults as well as addressing certain robustness objectives.
Moreover, a generalised structure is proposed that seeks to
increase the range of applicability for a quantitative
feedback theory (QFT)-based approach to a closed-loop
FDI system.

Having determined an appropriate residual, the next step
in the FDI technique is the so-called residual evaluation
that is necessary in order to be able to make accurate
detection and isolation decisions. Because of the inevitable
existence of noise and model errors, the residuals are never
zero, even if there is no fault and the disturbance is
decoupled perfectly. Therefore a detection decision requires
that residuals be compared with a so-called threshold value,
obtained empirically (generally) or theoretically. Again, a
significant literature exists relating to the determination of
such an appropriate threshold value [1, 3, 11, 16]. It is
noted that most of the aforementioned techniques are
presented for open-loop systems and concentrate on FD
purposes. Now given that industrial systems, (usually of
necessity), work under feedback control, any FDI algorithm
should be capable of being applied in such a scenario. In
[9, 12], H1-based methodologies for such an integrated
closed-loop FD system have been presented. However, the
fault isolation technique under feedback control is still a
major unresolved theme.

In this paper, a novel two-degree-of-freedom robust FDI
technique is presented for single-input/single-output
(SISO) closed-loop systems. The disturbance decoupling
and the subsequent step of robust residual generation are
addressed via the following two-stage procedure. In step
(1), the effects of exogenous disturbances appearing on
the special frequency range as well as the effect of model
uncertainty are minimised by using an appropriate
feedback compensator. In step (2), an FD filter that tracks
the pre-specified residual reference model is synthesised.
To have a feasible solution to the proposed min–max
problem, the frequency ranges of the simultaneous
disturbance attenuation and FD are separated based on
the system dynamic, control and FD objectives. The FD
problem is formulated so that the effect of the feedback
compensator, designed a priori, is fully considered in the
second step, thereby minimising over-design. A well
known residual evaluation function is then utilised to
isolate the faults and make proper alarms. This paper is an
extension of [17] to the system with both actuator and
sensor faults.
The Institution of Engineering and Technology 2008
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The particular contribution of this work can be
summarised as:

† The graphical design environment of the FD filter,
proposed in this paper, is intuitively appealing from an
engineering perspective. The FD filter can easily be
obtained through a manual shaping of the frequency
response in the complex plane. The resulting FD filter will
be much simpler than the existing H1=H2, H1=m and
H1=LMI paradigms.

† For a system having both actuator and sensor faults, there
is an unavoidable interaction between actuator and sensor
fault residuals and evaluation signals. Particular reference to
this cross-coupling effect is presented here. The benchmark
power system example that is considered provides an easily
reproducible concrete example that will be of significant
practical benefit to researchers in the area. Furthermore, the
selection of FDI threshold values that can appropriately
distinguish between actuator and sensor faults is a specific
challenge in this regard, which receives special attention. In
particular, it is explained how the FDI threshold values can
be adjusted in an intuitive fashion so as to accurately
distinguish an actuator fault from a sensor fault.

† A feature of this procedure is that the uncertain phase
information is fully addressed by the design equations,
resulting in a minimally conservative design. In this sense,
the proposed approach should be viewed as optimal for
non-minimum phase and time-delay systems.

† An extension to the case of multiple input(output)
disturbances and multiple actuator(sensor) faults is also
discussed.

This paper is organised as follows. In Section 3, the FDI
scheme and the objectives of the paper are outlined. In
Section 4, the feedback compensator is designed to
attenuate the effects of disturbances and model uncertainty.
The design of the detection filters is then presented in
Section 5. Section 6 deals with a method of residual
evaluation and fault isolation. Finally, the efficiency of the
proposed methodology is demonstrated using a single
machine infinite bus (SMIB) power system in Section 7. In
addition, a comparative study of FDI methods based on
H1=H2 and H1=LMI paradigms are carried out in this
section.

2 Notation
The general notations throughout the paper are as follows.
Vector and matrix are shown by ‘bold’ letters. x [ Rn is
system state vector and u [ R is a control signal. (A, B, C,
D) are the system matrices for the open-loop system.
(Bf , Df , Bd, Dd) are fault and disturbance distribution
matrices. AT denotes transpose of matrix A. If A is a
symmetric matrix, A . ( � ) 0 denotes the positive (positive
semi-definite) matrix. Likewise, If A is a symmetric matrix,
IET Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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A , ( � ) 0 denotes the negative (negative semi-definite)
matrix. The space of rational, stable and proper transfer
functions is denoted by RH1.

3 System description
Fig. 1 presents a block diagram of the design methodology
considered in this work. P(s) represents a SISO linear(ised)
plant transfer function (TF) within the uncertainty region
{P}. d1(t) [ R and d2(t) [ R denote unknown exogenous
input and output disturbances that may be, respectively,
added to the control signal and measurement output.
Likewise, f1(t) [ R and f2(t) [ R represent actuator and
sensor faults that may be, respectively, added to the control
signal and measurement output. ym(t) [ R represents the
output measurement that is to be compared with reference
(or command) signal c(t) [ R.

The objective is to generate an appropriate actuator-fault
residual r1(t) and sensor-fault residual r2(t), which are
sensitive, respectively, to f1(t) and f2(t), and are robust
against disturbances and plant uncertainties, [11, 13].

To achieve both control (robust stability and performance)
and FD objectives, the proposed technique in this paper is a
two-degree-of-freedom technique consisting of:

1. A feedback controller design stage, G(s) in RH1, which
achieves a satisfactory level of robustness and disturbance
attenuation.

2. An FD filter design stage for Qi(s), i ¼ 1, 2 in RH1 that
minimises the difference between the actual and reference
residual models.

3. A residual evaluation stage that generates appropriate fault
alarms and provides acceptable levels of avoidance of false
alarms.

An extension to the multiple input (output) disturbances
and multiple actuator (sensor) faults is also discussed.

4 Design of feedback
compensator G(s)
At the first step, feedback compensator G(s) is primarily
designed to achieve a satisfactory level of robust stability

Figure 1 Two-degree-of-freedom simultaneous control and
FDI structure
Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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and robust performance in spite of model uncertainty and
disturbance when the system is fault free. Clearly,
robustness can be achieved using a variety of controller
design paradigms. For instance, the H1 theory [18] or
QFT [19] can be used in this stage. The QFT loop-
shaping paradigm introduced by Horowitz and Sidi in [20]
is essentially a frequency-domain technique using standard
feedback architecture to achieve client-specified levels of
desired performance over a region of uncertainty
determined a priori by the engineer. The methodology
requires that some desired constraints be generated in
terms of the closed-loop frequency response, which in
turn lead to design bounds in the loop function on the
Nichols chart. G(s) is designed by shaping the loop gain
function such that the design bounds are satisfied.
There are a number of reasons why it can be expected
that a quantitative feedback approach can offer significant
benefits when designing a coordinate closed-loop system
that exhibits satisfactory FDI capabilities. These include:
(i) the ability of a QFT approach to handle a wide range
of parametric uncertainty with minimal attendant
conservatism (see [19–21] for details), (ii) the presentation
of design requirements as graphical constraints for a set
of frequencies of interest is intuitively appealing from an
engineering perspective and (iii) the use of the logarithmic
complex plane for the design of the feedback compensator,
utilising the Nichols chart, provides useful insight into
system design trade-offs.

The design of G(s) is governed by the following
assumptions:

Assumptions 1
a. Theoretically, there is no analytical solution to
simultaneously minimise input (output) disturbances and
maximise actuator (sensor) faults for FD purposes at the
same frequency. This issue is relaxed as follows. It is
assumed that the input (output) disturbance attenuation
over the frequency range of L1 (L2) is desirable. Also, it is
assumed that V1 (V2) represents the frequency range where
the actuator (sensor) FD is likely to be concentrated, and
Li = Vi for i ¼ 1, 2.

b. It is assumed that di(t), i ¼ 1, 2 are bounded.

Bearing the above constraints in mind, G(s) is designed via
the following two stage procedure.

4.1 Design constraints

In order to design an appropriate feedback controller, the
following set of desired specifications are introduced.

1. Disturbance rejection constraint: To minimize the effect of
input and output disturbances, (1) and (2) are, respectively,
employed to over bound the TF from d1(t) and d2(t) to
ym(t) with appropriate disturbance rejection weighting
953

& The Institution of Engineering and Technology 2008

2008 at 06:39 from IEEE Xplore.  Restrictions apply.



954

&

www.ietdl.org
functions Wd1
(s) and Wd2

(s)

jN1(s)js¼jv W
P(s)

1þ G(s)P(s)

���� ����
s¼jv

� Wd1
( jv)

��� ���
8P [ {P} and v [ L1 (1)

and

jN2(s)js¼jv W
1

1þ G(s)P(s)

���� ����
s¼jv

� Wd2
(jv)

��� ���
8P [ {P} and v [ L2 (2)

where Li, i ¼ 1, 2 represent the frequency ranges that are
defined a priori by the engineer as to where the attenuation
of disturbances are likely to be of most significance.

It is noted that for the case of multiple input(output)
disturbances, the TF from each disturbance to ym(t) is over
bounded with an appropriate disturbance rejection
weighting function.

2. Tracking constraint: It is standard practice in QFT design
to locate the closed-loop TF response between the lower
and upper bounds TL(s) and TU(s), according to

jTL(jv)j �
G(s)P(s)

1þ G(s)P(s)

���� ����
s¼jv

� jTU( jv)j

8P [ {P} and v [ [0, vh] (3)

TL(s) and TU(s) are again typically defined a priori by the
engineer based on a performance requirement analysis for
the system at hand using conventional time-domain
concepts such as settling time andnor overshoot. It should
be noted that experience has shown that the optimum
selection of vh is dependent on the nature of the system
and the desired specifications, [19, 21].

3. Robust stability constraint: To achieve robust stability
within [0, vh], it is sufficient to design the feedback
compensator such that the loop function, l (s) ¼ P0(s)G(s)
does not intersect the critical point (2180, 0 dB). P0(s)
denotes the nominal plant. However, the following
constraint on the complementary sensitivity TF should also
be considered at higher frequencies, thereby incorporating
the notion of gain and phase margins into the problem
specification

G(s)P(s)

1þ G(s)P(s)

���� ����
s¼jv

� m

8P [ {P} and v � vh (4)

This criterion corresponds to the lower bounds of the gain
margin of KM ¼ 1þ 1=m and the phase margin angle of
fM ¼ 1808� cos�1 (0:5=m2

� 1), [22]. Experience has
shown that a selection of a range of frequencies up to a
The Institution of Engineering and Technology 2008
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maximum of 10vh has been found to be sufficient to ensure
that performance is acceptable over the bandwidth of the
design. However it should again be noted that the precise
selection of the set of frequencies greater than vh to be
considered in this instance is also a matter on which
engineering judgement and experience tend to have an impact.

4.2 Loop-shaping procedure

At each design frequency, the solution of (1), (2), (3) and (4) will
result in QFT design bounds which divide Nichols chart into
acceptable and unacceptable regions. The intersection of the
bounds at each design frequency is the value that is taken for
the design of the feedback compensator. G(s) is designed by
adding appropriate poles and zeros to the nominal loop
function l(s) such that l(s) satisfies the worst-case design
constraint for the bounds at each frequency. For robustness,
the nominal loop function must be shaped such that the
frequency response lies above the design bounds at each
frequency of interest and does not enter the U-contours. The
appearance of U-contours at high frequencies arises from the
fact that as v! 1, the limiting value of the plant TF
approaches limv!1 P( jv) ¼ ~K=sr, where ~K is a real value
and r represents the excess of poles over zeros of P(s). Finally,
the critical point (21808, 0 dB) must also be avoided, [19, 21].

5 Design of FD filter Qi(s), i 5 1,2
Having designed an appropriate G(s), step 2 of a mixed
control and FDI system is the synthesis of an FD filter
Qi(s) that generates the corresponding robust residual ri(t),
for i ¼ 1, 2. The basis for the work relies on the
assumption that it is feasible to construct a reference (i.e.
desired) model for the residual in both actuator and sensor
fault cases based on the proposed methodology in [11, 23].
The actuator and sensor faults residuals are denoted by M1

and M2 respectively. The objective is then to obtain Qi(s)
such that the TF from fi (t) to the actual residual, ri(t),
becomes matched to the pre-defined residual reference
model Mi(s) through the satisfaction of the following
constraint

jMi( jv)� Qi( jv)Ni( jv)j � Edi
( jv)

��� ���
8P [ {P} and v [ Vi = Li , for i ¼ 1, 2 (5)

For the actuator FD, i ¼ 1 and N1( jv) ¼ P( jv)=(1þ P
( jv)G(jv)). For the sensor FD, i ¼ 2 and N2

( jv) ¼ 1=(1þ P( jv)G( jv)). Edi
(s), i ¼ 1, 2 represent the

desired dynamic behaviour of the error between the residual
reference models and corresponding actual models. Vi

represents the frequency region where the energy of the
fault is likely to be concentrated.

Remark 1
a. It is clear that there is no conflict between the input
disturbance attenuation and the actuator FD, because of
IET Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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the relaxation that has been considered for the frequency
ranges of control and FD objectives. The same result is
valid for the output disturbance attenuation and the sensor
FD. It should be noted that the frequency response of G(s)
over the frequency that is not incorporated within the
feedback compensator design stage may adversely affect
the purposes of the FD. However, it is clear that (5) fully
captures the effects of G(s) over the frequency range
that FD is likely to be required. Moreover, by writing
the TFs from the fault signals to the system output, it
can be shown in a straightforward manner that the
feedback compensator considered here cannot eliminate the
aforementioned faults.

b. It is emphasised that since in most cases the higher-
frequency response of the plant is nearby zero (because the
plants are mostly strictly proper), the detection of the
actuator fault (appearing at a higher frequency, which is
the case in this paper) is a rather difficult FD problem that
is worthy of attention.

c. By defining S(s) ¼ 1=(1þ P(s)G(s)) as a sensitivity
function of the closed-loop system, it follows from (1) and
(2) that: ‘the smaller the sensitivity TF, the better the
robustness to exogenous disturbances’. However, it also
follows from (5) that a large reduction of the sensitivity
function results in an extra cost being placed on Qi(s) to
achieve the desired errors Edi

(s). Coupling this fact with
Assumption 1a), it is clear that simultaneous input (output)
disturbance attenuation and actuator (sensor) FD at the
same frequency range can be managed by making a suitable
trade-off between the robustness weighing functions and
Edi

(s).

5.1 Residual reference models: The method
proposed in [11, 24] is adopted here to obtain the residual
reference models Mi(s), for i ¼ 1, 2. Consider the uncertain
system given by

_x ¼ (A0 þ DA)x þ (B0 þ DB)uþ Bf f1 þ Bdd1

ym ¼ Cx þDuþDf f2 þDdd2 (6)

where A0 and B0 are the nominal plant matrices. DA and DB
represent modelling errors (plant uncertainty) in the form of

[DA DB] ¼ [E1S1F1 E2S2F2] (7)

Ei , Fi, i ¼ 1, 2 are known matrices and Si , i ¼ 1, 2 are
stochastic matrices such that SiS

T
i � I.

The generation of the residual reference model relies on
the following assumptions, [11]

Assumptions 2
a. A0 is asymptotically stable.
Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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b. (C, A0) is detectable.

c.
A0 � jvI Bd

C Dd

� �
has full row rank for all v.

Theorem 1: Suppose that Assumptions 2 are satisfied, for
(6). Then, the corresponding residual reference model can
be obtained by using the following state-space model

_xf ¼ (A0 �H�C)xf þ Bf f1 �H�Df f2 þ Bdd1 �H�Ddd2

rf ¼ V�Cxf þ V�Df f2 þ V�Ddd2 (8)

where

H� ¼ (BdDT
d þ YCT)X�1 (9)

V� ¼ X�1=2 (10)

and X ¼ DdDT
d and Y � 0 is a solution of the algebraic

Riccati equation

�A
T

Y þ Y �A � Y �BX�1 �B
T

Y þ �Q ¼ 0 (11)

where

�A ¼ (A0 � BdDT
d X�1C)T

�B ¼ CT

�Q ¼ Bd(I�DT
d X�1Dd)2BT

d

Proof: See [11, 24].

5.2 Design bounds for shaping Qi(s),
i ¼ 1, 2

To obtain the design bounds for shaping Qi(s), log-polar
coordinates are used to transform (5) into a set of quadratic
inequalities with known coefficients over the uncertainty
region.

Theorem 2: Consider the closed-loop system as shown in
Fig. 1. Assume that G(s) has a priori been designed to
reduce the effects of disturbance and plant uncertainty
according to the proposed methodology in Section
4. Moreover, the residual reference model Mi(s) is obtained
through Theorem 1. Then, in order to achieve a pre-
defined level of FD given by (5) over the frequency range
of Vi , it is sufficient to find a Qi(s) which satisfies the
following quadratic inequality for a finite set ofev ¼ {v1, v2, . . . , vJ } over the frequency range Vi

r2q2
i þ r1qi þ r0 � 0 (12)
955
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where

r2 ¼ �n2
i

r1 ¼ 2nimi cos (fni
þ fqi

� fmi
)

r0 ¼ �m2
i þ e2

di

For actuator FD i ¼ 1, and for sensor FD i ¼ 2. mi , ni , edi
,

qi, fmi
, fni

, fedi
and fqi

are provided according to

mie
jfmi ¼ Mi( jvi), nie

jfni ¼ Ni( jvi)

edi
e

jfedi ¼ Edi
( jvi), qie

jfqi ¼ Qi(vi) (13)

where vi is a frequency from the finite set of ev.

Proof: Assume that a finite set of frequenciesev ¼ {v1, v2, . . . , vJ } is selected over the frequency range
Vi. By substituting (13) into (5), it is simple to show that
(5) is transformed into the following inequality for each
design frequency vi [ ev

(mi cos (fmi
)� niqi cos (fni

þ fqi
))2

þ (mi sin (fmi
)� niqi sin (fni

þ fqi
))2
� e2

di
(14)

where Mi( jvi), Ni( jvi) and Edi
( jvi) are known and Qi( jvi)

is the unknown entity to be tuned. A straightforward
calculation of the coefficients of qi in (14) confirms that it
can be directly expressed in the form of (12). A

Equation (12) should be computed and solved for all
selected plants over the uncertainty region and for all
vi [ ev. The solution of (12) for qi for a given plant case
and design frequency, and over fqi

[ [� 360, 0] will
divide the complex plane of Qi(s) into acceptable and
unacceptable regions. The intersection of the regions
provides an exact bound for the design of a filter. Qi(s)
should be designed to lie within the provided bounds at
each frequency [25, 26].

Remark 2
1. An important question is a how to select ev from the
possible range Vi . It is clear that the accuracy of the
proposed model-matching problem (5) will improve by
using a large set of design frequencies ev. However, it is
noted that the design complexity and conservatism are
proportional to the number of design frequencies. A large
number of design frequencies will increase the number of
design bounds to be satisfied, thereby leading to
computational burden and a high-order FD filter.
Typically, the frequency array ev is selected intuitively based
on the required levels of system performance, the associated
computational burden and engineering judgment.

2. This procedure explicitly captures phase information
and can, hence, be applied to both minimum and
The Institution of Engineering and Technology 2008
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non-minimum phase plants as well as time-delay systems,
[25, 27].

3. It should be noted that one possibility for Qi(s) is that the
FD filter be selected as

Qi(s) ¼Mi(s)N
�1
i0 (s) (15)

where Ni0(s) is the nominal TF of Ni(s). However, the trivial
solution (15) may fail to provide an acceptable performance
over the desired uncertainty region. For the non-minimum
phase and time-delay plants, (15) results in an unstable FD
filter. In such a case, the residual reference model must
replicate any right-hand plan (RHP) transmission zeros.
This may pose significant challenges, especially if
uncertainty exists at the RHP zero locations.

4. The FD filter design can easily be extended to the case of
multiple input (output) faults as follows. The residual reference
model and corresponding FD bounds are generated for each
fault through Theorems 1 and 2. The intersection of the
actuator-fault (sensor-fault) bounds at each frequency is
the final value that should be considered for shaping Q1(s)
(Q2(s)).

6 Residual evaluation
Suppose that the feedback controller G(s) and the FD filters
Qi(s), i ¼ 1, 2 have been designed to meet or exceed the
design constraints. To generate an appropriate fault alarm,
the following evaluation function can be subsequently
introduced on the residual

krik2 ¼

ðt2

t1

r2
i (t)dt

" #1=2

(16)

where

ri(t) ¼ rc(t)þ rdi
(t)þ rfi

(t), for i ¼ 1, 2

rc(t), rdi
(t) and rfi

(t) are, respectively, defined as follows

rc(t) ¼ ri(t)jdi¼0, fi¼0

rdi
(t) ¼ ri(t)jc¼0, fi¼0

rfi
(t) ¼ ri(t)jc¼0, di¼0 (17)

By carrying out the first step of the design procedure a
controller G(s) is developed that guarantees a satisfactory
level of tracking performance. Consequently, we can
assume that rc(t)� c(t) ’ 0. Therefore the bias of rc(t) can
be ignored using a feed forward of c(t) on the residual
signal ri(t) as shown in Fig. 2. The resulting ~ri(t) is then
employed for the residual evaluation according to Fig. 2.

~ri(t) ¼ rdi
(t)þ rfi

(t), for i ¼ 1, 2
IET Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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To generate an appropriate fault alarm, a threshold value Jth,
is now selected. k~rik2 should be less than Jth in the absence of
any faults and a failure is declared if k~rik2 exceeds Jth. To
reduce or prevent false alarms in the presence of unknown
disturbances and model uncertainty, a common standard
control practice is to select Jth as the upper bound of the
residual signal in the absence of any fault signal, given by

Jth ¼ sup
P[{P}

krdi
(t)k2 (18)

Remark 3: Since a continuous evaluation of the residual
signal is impractical, [16], and it is desired that the faults
will be detected as early as possible, a detection window,
t ¼ t2 � t1, must be determined on the selection of an
appropriate Jth. Note that, t must be large enough to
distinguish between noise and a sensor failure in the
observed signal k~rik2. For more information regarding the
selection of such a detection window, the interested reader
is directed to consult [16].

7 Illustrative example
An SMIB power system is now considered as a representative
example. It should be noted that the nature of such a practical
example places an added premium on the synthesis of low-
order detection filters, Q1(s) and Q2(s), because of the
significant practical implementation costs. Fig. 3 shows the
functional diagram of the system equipped with a
conventional excitation control system. The excitation
voltage, Efd , is supplied from the exciter and is controlled
by the automatic voltage regulator (AVR) to keep the
terminal voltage equal to the reference voltage. Although
the AVR is very effective during steady-state operation, it
may have a negative influence on the damping of the low-
frequency electromechanical oscillations. For this reason, a
supplementary control loop, known as the power system

Figure 3 Schematic diagram of the SMIB power system
with AVR and PSS

Figure 2 Modified simultaneous control and FDI structure
to eliminate the bias effect of reference signal c(t)
Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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stabiliser (PSS), is often added as shown in Fig. 3, in order
to achieve an overall improvement in the damping of these
electromechanical modes [28].

By linearising the system about a selected steady-state
operating condition, the generator and excitation control
system can be modelled as a fourth-order system as shown
in Fig. 4. The system dynamic is given as the state-space
dynamic model (6) by

x ¼

Dd

D4

De0q

DEf d

0BBB@
1CCCA; u¼ DVref ; y ¼ D4

A ¼

0 vB 0 0

�
K1

2H
0 �

K2

2H
0

�
K4

T 0do

0 �
1

T 0doK3

1

T 0do

�
KAK5

TA

0 �
K6KA

TA

�
1

TA

0BBBBBBBB@

1CCCCCCCCA
; B¼

0

0

0
KA

TA

0BBBBB@

1CCCCCA
C¼ 0 1 0 0

� �
; D¼ 0 (19)

The notation used for system variables is given in Appendix
11. The system matrix A contains uncertain variables Ki , for
i [ {1, . . . , 6} where these values are determined by the
selected operating condition (equilibrium point) at the
linearisation stage. The related equations to compute Ki , for
i [ {1, � � � , 6} are provided in Appendix 11. The
operating condition is defined by the value of active
power, Pm, reactive power, Qm and the impedance of the
transmission line, Xe. To incorporate model uncertainty, it is
assumed that these parameters vary independently over the
range Pm: 0.4 to 1.0(pu), Qm: 20.2 to 0.5(pu), and Xe: 0.0
to 0.7(pu), [29]. A random model in the specified range is

Figure 4 Block diagram of the linearised SMIB system PSS
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arbitrarily selected as the nominal plant. The system data used
for this example is given in Appendix 12.

By adding fault vectors and corresponding detection filters,
Fig. 4 can be represented by the unity feedback system as
shown in Fig. 5 which is in the appropriate canonical form
for the QFT loop-shaping and FD process. Here, the
effect of changes in the terminal voltage is treated as an
input disturbance to the system.

The TF of generatorþAVR is now in the form

Generatorþ AVR ¼
�K2K3KAs

a4s4 þ a3s3 þ a2s2 þ a1s þ a0

(20)

where

a4 ¼ 2HK3T 0doTA

a3 ¼ 2HK3T 0do þ 2HTA

a2 ¼ 2H þ 2HK3K6KA þ K1K3T 0doTAvB

a1 ¼ K1K3T 0dovB þ K1TAvB � K2K3K4TAvB

a0 ¼ K1vB þ K1K3K6KAvB

� K2K3K4vB � K2K3K5KAvB

The combined control and diagnosis objectives are defined as
follows

A. Design an appropriate feedback controller G(s) to
minimise the negative effects of the changes on the
terminal voltage for a large range of operating conditions.

B. Design the actuator and sensor FD filters Q1(s) and Q2(s)
to generate robust fault sensitive residuals r1(t) and r2(t).

C. Tune threshold values to detect faults, and make proper
alarms.

7.1 Feedback controller design

7.1.1 Design constraints: 1. Disturbance rejection
constraint: The disturbance rejection ratio is selected as
Wd1
¼ 0:1 so as to attenuate the effects of the changes in

the terminal voltage to less than 210 dB.

Figure 5 Block diagram of PSS design using QFT loop
shaping problem
The Institution of Engineering and Technology 2008
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The magnitude plots of the system frequency response
inform the generation of an appropriate criterion for
the selection of a frequency range for this design cycle. The
oscillatory behaviour of the power system, as a result of the
poorly damped dominant plant poles, is characterised by
peaks in the plant frequency response. Clearly, design
frequencies should be located close to these peaks. Fig. 6
shows the plant frequency response for a number of
operating points over the uncertainty region. According to
Fig. 6, the most dense area for peaks in the magnitude
plots of the frequency responses occur within the range
v [ [6, 12] (rad/s). An appropriate range of frequencies
for the disturbance attenuation bounds are selected to be
v ¼ f2.5, 6, 7, 8, 9, 10, 12.5g (rad/s).

2. Robust stability constraint: For robust stability, choose
m ¼ 1:2 which corresponds to a lower-gain margin of
KM ¼ 1:833 ¼ 5:26 (dB) and a phase margin angle of
fM ¼ 49.258. Because of maximum peak of system
response over the range of v [ [6, 12](rad/s), the
constraint given by (4) is computed for v ¼ f2.5, 6, 7, 8, 9,
10, 12.5g(rad/s).

7.1.2 Loop-shaping design procedure: By using
Matlab QFT-Toolbox [30], the design constraints are
mapped into so-called QFT design bounds in the Nichols
chart at each design frequency. Fig. 7a shows the
intersection of the bounds that are considered for the
tuning process. The loop function l(s), is shaped using an
appropriate stabilisation criterion to meet the resulting
design bounds. From a practical perspective, a washout
time constant of 10 s (i.e. 10 s/(1þ 10 s)) is added to this
structure so as to quickly remove low-frequency
components (below 0.1 Hz) from the PSS output. The
controller structure is also selected as a lead compensator
which is popular within the power transmission community
because of its ease of implementation. Thus, the final

Figure 6 Magnitude system frequency response for several
plants in the uncertainty region

The figure shows the necessity for using PSS within the range
v [ [6, 12](rad/s)
IET Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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Figure 7 Illustration of QFT bounds and designed controller in Nichols chart for v ¼ f2.5, 5, 7.5, 10, 12.5g(rad/s)

For robustness, l(s) must be shaped such that the frequency response lies above the ‘solid’ line and below the ‘dashed’ line at each design
frequency
The critical point (21808, 0 dB) must also be avoided (r/s) W (rad/s)
a QFT design bounds
b Loop-function, l(s)
stabiliser, used in the loop-shaping machinery, is taken to be

G(s) ¼ K
10s

1þ 10s

(1þ T1s)2

(1þ T2s)2
(21)

The gain K and the time constants T1 and T2 are tuneable
parameters. By manually shaping the system frequency
response, robustness will be guaranteed if the nominal loop
function l(s) lies above the related design bounds and does
not enter the U-Contours. Also, it must not intersect the
critical point (21808, 0 dB).

Fig. 7b demonstrates a possible controller with the
parameters of K ¼ �18, T1 ¼ 8:4 and T2 ¼ 33, satisfying
the QFT bounds.

7.2 Design of FD filters Qi(s), i ¼ 1, 2

7.2.1 Design of Q1(s) to detect the actuator fault:
The residual reference model for the detection of actuator
faults is computed using Theorem 1, with the following
matrices for the selected nominal plant

Bd ¼ B, Bf ¼ B, Df ¼ 0, Dd ¼ 1 (22)

To investigate the effect of the actuator fault on the frequency
response, Df is assumed to be zero. In addition, Dd has been
set to unity so as to measure the actual effect of noise on the
output measurement. The obtained residual reference model
is then given by

M1(s) ¼
�47:89s

(s2 þ 20:55s þ 128:4)(s2 þ 0:2802s þ 50:43)
(23)
Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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Since both disturbance rejection and FD cannot be
simultaneously achieved in a similar range of frequency and
the effect of DVref has been minimised over v ¼ [2.5,
12.5](rad/s), the range of FD is selected
~v [ [0:1, 1] < [15, 20](rad=s) so as to consider both
transient and steady-state behaviours. This fact that
jM1( jv)j is nearly zero over ṽ arises from the magnitude
frequency response of the SIMB which is almost zero over
this frequency range. Such a residual reference model does
not result in a desirable actuator FD characteristic if there
is significant noise on the output measurement. In such
cases, the use of dynamical weight matrices (function) is an
alternative approach by which the obtained residual
reference model (23) can be further modified and
improved. Therefore the residual model reference (23) is
multiplied by the weighting TF Wf1

(s), in order to amplify
the gain of the residual reference model over the frequency
range in which FD is feasible

Wf1
(s) ¼ �

100((s=1)2
þ s=1þ 1)((s=10)2

þ s=10þ 1)

((s=0:1)2
þ s=0:1þ 1)((s=20)2

þ s=20þ 1)
(24)

The final residual reference model is, thus, taken to be

M1(s) ¼
1:9s(s2

þ s þ 1)(s2
þ 10s þ 100)

(s2
þ 0:1s þ 0:01)(s2

þ 0:2802s þ 50:43)
(s2
þ 20:55s þ 128:4)(s2

þ 20s þ 400)

(25)

Fig. 8 shows bode magnitude plots of (23) and modified
residual reference model (25) as well as the range of
frequencies which are dedicated for disturbance decoupling
and actuator FD.
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An error magnitude of 0.1 between the actual and
reference residual models can be allowed by setting

Ed1
(s) ¼ 0:1 (26)

Fig. 9a shows the obtained design bounds for the
actuator FD filter through Theorem 2. As is usual in
practice, a low pass filter is added to the FD structure to
mitigate the effect of high-frequency noise. A trial and
error approach can be adopted to tune the actuator
FD filter of (27). The design satisfies the performance
constraints while also exhibiting very worthwhile low-order

Figure 8 ‘Dashed’ denotes the residual reference M1(s)
obtained through Theorem 1, and ‘solid’ denotes
the modified residual reference M1(s) to amplify the effect
of actuator fault over the FD design frequencies
he Institution of Engineering and Technology 2008

Authorized licensed use limited to: University of Limerick. Downloaded on November 10, 
and low-bandwidth characteristics

Q1(s) ¼
10

(s þ 0:1)
(27)

7.2.2 Design of Q2(s) to detect the sensor fault:
The design procedure is now repeated using the approach
motivated by Theorem 2. The residual reference model for
the detection of sensor faults is computed using Theorem
1, incorporating the following matrices for the nominal plant

Bd ¼ B, Bf ¼ [0 0 0 0]T

Df ¼ 1, Dd ¼ 1 (28)

To investigate the effect of the sensor fault in this paradigm,
Bf has been assumed to be the zero vector. In addition, Dd

has been set to unity to consider the effect of noise on the
output measurement. Equation (29) gives the TF of the
obtained residual reference

M2(s) ¼
(s2
þ 20:41s þ 123:7)(s2

þ 0:4183s þ 52:35)

(s2 þ 20:55s þ 128:4)(s2 þ 0:2802s þ 50:43)
(29)

An appropriate engineering interpretation for the resulting
M2(s) is that, in DC gain terms, the magnitude of the
residual signal should closely track the actual signal
produced by a sensor fault when it occurs. The desired FD
error Ed2

(s) is set to (30) to guarantee a zero steady-state
error between reference and actual residual models

Ed2
(s) ¼

0:25s

(s þ 0:5)(s þ 5)
(30)

A frequency range of ~v ¼ {0:2, 0:5, 1, 5}(rad=s) is selected
to generate the filter design bounds. Fig. 9b illustrates the
Figure 9 Illustration of design bounds for shaping Q1(s) and M2(s)

The FD filters must lie above ‘solid’ line and below ‘dot’ line at each frequency
(r/s) W (rad/s)
a Design of actuator FD filter Q1(s)
b Design of sensor FD filter Q2(s)
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constraints and the frequency response of a low-bandwidth
filter that satisfies the performance constraint bounds. It is
characterised by an intuitively appealing low-order TF

Q2(s) ¼
10

(s þ 10)
(31)

7.3 Threshold values and performance
analysis

The effectiveness of the proposed QFT-based FDI approach
in the presence of sensor fault has been investigated in [17].
In this paper, a more complicated scenario is presented. Both
the actuator and sensor faults, f1(t) and f2(t), are applied as
overlapped pulses occurring from t ¼ 20 s until t ¼ 40 s
and from t ¼ 30 s to t ¼ 50 s, respectively. The disturbance
DVref (t) is modelled as a number of randomly selected
sinusoidal signals with different phases within the
frequency range of v ¼ {2:5, 12:5}(rad=s), added together
and biased for 0.05 pu from t ¼ 5 s until t ¼ 100 s. Fig. 10
shows the considered disturbance, and actuator and sensor
fault to the system. A band-limited white noise with
a power of 1026 (zero-order hold with sampling time 0.1 s)
is also considered on the measured signal ym(t).
Throughout the simulations, the detection window has
been selected as t ¼ 50 s. Table 1 shows a representative
selection of sample plants over the plant uncertainty region.

The actuator and sensor residuals corresponding to the
selected plants of Table 1 are shown in Figs. 11a and 11b,
respectively. They confirm that: (1) the negative effects of
DVref have satisfactorily been reduced and (2) the generated
residuals react satisfactorily to the faults as soon as they occur.

Remark 4: As mentioned in Section 1, there is an
unavoidable interaction between actuator and sensor fault
residuals and therefore between their evaluation signals.

Figure 10 Disturbance, d1(t) ¼ DVref, actuator and sensor
faults, f1(t) and f2(t), applied to the system
Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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The selection of FDI threshold values in order to
appropriately distinguish between the (occurrence time of)
actuator and sensor faults would be one of the significant
challenges. In the following, it is explained how the
aforementioned issue is addressed for this case study. No
new point of principle arises in an intuitive extension of the
methodology to different applications.

Figs. 12a and 12b illustrate the evaluation signals
corresponding to the obtained residuals. Fig. 12a shows
that after the appearance of the actuator fault at t ¼ 20 s,
the corresponding evaluation signal will increase in the
detection window time. Note in Fig. 11 how the effect of a
sensor fault will appear in a corresponding actuator-fault
residual and evaluation signal. The effect of the actuator
fault on the sensor fault in this case is negligable because
the plant is low-gain. By defining an upper bound for the
threshold value of the actuator-fault evaluation signal, the
(occurrence time of) actuator and sensor faults are easily
distinguished as shown in Fig. 12a. In practice, saturation
constraints should be taken into account when selecting
threshold values. By considering the fault-free system,
krd1

(t)k2, the following decision algorithm is given.
There is no actuator fault if k~r1(t)k2 , 0:05. If
k~r1(t)k2 . 0:05 AND k~r1(t)k2 , 0:2 then the actuator fault
has occurred and if k~r1(t)k2 . 0:2 then the sensor fault has
occurred. Subsequently, by selecting sensor FDI threshold
value according to Jth2

¼ 0:01, occurrence of the sensor a
faults is easily detectable from k~r2(t)k and krd2

(t)k, as
illustrated in Fig. 12b.

7.4 Benchmark comparative study

A comparison is made between the proposed methodology
and two proven strategies, H2=H1 [14] and H1=LMI [11].

7.4.1 The mixed H2/H1 FD approach: In [14], the
residual signal is given by

_x ¼ ðA � KCÞx þ ½B� KD K�½u ym�
T

r ¼ �Cx þ ½�D 1�½u ym�
T

ð32Þ

The FD design parameter K is obtained through the
convex minimisation problem (18) in [14], which results in

K ¼ [0:0017 0:5430 � 0:7129 � 17:4635]T (33)

Table 1 Three plant cases over the uncertainty region, [29]

Pm, pu Qm, pu Xe, pu

case1 0.8 0.4 0.2

case2 0.8 0.0 0.6

case3 1.0 0.5 0.7
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Figure 11 Obtained residuals for the plant cases in Table 1

This figure shows the robustness against exogenous disturbance and sensitivity to the faults
a Actuator-fault residuals
b Sensor-fault residuals
Fig. 13 shows the residual obtained by using (32) and
(33). To be more clarified, the vertical axis is zoomed in
as shown in Fig. 13b. Fig. 13a illustrates that the
H2=H1-based FD approach cannot guarantee residual
stability over the whole uncertainty region even for
detectable pair (C, A). Furthermore, simulation results
show that the actuator fault is not detectable even for stable
residuals as shown in Fig. 13b.

7.4.2 The mixed H1/LMI FDI approach: In [11], the
proposed model-matching problem is solved by minimising
the H1 norm of the difference between the residual
reference model and the actual residual. In this technique,
The Institution of Engineering and Technology 2008
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the residual is given by

_̂x ¼ (A �HC)x̂ þ [B�HD H][u ym]T

ŷm ¼ Cx̂ þDu

r ¼ V ( ym � ŷm) (34)

where x̂ and ŷm denote the estimated state vector and the
system output, respectively. The FD design parameters H
and V are obtained through the Theorem 2 in [11], which
results in

H ¼ [� 15:9 3:5 � 4:2 100:88]T,

V ¼ �4:3105 (35)
Figure 12 Evaluation signals and corresponding FD threshold values, for the plant cases in Table 1

a Evaluation of actuator-fault residuals
b Evaluation of sensor-fault residuals
IET Control Theory Appl., 2008, Vol. 2, No. 11, pp. 951–965
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Figure 13 The residual signals generated by the H2/H1 FD technique [14] for the plant cases in Table 1

The residual is unstable for the plant case 3
a Unzoomed residual
b Zoomed residual
It is simple to show that by choosing

E1 ¼ [0 � 0:1 0:2 � 0:3]T, E2 ¼ [0 0 0 � 1:5]T,

F2 ¼ 0:1, F1 ¼ 0:1 I4�4

the uncertainty region of the state-space representation (6)
would be the same as the proposed parametric uncertainty
model (20) over the range of Pm: 0.4 to 1.0(pu), Qm: 20.2
to 0.5(pu), and Xe: 0.0 to 0.7(pu).

In contrast to H2=H1, Fig. 14 shows that the
H1=LMI-based FDI approach results in stable residuals
over the uncertainty region, however, similar to the mixed
H2=H1 technique [14], the actuator fault is still not
detectable from the obtained residual. Moreover, the QFT-
based FDI system results in a first-order FD filter which is

Figure 14 Residual signals generated by the H1/LMI FDI
technique [11], for the plant cases in Table 1
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much easier to implement than the fourth-order FD filters
that are obtained through the H2=H1 and H1=LMI
techniques.

Remark 5
a. Based on the proposed simulation results, it can be
concluded that the FD techniques H2=H1 and H1=LMI
will fail to detect the fault associated with low-gain residual
reference model.

b. Consider the scenario where the fault associated with the
low-gain residual reference model happens after, but during
the same detection window as, a fault associated with a
much higher-gain residual reference model. It should be
noted how in this scenario, the QFT approach exhibits a
jump on the residual at the time that the second fault (i.e.
the fault with the lower-gain residual reference model)
occurs. However, the selection of threshold values will be
rather complicated here because of the cross-coupling
effects that exist. In the general case, the model-based
isolation technique for such a scenario is an open and
challenging issue.

8 Conclusion
A novel design methodology that generates robust residual
signals for SISO systems has been presented in this work.
A two-degree-of-freedom design framework based on
shaping of the frequency response has been introduced to
optimally design an integrated control and detection filter
that is simultaneously robust to uncertainties as well as
disturbances. As the proposed technique explicitly captures
exact phase information, it is an effective design tool for
both minimum and non-minimum phase plants. A SMIB
power system has been employed to demonstrate the
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effectiveness of the proposed approach. Simulation results
have shown that a satisfactory level of performance can be
achieved where both actuator and sensor faults have
occurred during the same time window.
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11 Appendix 1: system dynamic
equations
Suppose the active power, Pm, reactive power, Qm, impedance
of the transmission line, Xe and nominal terminal voltage, Vt0

are given. Then, K1 to K6 are computed by the following
equations

Vd ¼ PmVt0
=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
P2

m þ (Qm þ V 2
t0
=Xq)2

q
Vq ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V 2

t0
� V 2

d

q
Vt ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V 2

d þ V 2
q

q
Id ¼ (Pm � IqVq)=Vd

Iq ¼ Vd=Xq

e0q ¼ Vq þ X 0d Id

Vod ¼ Vd þ XeIq
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Voq ¼ Vq � XeId

Eb ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
V 2

od þ V 2
oq

q
d0 ¼ tan�1 (Vod=Voq)

K1

K2

� �
¼

0

Iq

" #
þ

Eb sind0

Xe þX 0d

Eb cosd0

Xe þXq

1

Xe þX 0d
0

2664
3775

�
(Xq �X 0d )Iq

e0q þ (Xq �X 0d )Id

" #

K3

K4

� �
¼

Xe þX 0d
Xe þXd

Xd �X 0d
Xe þX 0d

Eb sind0

26664
37775

K5

K6

� �
¼

0

Vq=Vt

" #
þ

Eb sind0

Xe þX 0d

Eb cosd0

Xe þXq

1

Xe þX 0d
0

2664
3775 �X 0d Vq=Vt

XqVd=Vt

" #

where subscript 0 is steady state value, D the small deviation,
d the rotor angle, 4 the rotor angular speed, e0q the voltage
proportional to field flux linkage, Ef d the field voltage, vB

the base speed, Vref the AVR reference input, KA the AVR
gain, TA the AVR time constant, H the rotor inertia
constant, Vt the generator terminal voltage, T 0do the d-axis
transient open circuit time, X 0d the d-axis transient
reactance, Xd , Xq the d- and q-axes synchronous reactances,
Id , Iq the d- and q-axes generator currents, Vd , Vq the d-
and q-axes generator voltages, Eb the infinite bus voltage,
Tm the mechanical torque.

12 Appendix 2: system data
The system data is given by: Xd ¼ 2.0 pu, X 0d ¼ 0:244 pu,
Xq ¼ 1.91 pu, T 0do ¼ 4:18 sec, Eb ¼ 1:0 pu, H ¼ 3.25 sec,
vB ¼ 314.15 rad/sec, KA ¼ 50.0 and TA ¼ 0.05 sec.
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