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Abstract

This thesis is about aspects of specification and developoieiata warehouse tech-
nologies for complex web data. Today, large amounts of dett i different web
resources and in different formats. But it is often hard talyre and query the often
big and complex data or data about the data (i.e., metadtisjherefore interesting
to apply Data Warehouse (DW) technology to the data. But pdyapW technology
to complex web data is not straightforward and the DW comiguaices new and
exciting challenges. This thesis considers some of thegiedges.

The work leading to this thesis has primarily been done iati@h to the project
European Internet Accessibility Observatory (EIAO) whamata warehouse for ac-
cessibility data (roughly data about how usable web ressuace for disabled users)
has been specified and developed. But the results of thes ttesialso be applied to
other projects using business intelligence (Bl) and/ormgermweb data. An interest-
ing perspective is that all the technologies used and dpedln the presented work
are based on open source software.

The thesis presents several tools in a survey of the pdssibifor using open
source software for Bl purposes. Each category of prodsatsaluated against cri-
teria relevant to the use of Bl in industry. After this, expaces from designing
and implementing a DW for accessibility data are preserfedher, the conceptual,
logical, and physical models for the DW are presented. Thiselieved to be the
first time a general and scalable DW is built for the accef#tsilfield which is both
complex to model and to calculate aggregation results for.

The thesis then presents solutions to general interestivigjgms found during
the work on developing a DW and supporting DW technologies$he EIAO project.
A new and efficient way to store triples from an OWL ontologyokm from the
Semantic Web field is presented. In contrast to traditiomgletstores where the data
is stored in few, but big, tables with few columns, the préseérsolution spreads the
data over more tables that may have many columns. This ma&#gient to insert
and extract data, in particular when using bulk loading wheg amounts of data are
considered.
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A new and flexible way to exchange relational data via the XMinfat (which
is, e.g., used by web services) is also presented. This chetdnees labor to pro-
gram often complex solutions to handle correct exchangataf. dVith the presented
method, the user only has to specify what data to export andtthcture of the gen-
erated XML. The data can then automatically be exported td_)&Md imported into
another database just like updates to the XML automaticallybe migrated back to
the original database.

Regression test is widely accepted and used in traditiafadare development.
For Extract—Transform—Load (ETL) software, regressiat i® however, tradition-
ally cumbersome and time-consuming. The thesis pointsrogiat differences be-
tween test of “normal” software and ETL software and on thetkground a new
semi-automatic framework for regression test of ETL sofewia introduced. The
framework makes it easy and fast to start doing regressginiteonly takes minutes
to set up regression test with the framework.

Traditionally DWs have been bulk loaded with new data at lagime intervals,
e.g., monthly, weekly, or daily. But a new trend is to add neatadas soon as it
becomes available from, e.g., a web log or another onlineures. This is done
by means of SQL INSERT statements but these are slow compatadk loading
techniques and the performance of the database systenws dioprefore the thesis
presents a new and innovative method that combines the béstse worlds. Data
can be made available in the DW exactly when needed and thegetebulk-load
speeds, but INSERT-like data availability.
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Chapter 1

Introduction

Today, the Web is the biggest available information soufte Web is used daily by
hundreds of millions of people and in many countries nedtlgampanies, authori-
ties, and organizations have web sites. Many things that tesbe time consuming
and cumbersome such as finding and booking cheap flightsp@mactures of a spe-
cific Aboriginal painter, or obtaining statistics about the economic growth in each
of the EU countries can today be done in minutes or even less &rcomputer con-
nected to the Web. The popularity of the Web thus gives newipitites, but it also
introduces new challenges.

Huge amounts of informations are available in a variety dfedént formats
on the Web. Much information is represented in the HyperMatkup Language
(HTML) format used for web pages, but the broad use of the Webaiso led to
other formats such as Extensible Markup Language (XML )ofteed for web-based
exchange of data and Resource Description Framework (RE¥€) to represent in-
formation about resources in the Web. Although these famake it possible to
represent and exchange complex data, it is often difficuguery and analyze the
data and data about the data (i.e., metadata).

In recent years many efforts have been put into developitawarehouse (DW)
and business intelligence (Bl) technologies. DW and Bl nettgies are very well-
suited for storing and analyzing very large amounts of dddae data in a DW is
prepared and stored in a way that makes analysis of it easgffioiént. It is there-
fore a natural step to apply DW technologies to web data ardmetadata. But to
apply DW technologies to complex web data is not straightéod and the DW com-
munity faces new challenges from the Web with its “alwaysrenparadigm” and
the large amounts of data that must be handled. For examgdendowadays often
desired always to have fresh data, e.g., from a click-streaftom a Web-connected
sensor, available in the DW with a very little delay. But tadchuge amounts of data
into a DW in (near-)real-time, instead of at regular intés\as traditionally done, is
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challenging. Other challenges include to find solutiong &tlaw easy and flexible
exchange of DW data via the Web using XML and efficient exioscdf RDF-based
data to load into a DW.

The work that led to this thesis was mainly done in relatiorthi European
Internet Accessibility Observatory (EIAO) project. Theafjof the EIAO project
is to build an observatory that automatically evaluatesdabeessibilityof 10,000
European web sites every month. In other words, the promrsiders how well
web resources can be used by users with special needs sublirasuser who uses a
screen reader. A web page that can also be used by such usatstis beaccessible
The World Wide Web Consortium has published guidelines ahow to make web
resources accessible. For many of those guidelines, it eautomatically checked
if web resources follow them. This is exactly what is done ly EIAO project.
In the project, a crawler and tools and measures for evaluatf the accessibility
of web resources are built and used. These accessibilituatiens result in large
amounts of complex data. To make analysis of this data easly,dnd reliable, it is
collected in a DW called EIAO DW. To specify and develop thi&/Rnd supporting
DW technologies for it has been the purpose of the Ph.D. girthat led to this thesis.
The supporting DW technologies are, however, designed tgeheral and can thus
also be applied to DWs designed for other data than acchtysilzita.

To make it possible for everyone to use the developed solumd to verify and
understand the results, all software in the EIAO projectperosource. This holds
both for software used in the EIAO project and for softwarestigped in the project.
Thus, all the software presented in the remainder of thisishie available as open
source software.

Chapter 2 surveys the possibilities for using open sourcpr@&ducts as of End
2004 motivated by the fact that use of open source Bl toolsdustry is not com-
mon. First, the chapter presents some of the commonly used squrce licenses.
Then three Extract-Transform-Load (ETL) tools, three GnelLAnalytical Process-
ing (OLAP) servers, two OLAP clients, and four Database Mgnaent Systems
(DBMSs) are considered in the survey. All the tools are eatald against criteria
relevant to the use of Bl in industry. It is concluded that DBMSs are the most
mature of the tools and applicable to real-world projectsilevthe ETL tools are the
least mature and in general not ready for use in industry.

Chapter 3 describes release 1 (from Mid 2006) of the EIAO D@édus the EIAO
project. The chapter gives a brief introduction to the fidldacessibility and to the
entire architecture used in the EIAO project. The EIAO DW igeh warehouse built
to make analysis of complex data about (in)accessibilitwel resources easy, fast,
and reliable. To do this, a general DW schema must be usedoamplex aggregation
functions applied. It is believed that this work is the firstdevelop a general and
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scalable Bl solution to the field of accessibility. The cqutcal, logical, and physical
models are presented, as well as the RDF source data. The f6€édure is also
briefly presented. Bad performance when extracting the Ri3edb source data is a
problem for the used solution.

Chapter 4 describes 3XL, a proposal for how to store venel&kigb Ontology
Language (OWL) graphs efficiently. Motivated by our predoexperiences with
performance problems when storing and extracting large BR&tk sets in general
schemas, this chapter proposes a novel way to make a spedialthema for the
data to store. To do this, 3XL focuses on the subset of RDFhgréipat are also
OWL graphs since they have some convenient characteribtitsnake it possible to
optimize the schema. 3XL generates the specialized scheosgamd for all based on
an OWL Lite ontology that describes the “structure” of théad@ store. In contrast
to a generic schema with few but large and narrow tables, & rhany wide tables,
in particular at least one table for each OWL class. A thémakgnalysis shows
that 3XL can insert much fewer rows than a generic solutionthe used DBMS
(PostgreSQL), the fewer rows result in much less storagehead from rows. In the
shown example with data aboi®’ instances, a specialized schema requires up to
8GB less storage than a generic schema. Further, the roles specialized schema
are spread over more tables so it is faster to locate data.

Chapter 5 investigates automatic and effective bidireetitransfer between rela-
tional and XML data. This is motivated by the increasing exuale of relational data
through XML based technologies such as web services. In gude-case, data is
exported from a relational database to XML from which theadaust be importable
into another relational database. Further, the XML may laated such that only
the resulting XML is present afterwards (and not a log of thanges). Based on
the updated XML, it must the be possible to update the origiatabase to reflect
the changes to the XML. To set this up manually is cumbersamdeadot of hand-
coding is needed. As a remedy to this situation the chaptsepts RLAXML.
With RELAXML the user must only specify what data to export and thecstine
of the XML. RELAXML does then take care of the export/import of data such that
no custom-coding is needed. Before exportingLRXML automatically detects if
all needed data is included to make it possible to re-imgmtdata set and solves
the problems or warns the user if any problems are detectadmpllementation is
presented and performance studies show that the suggesiédrshas a reasonable
overhead compared to specialized, hand-coded solutions.

Chapter 6 considers regression test of ETL software. ETtwsoé tends to be
complex and error prone and may often be changed to increa$eripance or to
handle changed data sources. Thus regression test is {mekil L software. But
traditionally this requires large manual efforts to setTipe chapter points out crucial
differences between testing in “normal” software develeptrand ETL development
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and, based on these, the tool ETLDiIff is presented. ETLDifflgzes the DW schema
and detects which parts of the data should not change bet#Eenuns on the same
source data (some parts such as surrogate keys are alloveb@rige). Based on
this analysis and optional user specification about what ttaconsider, ETLDiff
compares test results to previous test results or othenerefe results and points out
differences. When ETLDiIff is used, a regression test carebasin minutes instead
of in days as when manual coding is done. The chapter pres@eisormance study
of a prototype of ETLDIff. The results show that the runniigé scales linearly in
the data size and that the solution is efficient enough to ée fs regression testing
on a desktop PC.

Chapter 7 investigates how to insert data into so-callelt-tigjye DWs. Tradi-
tionally, data has been bulk-loaded into DWs at regulamuats but recently it has
become popular to insert new data as soon as it appears loyyteeditional SQL IN-
SERT statements. This makes data available quickly, bdbimeance suffers when
the data amounts grow as when, e.g, click-streams are evadid There is thus a
need to be able to make data available quickly while stilspreing a high insert
performance. The chapter presents the middleware syst€éEmtRat provides such a
solution which works transparently to both consumers aagtbducer. When RITE
is used, data can be inserted quickly by a producer and beewaiklable to con-
sumers exactly when needed. As a remedy to obtain this, Ridiides a novel main-
memory based catalyst that provides fast storage. The nenashdata between the
different parts of the system and the DBMS can be controliedder-defined poli-
cies that take the user’s requirements for freshness adlty, and persistency into
consideration. The chapter presents experiments that staiva prototype of RITE
provides INSERT-like data availability, but up to 10 timester, i.e., with bulk-load
speeds.

Appendix A presents the conceptual model for release 2din(iid 2007) of
the EIAO DW. Compared to the conceptual model presented apteh 3, several
changes have occurred to reflect the changed requiremenhtsvaitable data from
the entire EIAO project.

The thesis is organized as a collection of individual pap&re chapters are or-
ganized such that material that is used in or motivates the woanother chapter
appears first. But each chapter/appendix is self-contaametdcan be read in iso-
lation. The chapters have been slightly modified during titegration such that,
for example, their bibliographies have been combined toamtkreferences to “this
paper” have been changed to references to “this chapter®éreTére some overlaps
between the descriptions of the conceptual model for EIAO RNgases 1 and 2
given in Chapter 3 and Appendix A, respectively. Concrefghpendix A describes
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conceptual classes that are also described in Chapter Jipendlix A also describes
new classes from release 2.

The papers included in the thesis are listed below. Chapteb@sed on Paper 1,
Chapter 3 is based on Paper 2 and so on until Chapter 7 whidsedlon Paper 6.
Appendix A is a shortened version of Paper 7.

1. C. Thomsen and T. B. Pedersen. A Survey of Open Source TaoBusi-
ness Intelligence. IRroceedings of the 7th International Conference on Data
Warehousing and Knowledge Discovegpp. 74-84, 2005.

2. C. Thomsen and T. B. Pedersen. Building a Web Warehouskctmssibility
Data. InProceedings of the 9th ACM international workshop on Dataewva
housing and OLAPpp. 43-50, 2006.

3. C. Thomsen and T. B. Pedersen. 3XL: Efficient Storage foy WYarge OWL
Graphs.In preparation for submissiqri8 pages, 2007.

4. S. U. Knudsen, T. B. Pedersen, C. Thomsen, and K. TogpARML: Bidi-
rectional Transfer between Relational and XML Data.Phoceedings of the
9th International Database Engineering & Application Sysijpm pp. 151—
162, 2005.

5. C. Thomsen and T. B. Pedersen. ETLDiff: A Semi-automataework for
Regression Test of ETL Software. Froceedings of the 8th International
Conference on Data Warehousing and Knowledge Discowgryl—12, 2006.

6. C. Thomsen, T. B. Pedersen, and W. Lehner. RIiTE: Provi@ingDemand
Data for Right-Time Data Warehousing. To appeaProceedings of the 24th
International Conference on Data Engineerjrif pages, 2008.

7. T. B. Pedersen and C. ThomseBIAO Deliverable 6.1.1.1-2, Appendix A:
Conceptual Model for EIAO DW, R27 pages, 2007.






Chapter 2

A Survey of Open Source Tools for
Business Intelligence

The industrial use of open source Business Intelligencgt®ls is not yet common.
It is therefore of interest to explore which possibilitieg available for open source
Bl and compare the tools.

In this survey chapter, we consider the capabilities of almemof open source
tools for BI. In the chapter, we consider three Extract-$farm-Load (ETL) tools,
three On-Line Analytical Processing (OLAP) servers, twoAPLclients, and four
database management systems (DBMSs). Further, we detueillieenses that the
products are released under.

It is argued that the ETL tools are still not very mature foe irsindustry while
the DBMSs are mature and applicable to real-world projedike OLAP servers
and clients are not as powerful as commercial solutions kay be useful in less
demanding projects.

2.1 Introduction

The use of Business Intelligence tools is popular in ingugt6, 85, 86]. However,

the use of open source tools seems to be limited. The domin&ibls are closed
source and commercial (see for example [76] for differemtdegs’ market shares
for OLAP servers). Only for database management system®/EHp, there seems
to be a market where open source products are used in indusiyding business-
critical systems such as online travel booking, managewfesibscriber inventories
for tele communications, etc. [72]. Thus, the situation ustey different from, for
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example, the web server market where open source tools ag kimd Apache are
very popular [114].

To understand the limited use of open source Bl tools batter,of interest to
consider which tools are available and what they are camdbl€his is the purpose
of this chapter. In the European Internet Accessibility €atory (EIAO) project,
where accesibility data is collected, it is intended todbaiBI solution based on open
source software. Itis therefore of relevance for this pridje investigate the available
products.

In the survey we will consider products for making a compledéution with
an Extract-Transform-Load (ETL) tool that loads data intdadabase managed by
a DBMS. On top of the DBMS, an On-Line Analytical Processi)-AP) server
providing for fast aggregate queries will be running. Therwsill be communicating
with the OLAP server by means of an OLAP client. We limit olves to these kinds
of tools and do not consider, for example, data mining tooErderprise Application
Integration (EAI) tools. Use of data mining tools would alsoof relevance in many
Bl settings, but data mining is a more advanced feature wdticluld be considered
in future work. EAI tools may have some similarities with ETdols, but are more
often used in online transactional processing (OLTP) syste

The rest of the chapter is structured as follows. Sectiogi2es a primer on open
source licenses. Section 2.3 presents the criteria uskd gvaluation of the different
tools. Section 2.4 considers ETL tools. Section 2.5 deals @LAP servers, while
Section 2.6 deals with OLAP clients. Finally, we considerNd®s in Section 2.7
before concluding and pointing to future work in Section.2.8

2.2 Open Source Licenses

To make the findings on licenses more comprehensible, weadach description
of the open source licenses that will be referred to latehendhapter. Th&sNU
General Public License (GPLX3] is a classic, often used open source license. Any
user is free to make changes to the source code. If the chamgsidn is only used
privately, it is not a requirement that its source code isaséd. If it, however, is
distributed in some way, then the source code must be madildgaunder the
GPL (i.e. also released as open source that any user is fid@atme and copy). It
should be noted that a library released under the GPL willirecany program that
uses it to be licensed under the GPL. This is not the case wéiag GNU Library
General Public License (LGPLX4] which apart from that is much like the GPL.
The Common Public License (CP[27] was developed by IBM as an open source
license. Like the GPL, the CPL requires that the source coda modified version
of a program is made publicly available if the new versionigdributed to anyone.
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Programs and libraries released under the CPL may be usadifid integrated with
software released under other (also closed source) lisense

The Mozilla Public Licensdg70] is also an open source license that requires the
code for any distributed modified works to be made publichilable. Itis allowed to
use a library under the Mozilla Public License from a closaarse application. Thus
the license has some similarities with the LGPL. Rp&che Licensgs, 7] allows the
code to be used both in open source, free programs and in cama@ograms. Itis
also possible to modify the code and redistribute it undettaer license under certain
conditions (e.g. the use of the original code should be agladged). Version 1.0
and 1.1 of the Apache License [6] included requirements ath@uuse of the name
“Apache” in documentation and advertising materials. Trha@nt that the license
should be modified for use in non-Apache projects. This wasigbd with version
2.0 [7]. TheBSD Licensd19] is a very liberal open source license. It is permitted
to use source code from a BSD licensed program in a commeotimed source
application. As long as any copyright notices remain in tteglifted code, there are
no requirements saying that modifications of the code shbal@SD licensed or
open source.

2.3 Conduct of the Survey

In this section, we present the criteria used for the evalnatf the considered prod-
ucts. The criteria with a technical nature have been indping the functionality

offered by the leading commercial Bl tools. Other critesach as the type of li-
cense, are interesting when looking at open source tookedan the criteria given
below, we collected data about the products (all found onrternet) by examin-

ing their source code, available manuals, and homepagesling any forums. The
findings were collected in November-December 2004.

Criteria for All Categories  When deciding between different products, a potential
user would most often prefer a product that is compatiblé Wi’ existing operating
system and hardware. Thus, for all the products, it is or@steto investigate which
hardware and software platforms the tools are availableIfothis survey we will
only look at open source products. As described in Secti@rittere are, however,
many different open source licenses that have differemhi@sions and restrictions.
Therefore, the license used by a product is also of greaesite

Criteria for ETL Tools  When comparing ETL tools, there are several criteria to
consider. First, it should be considered which data sowaioestargets a given tool

\We use “his” as short for “his/her”.
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supports. Here, it should be considered whether the toofiéding data into RO-
LAP or MOLAP systems, i.e. into relational tables or multndinsional cubes [86].
In many practical applications, it should be possible toasttdata from different
sources and combine the data in different ways. Furthérpitlsl be possible to load
the data into different tables/cubes. Therefore suppothfese issues should be con-
sidered. It should also be considered which types of datecesian ETL tool can
extract data from and whether it supports incremental loaahi automatic fashion
(not requiring two separate flows to be specified). It is alsimterest how the ETL
process is specified by the user, i.e whether a graphicaintséiace (GUI) exists and
if the user can specify the process directly by means of sgmeification language.
Another important issue for ETL tools is their capabilitfes data cleansing. Here
it should be considered how data cleansing is supportedif ipgedefined methods
exist and how the user can specify his own rules for data siegn

Criteria for OLAP Servers For an OLAP server it is of interest to know how it
handles data. It should thus be considered whether the $dDLAP, MOLAP,
or HOLAP oriented, where HOLAP is short for Hybrid OLAP [86Further, it is
of interest if the product is capable of handling large datis ¢for example, data
sets greater than 10 gigabytes). It should also be takenaittount whether an
OLAP server has to be used with a specific DBMS or if it is indefmnt of the
underlying DBMS. Precomputed aggregates can in many sihgliead to significant
performance gains. It is therefore relevant to see wheth&IlaAP server can use
aggregates and if so, whether the user can specify whiclkeggtgs to use. Finally,
it is of relevance to investigate which application prognaimg interfaces (APIs) and
guery languages an OLAP server supports. A product thatataedards or de-facto
standards is much more useful with other tools than a pragsiog a non-standard
APl or query language.

Criteria for OLAP Clients For an OLAP client it should be considered which
OLAP server(s) the OLAP client can be used with. As for OLAR/ess, it should
also be taken into account which API(s) and query languagie¢sOLAP client sup-
ports. With respect to reports, it is interesting to see & @LAP client supports
prescheduled reports, perhaps through a server compdhsat.the user could, for
example, make the OLAP client generate a sales report eviglgyFafternoon. When
a report has been generated (manually or as preschedulad) yéps often useful to
be able to export the report to some common format that coallenbailed to some-
one else. Therefore, it should be investigated which expoitities an OLAP client
offers. In generated reports, different types of graphsoéten used. It should thus
also be considered how well an OLAP clients supports diffekends of graphs.
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Criteria for DBMSs There are many possible criteria to consider for DBMSs. In
this survey we will, however, only look at criteria directlglevant for Bl purposes.
First of all, a DBMS should be capable of handling large data & the DBMS is
to be used in Bl applications. Thus this is an issue to ingatti When choosing
a DBMS for Bl, it is also of relevance which performance impng features the
DBMS offers. In this survey we will look into the support foraterialized views that
can yield significant performance gains for precomputedegges. Many commer-
cial ROLAP systems use bitmap indices to achieve good pagoce [86]. It is also
of interest to find out whether these are supported in theidered products. Further,
in a typical schema for a data warehouse, star joins may b&ter o use and, thus,
the support for these is an issue. Finally, we will considantiponing which can
yield performance improvements and replication which nraprbve performance
and reliability.

2.4 ETL Tools

In this section, we will consider the three ETL tools Bee,vel&ETL, and Octopus.
These were all the available tools we found. We found mangrotipen source
ETL projects that were not carrying any implementation,rhote or less only stated
objectives. Examples of such projects are OpenSrcETL [8d] @penETL [77].
Another disregarded project, was cplusgl [28] which hadesource code availble,
but for which we did not find any other information.

Bee Bee version 1.1.0 [8] is a package consisting of an ETL taolDaAP server,
and an OLAP client web interface. The ETL tool and the OLAR/aenf Bee are
ROLAP oriented. Bee is available under both an open sourde l@énse and a
commercial license. Bee is implemented mainly in Perl wintg implemented in
C. Therefore, the access to data is provided by the Perl rad2iBl. Bee comes with
its own driver for comma-separated files. To extract data Bzeds a small server
application (included) to be running on the host holding dlaga. Bee is primarily
written for Linux, but is also running on Windows platforniBhe mentioned server
application needed for extracting data runs on differenietias of UNIX and Win-
dows. The ETL process can be specified by means of a GUI. Then@lLdreate an
XML file defining the process. It is thus also possible for tisernito use Bee with-
out using the GUI by creating the XML file manually. It is pddsito have several
flows and combine them. It is also possible to insert into ntloa@ one table in the
database. There seems to be no support for automatic inctan@eading. The pos-
sibility for data cleansing is introduced by means of allogvihe user to write custom
transformations in Perl. A standard library of transforiors is not included. Thus
the user needs to program any needed transformation.
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CloverETL CloverETL version 1.1.2 [24] is also a ROLAP oriented ETLItoo
Parts of it are distributed under the GPL license whereasr ggarts are distributed
under the LGPL license. CloverETL is implemented in Javaws®s JDBC to trans-
fer data. The ETL process is specified in an XML file. In this X¥le, a directed
graph representing the flow must be described. CurrentlyyeéZETL does not in-
clude a GUI, but work is in progress with respect to this. @&TL supports combi-
nation of several flows as well as import to several tableberdatabase. There is no
support for automatic incremental load. With respect tam$éng, CloverETL sup-
ports insertion of a default value, but apart from this, therwvill have to implement
his own transformations in Java.

Octopus Octopus version 3.0.1 [34] is a ROLAP oriented ETL tool urttierLGPL
license. Itis implemented in Java and is capable of transfgdata between JDBC
sources. Octopus is bundled with IDBC drivers for XML and owmrseparated files.
Further, it is possible to make Octopus create SQL files wasieit and DDL state-
ments that can be used for creating a database holding tB&leoed data. Like Bee,
Octopus is shipped with a GUI that creates an XML file spexgythe ETL process.
Octopus can also be used without the GUI and as a library. pDstes created for
transferring data between one JDBC source and anothemappiarently not possible
to combine data from one database with data extracted frathan It is possible
to extract data from more than one table in the same datalaselbas insert into
more than one table in the target database. There is no dinppbrt for automatic
incremental loading. Basic data cleansing functionatpriovided. It is possible to
make Octopus insert a default value, shorten too long Sirggplace invalid foreign
key values, find and replace values, do numeric conversams,change date for-
mats. These cleansings are done by predefined transfonmatidhe user can also
implement transformations on his own in Java and JavaScript

General Comments The considered open source ETL tools are still not as pow-
erful as one could wish. For example, most of the data clagnsi be done must
be coded by the user (with the exception of Octopus whichigesvsome default
transformations for very basic data cleansing). Furttner,products do not support
automatic incremental load which would be very useful fargday use of the prod-
ucts. In general, the quality of the documentation for thecdbed products is not
very good or comprehensive. Further, not much documentaiavailable. An ex-
ception is again Octopus for which a manual of more than 12@pds available.
However, also this manual is not complete. For example, ptagxs how to set up
whichloggerto use but does not tell about the differences between thiabhalog-
gers. Thus the quality of the open source ETL products isrgill as high as the
quality of many commercially available products. Indeedauld probably be diffi-
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cult to use one of the open source ETL tools for a demandirdjjtdain an enterprise
data warehouse environment.

2.5 OLAP Servers

In this section, we will consider the three OLAP servers Bsanur, and Mondrian.
Another possible candidate for consideration would be pagd®[93] which, how-
ever, in the documentation is said not to be an OLAP serveproltides access to
data from a DBMS through a web-interface but is not intenaeprovide advanced
OLAP functionality or real-time data analysis. OpenRol@dp][is a related tool which
generates aggregate tables for a given database. Apartliesa tools we did not
find any candidates. As for the ETL tool category, there exiber projects that
currently carry no code, but only state objectives. An eXangb such a project is
gnuOLAP [45].

Bee The OLAP server of the Bee package is, as previously stat®)2AP ori-
ented server. It uses a MySQL system to manage the undedgitadpase and aims
to be able to handle up to 50GB of data efficiently [9]. Destlits, it does not seem
to be possible to choose which precomputed aggregates .td-tm® the documen-
tation, it is not clear which query language(s) and API(s¢ Bapports. In general,
there is not much English documentation available for Be#har from the home-
page [8], nor in the downloadables.

Lemur Unlike the other OLAP servers considered in this chaptemie[62] is a
HOLAP oriented OLAP server. It is released under the GPLnieeand is written
in C++ for Linux platforms, but is portable. Lemur is a protiunder development
and still has no version number. The homepage for the Lemajegir[62] states
that for now, the primary goal is to support the developesgsaech interests and that
their goals are believed to be too ambitous to deliver usatdie now. This is also
reflected in the fact that the API is still being designed anckality is not available
for use from outside the Lemur package. Further the userdvoegd to implement
methods to load data from a database on his own. It is alsoassille to specify
the aggregates to be used. No information on how well Lemalesavhen applied
to large data sets has been found. In summary, the Lemurcpiisj@ot of much
practical use for industry projects so far. However, thd gbaventually producing
a HOLAP oriented server outperforming Mondrian (see beligvinteresting.

Mondrian Mondrian 1.0.1 [67] is an OLAP server implemented in Javés RO-
LAP oriented and can, unlike Bee, be used with any DBMS forcliai JDBC driver
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exists. Mondrian is released under the CPL license [27].cTineent version of Mon-
drian has an API that is similar to ADO MD from Microsoft [68Bupport for the
standard APIs JOLAP [51] and XMLA [124] is planned. Furthidse MDX query
language [106], known from Microsoft's products, is sugpdrby Mondrian. By
default Mondrian will use some main memory for caching rssof aggregation
gueries. Itis, however, neither possible for the user taifpahat should be cached
nor which aggregates should exist in the database. The dotation states that
Mondrian will be able to handle large data sets if the undegDBMS is, since all
aggregation is done by the DBMS.

General Comments The Mondrian OLAP server seems to be the best of the de-
scribed products. Lemur is for the time being not usable déai world applications
while it is difficult to judge Bee because of its lack of Enplidocumentation. Mon-
drian is, however, a usable product which works with JDB@kéexd DBMSs. For
none of the products, it seems possible to choose which gagg®to use. In most
environments this feature would result in significant parfance improvements.

2.6 OLAP Clients

In this section, we will describe the OLAP clients Bee and/dPi These were the
found open source OLAP clients that are actually implentente

Bee The Bee project also provides an OLAP client. The client ipWwased and is
used with the Bee OLAP server. Currently, Microsoft Inteéfagplorer and Mozilla
browsers are explicitly supported in the downloadable caddgain, it has not been
possible to determine which API(s) and query language(® $gports. The Bee
OLAP client can interactively present multidimensionataday means of Virtual
Reality Modeling Language (VRML) technology [112]. Bee ag@nerate different
types of graphs (pie, bar, chart, etc.) in both 2D and 3D. pioissible to export data
from Bee to Excel, Portable Document Format (PDF), Portaldtworks Graphics
(PNG), PowerPoint, text, and Extensible Markup Languagell(Xformats. Con-
nection with the statistical package R [95] is also evaldlaté does not seem to be
possible to preschedule reports.

JPivot  JPivot version 1.2.0 [54] is a web-based OLAP client for ugé the Mon-

drian OLAP server. However, the architecture should allomldter development of
a layer for XMLA [124]. As Mondrian, JPivot uses MDX as its quéanguage. Itis
written in Java and JSP. JPivot generates graphs by meaksegChart [53] which
provides different kinds of 2D and 3D graphs. With respecexport of reports,
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JPivot is limited to Portable Document Format (PDF) and Efaenat. Support for
prescheduled reports has not been found. JPivot is releaws a license much
like the Apache Software License Version 1.1 [6] (but withmstrictions regarding
the use of the name “Apache”). However, other software ppekare distributed
with JPivot and have other software licenses, e.g. JFret@inch uses the LGPL
license.

General Comments Both the considered OLAP clients are to be used with specific
OLAP servers, namely Bee with Bee and JPivot with MondriaothBof them are
web-based such that specific software does not have to ladiéalsat client machines
already equipped with a browser. Both products are capdl@&pwmrting generated
reports to other commonly used file formats such as PDF, litltaref them supports
prescheduled reports.

2.7 DBMSs

In this section we consider four open source DBMSs: MonetMBSQL, MaxDB,
and PostgreSQL. Other open source DBMSs are availabldydsg four were chosen
as they are the most visible, well-known high-performan&M3s.

MonetDB MonetDB, currently in version 4.4.2, is developed as a nefeproject
at CWI. MonetDB is “designed to provide high performance omplex queries
against large databases, e.g. combining tables with hdsdrfecolumns and multi-
million rows” [69]. To be efficient, MonetDB is, among oth@&chniques, exploiting
CPU caches and full vertical fragmentation (however, thgrfrents must be placed
on the same disk). It thus uses very modern and often hardveseapproaches to be
fast. MonetDB is mainly implemented in C with some parts infCl is available for
32- and 64-bit versions of Linux, Windows, MacOS X, Sun SelaBM AlX, and
SGIIRIX. MonetDB comes with a license like the Mozilla Putlliicense (references
to “Mozilla” are replaced by references to “MonetDB"”) [69)ith respect to features
often usable in a Bl context, it is interesting to notice tkainetDB does not support
bitmap indices, materialized views (normal views are sufgab), replication, or star
joins. However, this does not mean that MonetDB is not uskanl8l purposes. On
the contrary, MonetDB has been successfully applied iredfit Bl contexts [69].
Currently, the developers are working on improving the auiity for OLAP and
data mining in the 64-bit versions of MonetDB.

MySQL MySQL is a very popular open source database with more thamnfils
lions installations [73]. The latest production releasedssion 4.1, and version 5.0
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is in the alpha stage. MySQL is implemented in C and C++ andasiable for a
large variety of 32- and 64-bits platforms. Users of MySQIn choose between
an open source GPL license and a commercial license thaé gienissions not
given by the GPL license. For Bl purposes, MySQL lacks suppbmaterialized
views (even ordinary views are not available until versiod) 5bitmap indices and
star joins. However, one-way replication (i.e. one mastreral slaves) is supported
and partitioning is to some degree supported byNBEB Cluster(NDB is a name,
not an acronym) on some of the supported platforms. Furtig§QL is capable
of handling data sets with terabytes of data as documentedsi studies available
from [73].

MaxDB MaxDB [64] version 7.5 is another RDBMS distributed by thengamny
MySQL AB which also develops MySQL. Formerly, MaxDB was knows SAP
DB (developed by SAP AG). MaxDB is developed to be used for BEhd OLAP
in demanding environments with thousands of simultanoessudt is implemented
in C and C++ and is available for most major hardware platfoamd operating sys-
tem environments. As MySQL, it is licensed under two licensech that users can
choose between an open source license (GPL) or a commevidaDB is designed
to scale to databases in the terabyte sizes, but there isencarstrolled partitioning.
It is, however, possible to specify several physical laragifor storage of data, and
MaxDB will then automatically divide table data betweensgartitions. There is
no support for materialized views (ordinary views are suifga), bitmap indexes, or
star joins. MaxDB supports one-way replication, also withL such that either
of them can be the master.

PostgreSQL PostgreSQL [94] is also a very popular open source DBMS. At th
time of this writing, version 8.0 is just about to be releasdstgreSQL is imple-
mented in C and has traditionally only been available for Xglatforms. From
version 8.0, Windows is, however, natively supported. (@ally, PostgreSQL is
based on the POSTGRES system [107] from Berkeley and hasukepi a BSD
license. PostgreSQL supports large data sets (instaitatarger than 32 terabytes
exist) and one-way replication. A multiway solution for lieption is planned. There
is no support for partitioning, bitmap indices or materdall views (ordinary non-
materialized views are supported). However, materidtinatof views may be done
in PostgreSQL by using handcoded triggers and proceduds Further, in a re-
search project at North Carolina State University, maliegd views are integrated
into a derived version of PostgreSQL [101]. Bitmap indices glanned to be sup-
ported in a future release.
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General Comments The considered DBMSs have different strengths and weak-
nesses, and so there is not a single of them to be chodére hestIn general, these
open source products support more advanced features speltiéisning and repli-
cation. Further, the DBMSs are capable of handling veryelaliata sets, are available
for a number of platforms, and are very reliable. The cate@bDBMSs is thus the
mostmatureof the considered categories.

2.8 Conclusion and Future Work

Of the considered categories of open source tools (ETL t@il$\P clients, OLAP
servers, and DBMSs), DBMSs are the most mature. They offearaxdd features
and are applicable to real-world situations where larga dats must be handled
with good performance. The ETL tools are the least matureey o still not of-
fer nearly the same functionality as proprietary produtith respect to the OLAP
servers, there is a great difference in their maturity. Adpici like Lemur is still
very immature, while a product like Mondrian is usable inwearld settings. How-
ever, important features, such as the opportunity to spediich aggregates to use,
are still missing. The OLAP clients are also usable in pcattapplications. How-
ever, they are not very general and can only be used withfsp@diAP servers. In
general, one of the largest problems for many of the toolkaddck of proper doc-
umentation, often making it very difficult to decide how adfie task is performed
in a given product.

If one were to create a complete Bl installation with openrsetools, it would
probably be created with JPivot and Mondrian as OLAP cliemt server, respec-
tively. Which one of the DBMSs should be used would depenchersituation. The
ETL tool would then probably be CloverETL, if one did not hande a specialized
tool for the installation. In many Bl installations, datanimg solutions would also
be interesting to apply. The available open source datangniapplications should
therefore be explored in future work.






Chapter 3

Building a Web Warehouse for
Accessibility Data

As more and more information is available on the Web, it is @@m that many
web resources are natcessiblgei.e., are not usable for users with special needs. For
example, for a web page to be accessible, it should give tethatives (i.e., ex-
planatory texts) for images such that blind users that Haeevieb pages read aloud
automatically also can obtain information about the imagjetheEuropean Internet
Accessibility Observator§EIAO) project, a crawler that will evaluate the accessibil
ity of thousands of European web sites is built. The crawlequently performs
many tests of the web sites and thus very large amounts o$sibdeéy data are gen-
erated. Based on open-source software, a data warehousecd@ldd EIAO DW s
built to make analysis of the complex accessibility datayeadiable and fast. The
EIAO DW is, thus, a data warehouse which measymeperties of the Webr, in
other words, aveb warehouselt is believed that this work is the first to address the
application of business intelligence (BI) techniques ® ¢tbmplex field of accessi-
bility in a general and scalable way. This chapter descritieg the EIAO DW is
designed and built. The chapter introduces accessibititythe EIAO project to give

a background for the design of EIAO DW. Then, the conceptaglcal and physical
models are presented. The chapter also gives descriptfdhe oomplex Resource
Description Framework (RDF) source data and complex aitiitysaggregation
functions supported by EIAO DW.

19
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3.1 Introduction

To be able to use and access the Web is getting increasinglyriamt. In Denmark,
all people employed by the state have access to their paystily via the Web. In
many countries, it is the case that nearly all authoritiesyganies, and organizations
have web sites. For some of these, such as web shops, thetaé&bthieir primary
means for communication with the customers or users. Folymaab sites it is,
however, a problem that they are ramcessiblei.e., are not usable, for users with
special needs, for example a blind user using a so-caltegen reademhich is a
program that reads text aloud. Consider as an example a vgelbvpth images that
are used as links. The images contain arrows and the textgitCe” and “Go back”,
respectively. For a blind user, it is necessary that textriaditives (i.e., explanatory
texts) are available for the images such that the text @tses can be read aloud by
the screen reader. If text alternatives are not presenblitne user cannot obtain the
information needed to navigate on the page (or will, at thet,leave to guess how to
do this based on file names etc.)

It is possible to do automatic testing for some of the cows¢rthat make web
pages inaccessible. To do such testing systematically tanel the results for thou-
sands of web sites generates very large amounts of data.islchthpter, we de-
scribe the web warehousdAO DWwhich is a data warehouse (DW) that measures
the web with respect to accessibility. The EIAO DW will holdtdiled data about
(in)accessibility of thousands of web sites and offers eaient, flexible and reliable
online access to the collected accessibility data. Bottotidgl and current data is
available in the EIAO DW in order to facilitate trend analysinining of interesting
patterns, etc. Further, all components in the EIAO DW areetbam open-source
technology. This introduces some challenges compareddonifmercial solutions
were used.

Previously, other studies on evaluating web accessitlildye been done. A
thorough treatment is given in [125]. A survey of acces#ibstudies with focus
on online resources for higher education is available fra@0]. Watchfire Web-
XACT [113] is an example of an online accessibility evaloatiservice. For this
service, the user, however, gives a URL and gets informaimout what to consider,
i.e., the service is primarily for web developers. In the Blproject, sites are moni-
tored on a monthly basis and the data is put in a DW such thtairitial data is also
available. The EIAO project can provide (aggregated) imfation to end users about
accessibility of (groups of) web sites.

To the best of our knowledge, this work is the first to develogeaeral and
scalable business intelligence (BI) solution to the fieldafessibility. A very limited
prototype for a crawler evaluating accessibility and stpithe data in a simple DW
has previously been described [105]. This prototype wasmented such that only
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one specific issue regarding accessibility was measured an®Weschema was
designed to store data only for this issue. The EIAO DW dbsdriin the current
chapter is much more general. It measures dozens of diffacaessibility issues
and more can be added without changes to the DW schema. Fitrtiendles much
more complex data and aggregation functions. Thus, the EIOis believed to be
the first DW to deal with accessibility data in a truly genematl scalable manner.

The field of accessibility is a complex field and makes it @ading to make data
models for the DW. Recently, much work has gone into bringlmgyWeb and data
warehousing together. Péretzal.[90] give a survey of the most relevant techniques.
A prominent example on using DWs to treat data from web loggvisn by Kimball
and Merz [56]. In the WHOWEDA project, a data warehouse tlmdd$web data is
built. A so-calledweb scheméhat holds information on structure, metadata, content,
link structure is automatically generated [11]. The WHOWERroject stores data
from the Web (e.g., the content of a web page) in a warehouseontrast, what
we describe in the current chapter, is a DW that stores (aidulty) dataaboutweb
resources, but not the web resources themselves.

The rest of the chapter is organized as follows. In the nestige we give a
short introduction to accessibility and a description @& European Internet Acces-
sibility Observatory (EIAO) project for which the EIAO DW muilt. The conceptual
model for EIAO DW is described in Section 3.3. Section 3.4cdbss the logical
model while Section 3.5 describes the physical model. Ini&@e8.6, the source data
and Extract—Transform—Load (ETL) process are describé&e. accessibility aggre-
gation functions implemented by EIAO DW are described inti8a.7. Section 3.8
concludes and points to future work.

3.2 Web Accessibility

3.2.1 Accessibility of Web Resources

To give everybody equal opportunities it is important to maleb resourceacces-
sible For a web resource to be accessible means that people wihilities can
also use the web resource. Thus, accessibility can coesidesm many different
contexts. For example, a web page should be understandaldebfind user using
a screen reader or a so-callBdaille displaythat raises small pins physically such
that the user can feel the letters with his finger. Anothergta is that it should be
possible to use a web resource without using a pointing destich that a physically
disabled user can also use the resource.

As part of the Web Accessibility Initiative (WAI) [121], sarguidelines called
Web Content Accessibility Guidelines (WCAG) have been aefif122,123] by the
World Wide Web Consortium (W3C). If followed, the WCAG gulhes will in-
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crease accessibility; both for disabled users and for atkers such as people using
a hand-held device with a small screen. The guidelines Xample, state that a web
page should provide text alternatives for all non-text eant If text alternatives are
available for all non-text content, a blind user will alsodi®e to use an image for
navigation purposes and a deaf user will also be able to ussbgpage which uses
sound. The current version of WCAG is version 1.0 [122], lmatrsversion 2.0 [123]
will be available as a W3C Recommendation.

Many of the WCAG recommendations may be checked automigti¢adr exam-
ple, itis easy to check if an XHTMLmage element has aal t attribute with a text
alternative. It is, however, not clear how to test if the iexneaningful and indeed is
an alternative.

To have an accessible design is not only advantageous farntthaiser. For a
commercial web site, it is important to make sure that the svils visitors actually
can and will use the site. If, for example, text alternatiees not present for im-
ages used for navigation, a blind user may not be able to a@vitpe web site and
may give up and instead go to a competitor's (accessible) siteb Also for gov-
ernmental sites it is important. Both to give everybody é@portunities but also
to make e-government and self-service a success. To dattissa necessity that
the offered web resources are accessible such that everglaoduse them. Today,
accessibility is recognized as an important field and pubbtitutions have policies
about accessibility and work actively on improving the lexkaccessibility on the
web. For example, the European Union hasharclusionprogram and has adopted
the WCAG guidelines [35, 36].

3.2.2 The EIAO Project

The European Internet Accessibility Observatory (EIAQ)ject [37], will develop
large-scale accessibility benchmarking. In the EIAO pbjehe accessibility of
10,000 European web sites will be monitored automaticalhe found accessibility
data will be stored in the data warehouse EIAO DW. The adoiisgidata will be
frequently updated and will be available online. In thisteet; we describe release 1
of the software developed by the EIAO project. This releasmiirently being tested
with monitoring of about 150 sites. Release 2 which will bedigor monitoring
10,000 sites is currently being developed. Release 2 wiltlleaaround 200 million
new facts each month.

Note that all software products used and developed by th©ilject are open
source. This introduces some challenges compared to if @voiah products were
used. For example, the used open source database managgstem (DBMS) does
not support materialized views as market-leading comraeBBMSs do.

The entire architecture for the observatory is outlined igufFe 3.1. A central
URL repository holds a list of domains to collect data fromcrAwler fetches URLs
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Figure 3.1: The architecture for the EIAO observatory

from the repository and starts sampling pages from eacheofvitb sites. To save
time, storage, and bandwidth, the crawler only samplestapargiven web site. The
crawler downloads a number of pages from the site by follgwinks in a random
manner. This is done by simulating a use scenario such thieg iha probability for
following a link to read on another page and a probability p for not following the
link and continue reading on the current page. Note thatritieeeHTML documents
are downloaded by the crawler under all circumstances. dhalbaded pages are
stored in a cache and then evaluated by the so-chHdetder computationexplained
below.

To evaluate the accessibility of a web page, a numb&/eali Accessibility Metrics
(WAMSs) have been defined [91]. These are rules that specifythanake statements
about accessibility barriers of web resources. Differentd& of WAMs exist: An-
alytic WAMs (A-WAMSs) analyze specific page elements (eigrage elements in
an HTML document to see if aal t attribute is present). The results from the A-
WAMs are used byarrier computations A barrier computation is a single function
that uses data from the basic A-WAMs to detect if a barrier beagresent. Barrier
reporting WAM(B-WAM) is a group of related barrier computations. FinaBom-
posing WAMZC-WAMS) are functions that calculate the probability thdiarrier is
present. The result of a C-WAM is calculated by considerirgresults of the barrier
computations for tested elements within the areas thatitm@lated user read.
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The barrier computations deliver their results in the Extibn and Report Lan-
guage (EARL) [120] which is a Resource Description Framé&w@DF) langu-
age [119]. Also, certain data from the crawler, such as mé&dion from the HTTP
header, is in RDF. The RDF data is stored in a 3store [48]eisipke as it is being
generated.

The relevant parts of the data from the triplestore is pé&@ly loaded into the
EIAO DW data warehouse by an ETL application. The data warstas imple-
mented as a relational database in PostgreSQL 8.1 [94]. ghgra user interface
(GUI) is implemented on top of the DW. The GUI is available the Web and can
present different reports. A user can choose to see aggregasults for a specific
web site, for geographical regions and for sectors (e.qdi®stations” or “Banks”).

Preliminary results indicate that on average 76 pages avaldaded from each
considered web site. These pages on average have 247 miiffest results about
accessibility of the elements on the page. Thus, if 10,08 sire evaluated on a
monthly basis, 187.7 millions test results will be genedaach month. Clearly, it is
a challenge to handle such data amounts efficiently.

3.3 Conceptual Model

In this section, we describe the conceptual model for EIAO. DW& notation is in
UML [78]. Thus classes are represented as boxes with the kase on the top row.
Below the class name follow the attributes of the class. gissions are represented
by a line between the involved classes. In the conceptuakhfod EIAO DW, we
have 42 classes with a total of 113 attributes. All the cla$sere ID attributes that
are surrogate keys. Foreign keys referencing other cldsses not been added as
attributes, but are represented as associations. Some 42ttlasses will in the log-
ical model be combined into nine different dimension tablée classes for the fact
table and association classes (which become so-chiidde tablesin the dimen-
sional design of the logical model) will not be in a dimensiétere we describe the
classes grouped by the dimension they belong to in the Ibgiodel. The purpose
and important characteristics of each class are descriltedlie to space limitations
each of the 113 attributes is not described individually. hArbugh description of
each class and attribute can be found in [89].

Result Dimension In the Result dimension, shown in Figure 3.2(a), there are tw
classes: Theresultclass and theResultTypeclass. TheResultclass is used to
represent the outcomes of the barrier computations. Eatiebeomputation has a
unique fail description that describes failing tests, Bubarrier computations share
the result “Test passed” for passed tests and “Unknown tfefeul cases where a
barrier computation for some reason could not provide awansThis also reveals
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Figure 3.2: The (a) Result and (b) UWEMTest dimensions

that there are different types of results, nanpgsresults fail results andinknown
results. These are represented RgsultType A result is associated with exactly
one result type, but many results are associated with theefilt type. Note that
ResultTypeonly has an ID attribute and an attribute named ResultType.plrpose
of having such a class without further attributes is to madelhierarchy, i.e., what
levelsare present.

DisabilityGroup Dimension In the DisabilityGroup dimension there is one class:
DisabilityGroup This class is used to represent different disability gsp@pg., peo-
ple with functional blindness or people with physical ditigbs. In this way it is
possible only to consider the accessibility problems eelab a specific group. There
is also a general group for which all accessibility issuescansidered. Apart from
the ID attribute, there is only one attribute, Disability@p, which holds the name
of the represented group.

UWEMTest Dimension In the UWEMTest dimension, see Figure 3.2(b), there
are two classes:UWEMTest and UWEMTestType The classUWEMTest rep-
resents tests that have been defined by the Unified Web Eialustiethodology
(UWEM) [39] which the EIAO project has also been involved i@urrently, there
are UWEM test types that deal with Cascading Style Sheet§)Y@8d UWEM test
types that deal with HTML. The types are represented by &M TestTypeclass.

BarrierComputationVersion Dimension In the BarrierComputationVersion di-
mension, shown in Figure 3.3, there are six clasBasrierComputationVersiqrBar-
rierComputation WAM, WCAGMinor, WCAGMajor, and WCAGType Different
versions of the barrier computations may be implemented, iEbugs are found and
fixed and thus it should be possible to represent the versibnsase of a bug, it
is easy to find the results that cannot be trusted and have tpdeted, when it is
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Figure 3.3: The BarrierComputationVersion dimension

known which version computed a given result. Thus versisagepresented by the
BarrierComputationVersioglass. It should also be possible to represent the differ-
ent generic barrier computations, i.e., the specificatian @f a barrier computation
that does not change between different implementationss i$hhe purpose of the
BarrierComputatiorclass. Obviously, a barrier computation version is a versib
exactly one barrier computation. On the other hand theréninig many versions
of one barrier computation. Thus, there is a many-to-onecéson from Barrier-
ComputationVersiono BarrierComputationA barrier computation is, as previously
described, a single function out of possibly many in one BNVAB-WAMs are rep-
resented by the clagd/AM and there is a many-to-one association frBarrier-
Computationto WAM. A (B-)WAM is considering exactly one WCAG checkpoint,
represented byWWCAGMinor, and there is a many-to-one association frdtAM to
WCAGMinor. A WCAG checkpoint belongs to a WCAG guideline. The WCAG
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guidelines are represented BWYCAGMajor and there is a many-to-one association
from WCAGMinor to WCAGMajor. Currently, all the used WCAG checkpoints and
guidelines are from WCAG 1.0. To prepare for future use of VCA0, there is also

a classWCAGTypeto represent the different WCAG versions.

The clasBarrierComputatiolis also associated with the cla@sabilityGroupin
the DisabilityGroup dimension and with the cld$8V/EMTestin the UWEMTest di-
mension. The association witbisabilityGrouphas an association clad3isability-
GroupRelevancé-cui, with one attribute, BarrierProbability. This attributeltts the
probability for that a failed outcome of the representedibacomputation means
that there is an accessibility barrier for the represenisahility group. In this way it
is possible to use different probabilities for differensalbility groups, such as blind
and deaf people. For example, a missing text alternativaridmage introduces a
barrier probability for a blind user, but not for a deaf useonversely, a missing text
alternative for a sound resource introduces a barrier itityafor the deaf user, but
not for the blind user.

The association fromBarrierComputatiorio UWEMTestrepresents which UW-
EM tests cover what a barrier computation evaluates. Tliscétion also has an
association clasdJWEMCoveragewith the attribute UWEMTestWeight. This at-
tribute is introduced to avoid “double counting” when aggting. That means that
UWEMTestWeight holds the percentage of a test result thatildhbe assigned to
a specific UWEM test. If a barrier computation is involvednirJWEM tests, this
value is currently set td/n.

Time Dimension In the Time dimension there are two classkfnute and Hour,
where a minute belongs to a specific hour. Apart from the IBsre are only the
obvious attributes for holding the minute and hour values.

Date Dimension In the Date dimension there are five clasdBate Week Month,
Quarter and Year. The Date class is used to represent specific dates (i.e., days).
There is a many-to-one association fr@rateto Month. Similarly there are many-to-
one associations betweé&fonth and Quarterand betweerQuarterand Year. There

are also a many-to-one associations betwBate and Weekand betweet/eekand
Year. Weekis not associated witMonth or Quartersince a week can cross bound-
aries between months or quarters. Later, domain specifizliedge may be added

to the Date dimension, e.g., most current HTML version or berof days since a
new WCAG version was released.

Category Dimension In the Category dimension, shown in Figure 3.4(a), there are
two classesCategoryand Sector The Categoryclass is used to represent different
categories of web site providers. Currently, there are E8lgtermined categories
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Figure 3.4: The (a) Category and (b) Scenario dimensions

such as “Banks”, “Radio stations”, and “Federal organisesi. The Sectorclass
is used to represent the public and commercial sectorse(uescurrently the only
considered sectors). A category belongs to one sector lfasdhe category of public
radio stations is different from the category of commercaaio stations).

Scenario Dimension In the Scenario dimension, shown in Figure 3.4(b), there are
two classes:Scenarioand ScenarioType The Scenarioclass represents different
simulated scenarios in the crawling. A scenatavers(i.e., includes) parts of, or
entire, web pages that are evaluated. Apart fiSoenari¢s 1D attribute, it has no
attributes since only information about a scenario’s exisé and associations needs
to be stored in the DWScenariohas a many-to-one association $oenarioType
which is used to represent different types of scenarios. different kinds of types
exist: Page scenariosvhich cover entire web pages from the top to the bottom and
key use scenariahat only cover parts of web pages. Thus, the key use scerago
used for simulating a human user. A scenario is either a keysaenario or a page
scenario.

Subject Dimension The subject Dimension, shown in Figure 3.5, is the largedt an
most complex. It has 16 classeSubject Page\VersionTestRun Server Operating-
SystemFamily Language LanguageFamilyPage Site Domain SecondLevelDo-
main TopLevelDomainNutsLevel3 NutsLevel2 NutsLevel]l andCountry A sub-
jectis a specific, tested element on a tested web page, eigreage element starting

on line 3, column 4. Subjects are represented byShkjectclass. Its attributes are
Line and Col to represent the exact start position of theesprted subject. Web
pages are represented by the clBage However, as some web pages are frequently
updated, itis also necessary to consider versions of wedspddpese are represented
by the classPageVersionA subject is considered to belong to a certain version of a
web page. ThuSubjecthas a many-to-one associationRageVersiorwhich itself
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has a many-to-one associationRage Subjectalso has anany-to-manyssociation
to Scenarioin the Scenario dimension (not shown as each figure only sboesli-
mension). This is to represent which scenarios cover thigsiulA subject is always
covered by at least one scenario, hamely the page scenatitefpage version the
subject belongs to. Note that this association betweeseaddsa different dimensions
thus adds complexity compared to traditional DW models.

PageVersiorhas many-to-one associationshnute and Datein the Time and
Date dimensions. This is to represent the last modificataie df the page version.
PageVersioralso has a many-to-one association to the cleesstRunto represent
from what test a represented page version was fetched freivé. TestRuris used
to represent the differetiest runs A test run is the process of performing a crawl,
i.e., downloading pages, and evaluating the accessibiiitlye pages by means of the
barrier computations. When to start a new test run and wheoertinue using an
existing is decided by the crawler; typically a new test mistarted when the crawler
is started with a list of web sites to consider.

PageVersioralso has a many-to-one association to the cleaver This class
is used to represent different identified web server pragjuseich as “Apache/1.3.27
(Unix)”, from the crawl. The servers are identified by comesidg the HTTP headers.
Both the complete server string, including version infatiora etc., and a generic
server name (e.g., "“Apache”) are store8erverhas a many-to-one association to
OperatingSystemFamifghat represents different families of operating systench su
as “Windows”.

Finally, PageVersiorhas an association toanguagewhich represents different
languages such as “Swedish as spoken in Finland”. To alsesept the more generic
languagesl.anguagéhas a many-to-one association_anguageFamilyhich in the
previous example would represent “Swedish”.

Pageis associated t&ite which represents web sites. As attributes it has a title
describing the site and information about who added thetgitee observatory. As
previously mentioned, a web site belongs to one or more catsy ThereforeSite
has a many-to-many associationGategoryin the Category dimension. This associ-
ation has an association classteCategorisatigrwith the attribute CategoryWeight.
This shows the percentage of a site’s results that shoulaleted as belonging to
the associated category.

Site also has an association to the clA&gsLevel3 This class represents level 3
NUTS codes. A NUTS code [38] is a code representing a welhddfgeographical
area. (NUTS is short for Nomenclature des unités terdtes statistiques). The
level of detail can be varied from 1 to 3. For example, Falkiikh NUTS level 3
code “UKM26” is located in Eastern Scotland with NUTS levatd@le “UKM2” in
Scotland with NUTS level 1 code “UKM” in United Kingdom withoantry code
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“UK”. As motivated by the previous exampléyutsLevel3is associated tdVuts-
Level2which is associated thutsLevellwhich finally is associated tGountry

Site also has an association omain that represents Internet domains, such
asbbc. co. uk. Domainis associated t&econdLevelDomaithat in the previous
example is used to represard. uk and which is associated fmpLevelDomairthat
represents top-level domains suchuis

Remaining Classes As already described, there are three association claBges,
abilityGroupRelevancd-cui, UWEMCoverageand SiteCategorisatigrthat are not
part of any dimension. Apart from these, there is only thesT@stResulthat is not
in a dimension.TestResulis a class without attributes. It is associated to the ctasse
BarrierComputationVersignResult Subject Minute, and Date Thus it is used to
represent that a specific subject at a specific point in timeeavaluated by a specific
barrier computation version with a specific result. Thiscofirse, means that the
TestResultlass in dimensional terms representsfiet table

In the presented conceptual model, it is thus possible tresept information
about web related issues such as (versions of) web pagesimoic. It is also
possible to represent information about results of the suiioiity tests as well as
information about the used tests. The model needs constwittt associations be-
tween classes in different dimensions and is thus more antphan traditional DW
models.

3.4 Logical Model

The logical model for EIAO DW, shown in Figure 3.6, is a dimensl model based
on astar schem58]. There are 11 dimensions in the logical model, but twtheke
(the Date and Time dimensions) are duplicated, and thus ifltiplicates are ignored,
there are nine dimensions, as in the conceptual model.

The dimensions are formed by “merging” the classes that weseribed to be-
long together in Section 3.3. Thus, the hierarchy leveldhanlbgical model’s di-
mensions correspond to the classes in the conceptual nodesider, for example,
the classed.anguageand LanguageFamily When pages with a specific language
are considered, it is possible toll up and look at language families instead (e.qg.,
consider pages in “Swedish” instead of considering pagéSwedish as spoken in
Sweden” and pages in “Swedish as spoken in Finland” sepgraldéne lowest level
in the hierarchy for a dimension corresponds to the clagsishdosest to the class
TestResulin the conceptual model.

In the logical model, primary keys have been declared. Fedimensions, the
primary keys are the ID attributes at the lowest levels. ltartforeign keys have been
added in the logical model for associations that cross démes in the conceptual
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Figure 3.6: The logical model for EIAO DW

model (the associations that do not cross dimensions aresested by the internal
dimension hierarchies). For the one-to-many associatithis is done by adding
a foreign key to the “many side”. For many-to-many assomiej this is done by
adding abridge table[58] with two foreign keys that reference the two dimensions
If the association has an association class in the condeptugel, the attribute from
this will also be added to the bridge table. Consider, fongxa, again the many-to-
many association betwe&ite and Categorywith the association clasSiteCategori-
sationwith the attribute CategoryWeight. The schema for the tegpbridge table
become<at egor yWei ght (Sitel D, Cat egoryl D, Cat egor yWi ght)
where SitelD and CategorylD are foreign keys. Note thateheseign keys are not
declared in the database since the ID attributes they referare not primary keys.

Thus, there are four bridge tables in the logical model: Sceffoverage (that
relates subjects and scenarios) and DisabilityGroupRetfcui, UWEMCover-
age, and SiteCategorisation that apart from the foreigrs keye attributes as the
similarly named association classes in the conceptual mode

There is a single fact table, TestResult. This fact tablerttameasures and is
thus a so-calledact-lessfact table [58]. It is used to track events, namely results
of accessibility evaluations. It has a primary key consgtof the combined for-
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eign keys (referencing Result, BarrierComputationVersiime, Date and Subject
dimensions, respectively). The dimensions that are neteated from the fact table
areoutriggers[58] that are referenced from other dimensions or from l&ithbles.
This is, for example, the case for the Category dimensionish&ferenced from the
bridge table SiteCategorisation and in that way connectéke Subject dimension.

The dimensions for representing times and dates are dtgaicince they are
both used as ordinary dimensions referenced from the fat# {¢o track when an
evaluation took place) and as outriggers referenced franSthbject dimension (to
track when the page holding the subject was modified). Trerethre the duplicated
dimensions TestDate and ModificationDate as well as TegtTand Modification-
Time. Note that in the implementation, the duplicated disi@ms are just declared
as views over the same base table such that the data is natgdlyduplicated. In
fact, all dimensions and the fact table are made availalbtigi views to allow for
later redefinitions.

3.5 Physical Model

In the physical model for EIAO DW, tables are declared fordtferent dimensions
(recall that some dimensions are duplicates of others) ddddvtables in the logical
model. Further, more than 30 indexes have been declareeg¢a $p queries. Some
summary tables that hold answers to the most needed quesiesalso been defined.
These will be described in Section 3.7 where the aggregétioctions for the EIAO
DW are also described.

When the EIAO project is being scaled up to monitor 10,008ssithe data sizes
to handle in the EIAO DW will be very large, as previously menéed. To be able to
handle these data sets efficiently, partitioning of the dallebe used. In the logical
model, the by far largest tables are the fact table and thembion tables Subject
and Scenario and the bridge table ScenarioCoverage. Télgles are therefore the
obvious candidates for partitioning. The rest of the talalesnot expected to grow
so large that partitioning is necessary.

The reporting engine queries for aggregate results (se&alstion 3.7) for groups
of versions of web pages that were evaluated gpecific test run Thus, it makes
sense to use the test runs for partitioning the data. To niekeasy, the TestRunID
attribute can be used to decide which partition to place sgiven data in. This,
however, requires that the primary key of the Subject dinmengs changed into
(SubjectID, TestRunID). The fact table should then, of seualso have a TestRunID
attribute as part of its foreign key to the Subject dimensieuarther, the TestRunID
attribute should be added to the Scenario dimension anddsheupart of the pri-
mary key. Thus when a new scenatrio is being represented ther&estRunID for
the current test run is also inserted. Also, the Scenariefage bridge table should
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then reference the TestRunID attribute. When queryingdsulis for a specific test
run, it is then easy to find the partition to look into and thusid millions of tuples
irrelevant for the query in other partitions. The use of thdifions can be handled by
the stored procedures that implement the aggregationifunsctised by the reporting
engine.

3.6 Source Data

As previously mentioned, the results of the accessibilitgigations are stored as
EARL [120] which is an RDF [119] format. The EARL format is dgsed to de-
scribe results of tests such as these carried out by the Ei8@qb. Also data about
the web sites is stored as RDF data. RDF is based on tripldeedbtm (subject,
predicate, object). It is possible for an object to be thgesulof another triple and
thus RDF can form a graph. The source data for EIAO DW is thogdifferent from
the normal case for DWs. The ETL tool has to navigate in thplgraxtract data as
triples and transform it into relational data to load inte thatabase. The triples are
stored in a 3store triplestore [48]. Note that the RDF gragasily get very large with
many millions of nodes.

To load the DW, the ETL tool queries the triplestore by mednipies where
one or more of the components can have the special Wi which matches
anything. The matching triples from the triplestore arentheturned. Consider for
example the queryz, y, z). If all of x, y, z are different fromNone, this query will
return one triple (the same as the query) if it exists in tipdestore or an empty result
if the triple (z, y, z) does not exist in the triplestore. If, on the other hani$,None,
the result of the query will be all triples in the triplestavéh subjectz and predicate
Y.

Somewhat simplified, the ETL first fetches information aktest runs. For each
of the test runs to load data for, the ETL then fetches infoionaabout which sites
have been surveyed in the test run. For each site, it findsniaftion on scenarios
for that site and for each scenario it fetches informatioaualtests and their out-
comes. Although conceptually simple, this process is atigrgperforming poorly
when large data sets are loaded. When the triplestore hbldsllions triples from
different test runs, between 90 and 99 percent of the timgastson waiting for
the triplestore to extract triples. A faster solution isréfere needed to handle the
scalability requirements for the project.

In the triplestore, both results from the tests developethbyEIAO project and
from another accessibility project, calledergo[66], are stored. Both kinds of re-
sults are loaded into the DW.
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3.7 Aggregation Functions

From the graphical user interface to the EIAO DW a number eflpfined reports are
available. These reports can both give an overall accéigsitore and give detailed
scores for tests that are relevant for a number of importaEM tests. In both
cases, the score is the result of a C-WAM [91]. The reportsedher considering a
single domain or groups of domains. Domains can be groupsatdiag to country
of the provider, EU membership of the country of the providerd category of the
provider. Note that the reports thus always perform somd kinaggregation. The
reports will show the current score and a score for the changgared to last test
run. Note that the GUI thus currently only provides theserepand does not provide
access to all the data available in the EIAO DW.

For a report that considers groups of domains, the scorefisedeas the av-
erage of the scores for the included domains. This meansfthgbrovider is in-
volved in many categories, his domain will be counted in &lthem. However,
there is not a problem with double-counting results sincedeenot use already
aggregated results (holding partially overlapping reguior further aggregations.
Similar explanations hold for the other many-to-many iefet. For a single do-
main, the score is calculated based on results for each okdheuse scenarios
as defined in [91]. Somewhat simplified, the (non-detaileefV&M value for a

domaind, test runt (for which the key use scenarids, ..., k., exist), and dis-
ability group g is given asC(d,t,g) = > i, C'(k;,g)/m. HereC’ of a key use
scenariok (with the failed result§r,...,r,}) and disability groupy is given by

C'(k,g9) =1—T[i~, (1 — Py(ri, g)) wherePy(r, g) is a number giving the probabil-
ity for that the failed test resuilt introduces an accessibility barrier for the disability
groupg. This aggregation function is very different from the aggéon functions
normally used in DWs. Thus it needs special functions to littem: To make these
calculations efficient and to make future changes possiliileout changing the re-
porting engine, the scores are calculated by stored proegduo the DW. The main
part of the work is done by the procedures that calculatedbeedor a scenario and
domain, respectively. The other stored procedures justhesa and calculate an
average. To avoid problems with precision, SQL's NUMERIGadgpe with up to
1000 decimal points is used in the calculation of C-WAMs fomains. The detailed
C-WANMs are defined to be the ratio between failed tests fospieeific UWEM tests
divided by the possible number of failed tests, i.e., if twa of four tests fail, the
detailed C-WAM value is 0.5. Thus significant rounding esri not a problem for
those and FLOATS can be used instead of NUMERICs.

To make the use of the stored procedures fastammary tablegor persistent
cache$ have been defined for those stored procedures that caaates for a do-
main. The first time a value is calculated by a stored proeedbe result is inserted
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in a summary table together with the parameters to the smmemwkdure. Thus, the
summary table for the functioff defined above has columns DomainID, TestRunID,
DisabilityGrouplD and Result. Subsequent calls with igitparameters can then
be looked up and answered immediately. To avoid that an eedfases a long
response time if he is the first to calculate a given resudt,stiored procedures for
domains are invoked for each domain during the ETL process.

3.8 Conclusion and Future Work

In this work, a data warehouse for large amounts of accdisgitiata has been de-
signed and implemented. It is believed that this work is tret o develop a general
and scalable business intelligence solution to the fieldoéssibility. By doing this,
we can facilitate easy, efficient and reliable analysis efdata. To be able to do
this, a simple star schema was not enough as we also had éseapmany-to-many
relationships. During the development, the schema wasggltamany times due to
changes in the source data. It has thus — again — been exqastithat it is difficult
to develop a DW concurrently with the development of the sewystems.

The solution is entirely based on open source software witerd?ostgreSQL
DBMS has been both reliable and well-suited. However, stipjoo materialized
views is a missing feature in PostgreSQL. Built-in support haterialized views
and explicitly declared bitmap indexes could have imprawedoerformance of some
slow queries.

For the implementation of aggregating accessibility s¢éonetions (C-WAMS),
the stored procedure support in PostgreSQL has been valudlilis has made it
possible to isolate the GUI and schema allowing for tuninthefschema. Currently,
all C-WAM values are calculated in the DW by means of stored mhoes but it
seems more efficient to calculagemeof these in the ETL.

In the current solution, RDF is used to represent the souwata dvhen the ETL
is running, most of the time is spent on extracting RDF daienfthe used general-
purpose triplestore. Based on our (admittedly limited)ezignces, RDF seems to be
heavy to use for bulk-loading. The performance drops as @modemore triples are
present in the triplestore. In the future, it could be inééirg to investigate how the
RDF could be stored and extracted in a more efficient way.

The implemented solution is currently used with data fouacb150 web sites.
However, the EIAO project is intended to scale to 10,000 wigs $eing monitored
on a monthly basis. The future work therefore includes tolément partitioning to
handle the large data sizes (187.8 millions results eachthjpamd possibly distri-
bution of the DW on many machines. Also, data mining solishould be imple-
mented and used on the data. It will then be possible to firet@sting patterns that
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can improve the accessibility of web resources. Thesesssilbe addressed in the
upcoming release 2 of the entire EIAO system.

Please note that the complete EIAO system is the result odra &ffort with
substantial contributions from 10 organizations, seao. net [37] for details. The
EIAO DW, except for the GUI, is developed by the authors. Thd S designed and
developed by a team at Agder University College, Norway.






Chapter 4

3XL: Efficient Storage for Very
Large OWL Graphs

With the emergence of Semantic Web technologies like RDF@WL, so-called
triplestores that store triples of the folisubject, predicate, objectiave become im-
portant. To store this kind of data, different kinds of datgamizations have been
proposed. Many of these previously proposed solutions uslerlying relational
databases. The data is then stored in generic schemasittetboaany kind of RDF
triples. This offers flexibility with respect to the data tltan be stored, but the per-
formance for data sets (“graphs”) that are large suffersesinost of the data is stored
in a few but large tables and it becomes expensive to use thbkes when searching
for specific data or joining the tables. In this chapter, wecdbe another solution
targeted towards storing data expressed in (a subset d)WieLite language. The
proposed triplestore called 3XL generates a specializéabdae schema based on
information about the data to store. This is done to gairebgirformance for large
graphs containing many millions of triples.

4.1 Introduction

It is often said that the Semantic Web has the potential toludenize the Web
and how we use it. The content of the Semantic Web will be stdedable by
machines and we can thus use and access the huge amountrofatiém on the
Web in completely different ways from what we know today. Tak®a the content
available to machines, we need ways to describe meaningrargies of data.

39
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In the Resource Description Framework (RDF) data model faettie Semantic
Web, so-callecstatementave three parts: a subject, a predicate, and an object.
For example, a statement could be “Course CS123 ObjecttedeProgramming
is taught by John Smith”. Here “Course CS123 Object-OriggrReogramming” is
the subject, “is taught by” is the predicate and “John Smighthe object. To store
this kind of statements, so-calledplestoresthat store triples of the fornfsubject,
predicate, objecthave become popular. Many such triplestores also offehdurt
functionality such as inference where additional stateémean be inferred from the
stored statements. However, these triplestores may soewtiave to store many
million triples and performance becomes an issue.

In this chapter, we propose the triplestore 3XL (named socshbw that this
triplestore can store large datasets) that scales bettehdolarge data sets. 3XL
automatically generates a specialized schema for the datdibon OWL descrip-
tions of classes and their properties. The solution useslifezt-relational features
of PostgreSQL [94] (in particular inheritance for table3he use of a specialized
schema instead of a general schema that stores any kindeobffets good perfor-
mance, both when inserting and extracting triples. In mtsjgrhere the structure of
the data to store is fixed or changing rarely, the improvetbpmance obtained with
a fixed schema is a desirable and the flexibility of a genefarea is not needed.
And in case of changes to the structure of the data should,cgaew specialized
schema can be generated with 3XL.

When generating a specialized database schema for an OWlogyt3XL cre-
ates a table for each OWL class. This table is then used todad&dabout instances
of that class. Further, 3XL may create a table for each ptppkat does not have
a maximal cardinality specified. To get good performancel,. 8¥erts data into a
data buffer in main memory. Only when needed due to too higimang usage or the
user committing, the data is being moved into the underlf#ogtgreSQL database.
When this happens, bulkloading techniques are used. Thlsis3very well-suited
for use scenarios where large amounts of triples are irtsarteulks.

The 3XL triplestore is at this stage targeted towards th&ls@hiematic concepts
such as classes (including subclasses) and propertidsdiimg domains, ranges and
cardinalities). This will be enough for many projects and ba handled efficiently.
However, the solution is made in a general way such that d@ eds be applied to
different kinds of data and can be extended with other featsuch as inference for
which only some needed type inference currently is consiler

The rest of this chapter is structured as follows. The regoénts for 3XL are
described in Section 4.2. In Section 4.3, an overview of 3dchema generation
procedure is given. This is followed in Section 4.4 by mortailied descriptions of
the schema generation, addition of triples, and query randIThe rows inserted
into the underlying database by the proposed solution argpaced to those inserted
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into a generic schema similar to the one used by 3store indBetb. In Section 4.6,
related work is described. Section 4.7 concludes and ptorftdure work.

4.2 Requirements

The requirements for the 3XL system are inspired by our éxpees from the Eu-
ropean Internet Accessibility (EIAO) project [37]. In théAD project data about
the accessibility of web resources is collected. Results of the accessilgligiu-
ations are first stored as RDF [119] and EARL [120] in a trifges and then later
loaded into a multidimensional data warehouse (DW) calleslOEDW. Originally
3store [48] was used as the triplestore and data for moredhasite kept together.

When around 100 web sites were considered by the EIAO projemte than 75
millions triples existed in the triplestore. Since one @& tinderlying MySQL tables
in 3store has a row for each triple, this table is getting \mgyand performance suf-
fers. When the extract—transform—load (ETL) tool was usdddd the data into the
EIAO DW, between 90% and 99% of the used time was spent onotixigedata from
the triplestore. The problem got worse as more triples weitten to the triplestore.

So based on our experiences from this project, we have dmsige 3XL system.
3XL is not specialized for EIAO, but instead a general toaiu®ed on efficient stor-
age of OWL data. More precisely, a subset of the OWL Lite qoigss$ are supported
as described below.

To generate a specialized database schema, 3XL requitgsaiion about the
structure of the data to store. For these specificationsg Hre different options. One
possibility is to use RDF Schema (RDFS) [118] which is a W3CdRemendation.
However, RDFS has some drawbacks. For example, RDFS doefiowtcardinali-
ties to be specified. Further, RDFS has some rather comptectsssuch as classes
of classes. Another possibility is OWL [117] which is also 8@/Recommendation.
OWL consists of three increasingly expressive subparts:LQWeé, OWL DL and
OWL Full. For the basic storage of data about instances, ardybset of the least
expressive sublanguage, OWL Lite, is needed. OWL Lite sffemme nice features
such as distinction between properties that relate to otitviduals (objects) and
properties that relate to datatype values, and disjoisthetveen classes, properties,
individuals and data values [117]. For these reasons, OVi& ikiused to describe
the data to store in 3XL. The OWL Lite constructs supporte8Xh are:

e oW : C ass

'For a web page to be accessible, it must be be usable for paithldisabilities. For example, a
blind user using a screen reader should also be able tovettie information on the page so a page
only containing graphic objects is not accessible. To makb vesources accessible there are some
guidelines to follow [122,123].
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rdf s: subCl assOf

ow : Obj ect Property
e oW : Dat aProperty

rdf s: domai n

rdf s: range

ow : Restriction

e oW : onProperty
e oW : maxCardinality

Support for other of the left-out OWL Lite constructs can lbded to 3XL later
(see also Section 4.7).

Theopen worldassumption from OWL is, however, not retained. In OWL, azlas
defined in some ontology may be extended later on in time ith&n@ntology. For
3XL it is assumed that there exists an ontology that definesldsses once and for
all at the build time for the specialized database schemter Atie database schema
has been built, only data about individuals (i.e., objestdnces) can be added and
only data that fits into the schema. Itis also assumed thatiadwidual: is not both
an instance of clasd and classB unless one of the following conditions hold:

e Ais asubclass aB.
e Bis asubclass aofl.

e 7 is also an instance of clagsandC is declared to be a subclass of battand
B.

The first two conditions are needed to allow subclass relstigps where it due to
transitivity always holds that if a clas$ is a subclass of3 then all instances oft
are also instances @.

The last condition says that an individual cannot be saictarbinstance of both
classesA andB unless a clas§' that is a subclass of both of these has been dedared
This is not a serious limitation sinceiithould be an instance of the classeand B
where none of them is a subclass of the other, then a €lagsich is a subclass ot
and B just has to be createdshould then be an instance of clagsvhich of course
implies thati is also an instance of classdsand B.

The PostgreSQL DBMS [94] is an advanced open-source DBMS][f@th
proven scalability and reliability. PostgreSQL also supgpobject-relational features

2Note that theequi val ent O ass construct from OWL Lite is not supported in 3XL.
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(table inheritance) which are very useful for 3XL. For thesasons it is decided to
let 3XL work on top of a PostgreSQL database.

In 3XL, a query is a triple of the forns, p, o) where any of, p, ando may have
the special value denoted By The result of such a query, is a set of triples that have
identical values for the three parts of the given triple. éNibtat+x matches anything
in this context. Thus the querl, x, x) gives all triples in the triplestore. This kind
of queries consisting of triples can be handled efficientigt & is easy to start using.
For a start, this is the only way to query the triplestore, later support for RDF
query languages can be added.

4.3 Overview of 3XL

In this section, we informally describe the general ideaualyenerating a specialized
database schema for an OWL ontology. The descriptions ghgiué an intuition
about how 3XL works before this is more precisely descrilvethé next section.

To build the database to store the data in, an OWL ontologgasl.r This on-
tology should once and for all define all classes, their gackitd relationships and
their properties (including domains and ranges for all progs). In the database, a
class tablds created for each class. The class table representindatsstdirectly
inherits from any class tables representing the parensetasfC. This means that
if the class table for"s parentP has the attributes, b, ¢ then the class table far
also at least has the attributes, c.

Two attributes are needed for each instance of any classDAantl a URI. To
have these available in all tables, all class tables, dyrectindirectly, inherit from a
single root class table that represents the OWL dags Thi ng that all other OWL
classes inherit from. The class table @ : Thi ng has the columns ID and URI.
All the ID values are for convenience unique integers drawwmfthe same database
sequence (this will be explained later).

If the classC has aDat aProperty d with maxCardi nality 1, the ta-
ble for C' has a columnd with a proper datatype. For multiproperty without a
maxCar di nal i t y3there is a speciahultiproperty table This multiproperty table
has a column for holding the attribute values and a columhhbias the IDs for the
instances the property values apply to. The ID attribute Bat a foreign key, but it
is not declared (this is explained below). We here denoteahidoose foreign key
Note that a multiproperty table does not inherit from thesslable foow : Thi ng
since multiproperty tables are not intended to represestameces, but rather values
for certain instances. Note also that a given multipropgtya classC' has only one
multiproperty table. There will not be a multiproperty talibr each subclass 6f.

SOWL Lite only allowsmaxCar di nal i ty 0 or 1.
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Anow : Obj ect Pr operty ishandled similarly to how aow : Dat aPr op-
erty is handled. If the object property hasd : maxCar di nal i ty 1, a column
for the property is created in the appropriate class tabkés @dolumn holds IDs for
the referenced objects. If the property is a multipropeitig value column in the
multiproperty table holds ID values.

Note that instead of using multiproperty tables, the clabtet can have columns
that hold arrays. In that way it is possible to representrséymoperty values for an
instance in the single row that represents the instancedstigun.

Example 4.3.1 We now introduce a simple example that will be used as a rgnnin
example throughout the chapter. To save space we do not ukeddRhames for
classes and properties introduced in the example but just simtuitive names.

Assume that there are three classé3ocument, HTMLVersion, and HTML-
Document, whereHTMLDocument is a subclass oDocument. Document has
the propertiestitle and keyword. The propertykeyword is the only multiprop-
erty in this exampleHTMLVersion has the propertiesersion and approvalDate.
Apart from the inherited propertiesi TMLDocument has the propertyusedVer-
sion. The propertyusedVersion is anow : Cbj ect Propert y withow : r ange
HTMLVersion. The remaining properties are all of kinmM : Dat aPr operty.

This results in the database schema drawn in Figure 4.1. rltaree is shown
with arrows as in UML. A loose foreign key is shown as a dottedva Note that
names of the shown classes and attributes here for conveene as given in the
example. In the actual database schema shorter, synthaties are used. For now,
please ignore themp table which is explained later.

owl:Thing

D
URI

keyword Document HTMLVersion
1D =] -=->

keyword URI URT

title version
approvalDate

HTMLDocument
0

URI

title

usedVersion F--- CcT

map
URT

Figure 4.1: A database schema generated by 3XL

When triples are being inserted into the schema from Exadhf@d, 3XL has
to find out which class the instance in question (i.e., thgestipbelongs to. This
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decides which class table to insert the data into. If the gntygname of the triple is
unique among classes, it is easy to decide. But in any cadec&Xdeduce the most
specific class that the instance for sure belongs to. Thig apexific class might

in one extreme bew : Thi ng, but nevertheless it is then possible to represent the
instance in the class table fom : Thi ng then.

To be efficient, 3XL does not insert data from a triple into thmelerlying data-
base as soon the triple is added. Instead data is held in meamony until larger
amounts of data can be inserted quickly into the underlyatgloshse using bulk load
mechanisms. To keep data in main memory for a while also leadkantage that
the type detection described above can make a more preass.ghote that it is a
requirement in OWL Lite (and OWL DL) that there is a triple igig ther df : t ype
for each individual. Thus, a triple revealing the type skoappear sooner or later
and will thus often have appeared when the actual insenitmthe database takes
place.

In Example 4.3.1 it may, however, happen that an instarafehe clasDocu-
ment that has been written to the class tableBarcument later turns out to actually
be an instance of the clasBTMLDocument. But in that case it is easy to move the
row representing from the class table fabocument to the class table forTML-
Document. Here it is convenient only to have one multiproperty talolekeyword
since no rows have to moved from the multiproperty tablesBfso shows why the
foreign key from multiproperty tables has to be loose. Itriknown which class table
the referenced ID value is located in. However, when quegrion a specific ID value
for an instance obocument in Example 4.3.1, it is enough to use the SQL expres-
SionSELECT | D FROM Docunent WHERE.... PostgreSQL then automatically
also looks in descendant tables. This also shows why alliogld be unique across
tables and therefore are drawn from the same sequence.

A drawback of the approach where a row representing an icstiasrmoved from
one class tablg’ to a class table for a subclass is that the subclass may put a
maxCar di nal i ty 1 restriction on a property that in the superclass is a multi-
property. In this case, the multiproperty table fds not needed to represent data for
S instances. It is then possible to jebe represented by a column $hand not by
the multiproperty table that has a loose foreign ke§'tdHowever, for simplicity we
keep using the multiproperty table fprif it already exists and do not add an extra
column forp to the class table faf. This makes it possible to erroneously insert too
manyp values for anS instance, but the purpose of 3XL is to serialize the triplés i
given; not to provide validation. Instead, a general OWLlidatbr could be used in
front of 3XL.

When the triplestore is queried (remember that this is dgmadmans of gsubject,
property, object}riple which may hold« values), a similar approach can be used. If
a property is given, this can reveal which class table(sdad into. If only a subject
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or object is given, it is possible to look up the URI in thed : Thi ng class table.
This is, however, potentially very expensive. For that oea8XL in addition to the
previously mentioned class tables also has a tahle that maps from a URI to the
class table that holds the instance with that URI.

In summary, the idea compared to a table structure as then@stadre is to have
the data spread out over many tables (with potentially mathynens). This makes
is easier to find certain data when the table to look in can bstifiled easily. The
tables also have a very good potential for being indexedeXesl may be added to
those attributes that are often used in queries.

4.4 The 3XL System

In this section, we first give a detailed description of how #pecialized database
schema of 3XL is generated. After that we describe how aditio the triplestore
are handled. This is followed by a description of how queaieshandled.

4.4.1 Schema Generation

In the following, we describe the handling of each of the sufgal OWL constructs
when the specialized database schema is generated. Tatgetherdatabase schema,
3XL reads an ontology and builds a model of the classes imgutheir properties
and information about subclass relationships. During timstuction of this model, a
mapping from property names to the most general class indimaih of the property
is also built.

Based on the built model, SQL DDL statements that createdkdead tables are
generated and executed. Note that this SQL is not conformoiige SQL standard
since it uses PostgreSQL’s object-oriented extensioresr{s®e below). The model
is built first, since a property may be declared to have theadombefore the class
d is described in the OWL ontology. Thus the model is only a nmeagenerate the
final SQL, and we do therefore not describe the model in detdilstead we focus
on the resulting database schema.

Note that a database schema generated by 3XL always habkhewg( uri ,
id, ct). Asexplained later, this table is used to make it fast to firedtable that
represents a given instance and the ID of the instance.

We are now ready to describe how each of the supported cotsstisted in Sec-
tion 4.2 are handled in the specialized database schemaudiwut the description,
we assume that a database schébria being generated for the OWL ontology.

owl:Class Anow : Cl ass in O results in a table, calleddass tablein D. In the
following text, we denote b¢ x the class table i) for the classX in O. Cx is used
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such that for each instance &f that is not also an instance of a subclassYoand
for which data must be stored in the triplestore, there isxane row inX. Each
represented instance has a URI and is given a unique ID by 3XL.

A special class tabl&ow : Thi ng, for owl : Thi ng is always created iv. This
special class table does not inherit from any other tablehasdwo columns named
1D (of type INTEGER) andJ RI (of type VARCHAR). Any other class table cre-
ated in D will always inherit from one or more other class tables (selew) and
will always — directly or indirectly — inherit fronCow : Thi ng- This implies that the
columnsI D andU RI are available in any class table.

For other class tables thaf : thi ng, Other columns may also be present: A
class table for a class that is in thelf s: dormai n of some propertyP and is a
subclass of a restriction saying tbed : naxCar di nal i t y of the property isl,
also has a column faP. This column is only explicitly declared in the class talwe f
the most general class that is the domain of the property.cBss tables inheriting
from that class table then automatically also have the colufor an example of
this, refer to Example 4.3.1 where a column fitle is declared in the class table for
Document.

rdfs:subClassOf For classesX andY in O whereY is a subclass oKX (i.e., the
triple (Y, rdf s: subCl assOF , X)) exists inO), there exist class tablesy and
Cy in D as explained above. By is declared to inherit fron@x and thus has at
least the same columns @g. This resembles the fact that any instanc&’ak also
an instance of{. So when rows are read froffiy to find data aboufX instances,
PostgreSQL will also read data frafly- since the rows there represent data aliout
instances (and thus also instances). In Example 4.3CLtmLpocument iNherits from
Cbocument SinceHTMLDocument is a subclass ddocument.

Any class X defined inO that is not a subclass of another class implicitly be-
comes a subclass ofM : Thi ng. Thus, if no other parent is specified faf, Cx
inherits fromCouw : Thi ng @S d0Cpocument ANACHTMLVersion IN the running example.

owl:ObjectProperty and owl:DataProperty A property (no matter ifitis anw :
Cbj ect Propertyorow : Dat aPr opert y)results in a column in a table. If the
property is arom : Qbj ect Pr operty, the column is of type INTEGER such that
it can hold thel D for the referenced instance. If the property on the othedhsian
ow : Dat aPr operty, the column is of a type that can represent the range of the
property, e.g., VARCHAR or INTEGER.

If the oWl : maxCar di nal i tyis 1, the column is placed in the class table for
the most general class in thelf s: domai n of the property. Since there is at most
one value for each instance this makes it efficient to find #ita dince no joining is
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needed and one look-up in the relevant class table can fingl praperty values for
one instance.

If no ow : maxCar di nal i ty is specified, there may be an unknown number
of property values to store for each instance, though. Toesé¢he idea about storing
one property value for an instance in a column in the clade tafeaks. Instead, a
column with an array type can be used. This is efficient if mesyes should be
stored and all extracted at the same time. But an array isnekmeto search for a
specific value in. Another solution is to createnaltiproperty table Each row in the
multiproperty table represents one value for the propeanyafspecific instance. In
a multiproperty table there are two columns: One to hold iheflthe instance that
the represented property value applies to and one for theepsovalue itself. This
is the most efficient solution if it is common to search for adfic property value.
This approach is illustrated for theyword property in Example 4.3.1.

It can be left as a configuration choice if multiproperty &sbbr array columns
should be used for properties with no explicit maximum azatiy.

rdfs:domain  Ther df s: donai nfor a property is used to decide which class table
to place the column for the property in in case it hasa : maxCar di nal i ty of
1 or in case that array columns are used instead of multiptppedbles. In either of
these cases, the column to hold the property values is piacéd whereT is the
domain.

If multiproperty tables are used and n@d : maxCar di nal i ty is given, the
r df s: domai n is used to decide which class table holds (directly or iradiyein a
descendant table) the instances for which the propertyesadoe given. So in other
words, this decides where one of the IDs referenced by thépraperty table exists.
Note that no foreign key is declared in. To understand this, recall that since there
is only one multiproperty table for the given property, thesmnspecific type of an
instance that has this property may be different from thetmgeseral. So although
the property has domail, another clas® may be a subclass df, andY instances
can then also be legally referenced by a property with rakigeAn example of
this is seen in the running example, whé&eyword is defined to have the domain
Document, but anHTMLDocument can also havé&eyword values. So in general
there is not only one class table representing the rangerefdie we use doose
foreign key A loose foreign keyL F'K, from Cx to Cy is a columnly in Cx and
a column/y in Cy with the constraint that if a row i€y has the value for ¢,
then at least one row ifly or a descendant table 6§ has the value in the column
fy. The crucial point here compared to a “normal” foreign keythiat the referenced
value does not have to be @, but can instead be in one 6{'s descendants. Note
that a loose foreign key is not enforced by the DBMS; thisfisttie3XL to do.



4.4 The 3XL System 49

If no domain is given irO for the property, it is implicitly assumed to lweM :
Thi ng.

rdfs:range Ther df s: r ange is used to decide where to find referenced instances
foranowl : Obj ect Pr operty and to decide the data type of the column holding
values for anowl : Dat aProperty. So, similarly to the case explained above,
the range decides which table the other ID of a multipropéatje for an object
property references by a loose foreign key. Further, wherrdinge of a property

p is known, the object of a triple where the predicatg,i€an have its df : t ype
inferred (although it in OWL Lite also has to be given exphoi

owl:Restriction (including owl:onProperty and owl:maxCardinality) In OWL,
the way to say that a clags satisfies certain conditions, is to say tliais a sub-
class ofC’ where(’ is the class of all objects that satisfy the conditions [SheT
(' class can be an anonymous class. To construct an anonynmamssfat which
conditions can be specified, tloaM : Restri cti on construct is used. For an
oW : Restri ction, a number of things such asM : maxCar di nal i ty can
be specified.

Following the previous explanations about classes andasg#s this would lead
to generating class tables for anonymous restrictions v@¥géngenerates the data-
base schema. But since all instance€6twhich is actually anonymous) would also
be instances of the non-anonymous cl@smdC- would thus be empty, this is more
complex than needed. Instead, when 3XL generates the databhema, supported
restrictions are “pulled down” to the non-anonymous sutxlaSo if the restriction
C' of which C is a subclass, defines tioaM : maxCar di nal i ty to bel for the
property P by means obw : onPr operty, this means thaP can be represented
by a column inC and that no class table is generateddbr

Currently, 3XL’s restriction support is limited as only darality constraints are
handled. As previously described, am : maxCar di nal i ty of 1 results in a
column in a class table. Thus we assume that a propertyrmith Car di nal ity
1 only occurs once for a given subject. This is deviation fittkm OWL semantics
where it for a property with owl : maxCar di nal i ty 1 can be deduced that

ando, are equivalent if the both the tripl¢s, p, 01) and(s, p, 02) are present.
The following table summarizes how OWL constructs from th&togy O are
mapped into the database schefha
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The OWL construct ... | resultsin ...
owl:Class a class table
rdfs:subClass the class table for the subclass inherits from the clase tabl

for the superclass

owl:ObjectProperty or | a column, in a class table if the max. cardinality is 1 and
owl:DataProperty a multiproperty table otherwise

rdfs:domain a column for the property in the class table for the domain if
the max. cardinality is 1

a loose foreign key from a multiproperty table to class

table otherwise i
rdfs:range a type for the column representing the property.

=)

4.4.2 Triple Addition

We now describe how 3XL handles triples that are insertemlargpecifionodel M
which is a databasel/ has the database schemavhich has been generated as de-
scribed above from the ontologys with schematic data. We assume that the triples
to insert are taken from an ontolo@y; which only contains data about instances,
and not schematic data about classes etc. NoteCthatan be split up into several
smaller sets such thét; = Oy, U--- U Oy, where eaclOy,,i =1,...,n, is added

at a different time. In other words, unlike the schema gearmeravhich happens only
once, the addition of triples can happen many times.

First, we focus on the state fd/ after the addition of the triples i®; to give
an intuition for the algorithms that handle this. Then, wesent pseudocode in
Algorithms 4.1-4.3 and explain the handling of triple aiatis in more details.

When a triple(s, p, 0) is added to)/, 3XL has to decide in which class table
and/or multiproperty table to put the data from the triplepi€ally, the data in a
triple becomes part of a row to be inserted idth For each different for which
atriple (s,r df : t ype, t) exist¢ in O; and no triple(s,r df : t ype, ') wheret’ is
more specific tham exists inOy, a rowR is inserted intd’;.

We now consider the effects of adding a trigke p, o) wherep is a property
defined inOg. First, assume thatis declared to havewl : maxCardi nal ity 1.
ThenR's column forp in C; gets the value/(p, o) wherev(p, o) equalso if pis an
ow : dat aProperty andv(p, o) equals the value of theD attribute inR, if p is
anow : Qbj ect Property. In other words, the value of a data property is stored
directly whereas an the value of an object property is natdtas a URI, but as the
(more efficient) integer ID of the referenced object.

Now assume that now : maxCar di nal i ty is given forp. As previously
mentioned, such properties can be handled in two ways. dyarolumns are used,
the situation resembles that of a property with a maximadioatity of 1. The only
difference is that the column fgrin R, does not get its value set tgp, o). Instead

“4Recall that the type must be explicitly given.
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the value ofv(p, o) is added to the array in the column fomn R, (but the array may
also hold other values). If multiproperty tables are uslad,rbw(L, v(p, o)) where

¢ is the value of thed D attribute inR; is added to the multiproperty table for In
other words, the row that is inserted into the multiprope¢atyle has a reference (by
means of a loose foreign key) to the r&®y. Further, it has a reference to the row for
the referenced object jfis anowl : Gbj ect Pr opert y and otherwise the value of
the property.

So this means that for properties defined’ig the values they take i®; are
stored explicitly in columns in class tables and multipriyp&ables. For other triples,
information is not stored explicitly by adding a row. If theegdicatep of a triple
(s,p,0) isrdf : t ype, this information is stored implicitly since this triple e® not
result in a row being added t&/, but decides in which class talii; is put.

The pseudocode listed in Algorithm 4.1 (and Algorithms 4n2 &.3 used by
Algorithm 4.1) shows how addition of triples is handled. Bao-calledralue holder
vh, we denote byh[z] the value thavh holds forz. We let the value holders hold
lists for multiproperties and denote bythe concatenation operator for a list.

Algorithm 4.1 AddTriple
Input: A triple (s, p, o)
1. vh «— GetValueHolde(s)
2: if pis defined inOg then
if domair(p) is more specific thanh[r df : t ype] then
vh|[r df : t ype] «+ domair{p)
if maxCardinalityp) = 1 then
vh[p] « Valug(p, o)
else
vh[p] < vh[p] o Valug(p, o)
else ifp = r df : t ype and o is more specific thani[r df : t ype] then
vhlrdf : type] < o

w

CLO oM OA

When triples are being added Ad, 3XL may not immediately be able to figure
out which table to place the data of the triple in. For thisorg but also to exploit the
speed of bulk loading, data to add is temporarily held da& buffer Data from the
data buffer is then, when needed, flushed into the databdsdkisr This is illustrated
in Figure 4.2.

The data buffer does not hold triples. Instead it holdhie holdergsee Algo-
rithm 4.1, line 1 and Algorithm 4.2). So for each subjedf triples that have data
in the data buffer, there is a value holder associated withithis value holder, an
associative array maps between property names and valudsege properties. In
other words, the associative array foreflects the mapping — v(p,0). Note that
if the predicatep of a triple (s, p,0) isrdf : t ype, p — o is also inserted into the
associative array in the value holder founless the associative array already maps
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Algorithm 4.2 GetValueHolder

Input: A URI « for an instance
1: if the data buffer holds a value holdét for » then
2: return vh

3: else
4:  table — ExecuteDBQuer{SELECT ct FROM map WHERE uri &)
5. if table is not NULL then
6: /* Read values from the database */
7 vh «— new ValueHolde()
8: Read all values for from table and assign them toh.
9: Delete the row with URL from table
10: for all multiproperty tablesnp referencingable do
11: Read all property values in rows referencing the row«fan table and assign
these values toh
12: Delete frommp the rows referencing the row with URIin table
13: Add vh to the data buffer
14: return vh
15:  else
16: [* Create a new value holder */
17: vh «— new ValueHolde()
18: vh|URI] «— u
19: vh[ID] < a unique ID
20: return vh

Algorithm 4.3 Value
Input: A propertyp and an object
1: if pisanow : Cbj ect Property then
2:  res «— ExecuteDBQuerSELECT id FROM map WHERE uri 8)

3: if resis NULL then

4 res — (GetValueHoldeo))[ID]
5: return res

6: else

7:  [*ltisanow : Dat aProperty */
8: return o

rdf : t ype to a more specific type tham Actually, 3XL infers triples of the form
(s,rdf : type, o) based on predicate names, but only the most specializedgype
stored (Algorithm 4.1 lines 3—-4). This type information &dr used to determine
where to place the values held by the value holder. For a pnafiertyp, the asso-
ciative array will mapp to a list of values (Algorithm 4.1, line 8) but for a property
with a maximal cardinality of 1, the associative array withpy to a scalar value (Al-
gorithm 4.1, line 6). Further, 3XL assigns a unique ID to eswbject which is also
held by the value holder (Algorithm 4.2, line 19 when the edholder is created).
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Client application 3XL

PostgreSQL

(a,b,¢) /\
e * L0

Tables

Data buffer CSV files

~

Figure 4.2: Flow of data in 3XL

Example 4.4.1 (Data buffer) Assume the following triples are added to an empty
3XL modelM for the running example:

(http://fexample.org/HTML-4.0, version, "4.0")
(http://fexample.org/HTML-4.0, approvalDate, "1997-13")
(http://fexample.org/programming.html, title, "How to Ge?")
(http://fexample.org/programming.html, keyword, "Jaya”
(http://fexample.org/programming.html, keyword, "pragnming”)

Before the triples are inserted into the underlying databdy 3XL, the data
buffer has the following state.

http://example.org/HTML-4.0 http://example.org/programming.html
ID — 1 ID — 2
rdf:type —  HTMLVersion rdf:type  — Document
version — 4.0 title — How to Code?
approvalDate +— 1997-12-18 keyword +— [programming, Java]

Here the top row of a table shows which subject, the valuedndidlds values
for. The following rows show the associative array (whichdionplicity is shown to
hold the ID as well as the property values). Note that the fgpéttp://example.org/
programming.html is assumed to B@cument since this is the most general class
in the domains ofitle andkeyword.

Now assume that the triple (http://example.org/programaitml, usedVersion,
http://example.org/HTML-4.0) is added fo. Then the type detection finds that

http://example.org/programming.html must be of tif#egMLDocument, so its value
holder gets the following state.

http://example.org/programming.html
ID — 2

rdf:type — HTMLDocument
title — How to Code?
keyword — [programming, Javal]
usedVersion — 1
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Note how the value holder mapsedVersion to the ID value for http://example.
org/[HTML-4.0, not to the URI directly. If the requireddf : t ype triples now are
inserted, this does not change anything since the typeti@tdtas already deduced
the types.

Due to the definition of described above, the value holders and eventually the
columns in the database hold IDs of the referenced instaiocasbject properties.
But when triples are added, the instances are referred tdig.L50 on the addition
of the triple (s, p, o) wherep is an object property, 3XL has to find an ID fori.e.,
v(p,0). If ois not already represented M, a new value holder foo is created
and it is assigned a new unique ID (Algorithm 4.3, line 4). Brgling on the range
of p, type information aboub may be inferred. lfo on the other hand is already
represented i/, its existing ID should of course be used. It is possible arce
for the ID by using the querELECT i d FROM Cow : Thing WHERE uri = o.
However, for a large model with many class tables and many @e., data about
many instances) this can be an expensive query. To makeasier,f3XL maintains
a tablemap(uri, id, ct) whereuri andi d are self-descriptive andt is a
reference to the class table where the instance is repessewthenever an instance
is inserted into a class tablg, the instance’s URI and ID and a reference&’{oare
inserted intomap®. By searching the data buffer which is held in memory and the
map table (which is indexed), it is fast to look up if an instans&iready represented
and to getits ID if it is.

Similarly, 3XL also needs to determine if the instances already represented
when adding a triplés, p, 0). Again thermap table is used. I§ is not already repre-
sented, a new value holder is created and added to the d&a i on the other
hand is represented, a value holder is created in the ddte lauid given the values
that can be read from the class table referenced framand theriR ; and all rows
referencing it from multiproperty tables are deleted. lis thay, it is easy to get the
new and old data fos written to the database as data fds just written as if it was
all newly inserted (see below). This also helps, if it duedwly added data becomes
evident thats has a more specialized type than known before.

When the data buffer gets full or when the user issues a cogoniimand, the
data in the data buffer is inserted into the underlying dagab This is done in a bulk
operation where PostgreSQL's very efficient COPY mechanssosed instead of
INSERT SQL statements. So the data gets dumped from the diif¢a to temporary
files in comma-separated values (CSV) format and the tempéles are then read
by PostgreSQL. Thedf : t ypes that are read from the value holders are used to
decide which tables to insert the data into. In case, no typ@awn,ow : Thi ng
is assumed. For unknown property values, NULL is inserteohultiproperty tables

SThusmap corresponds to a materialized view. However, PostgreS@is darrently not support
materialized views and thus 3XL has to maintain tteg table itself.
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are used, values from a multiproperty are inserted intcetlvestead of a class table.
The details of this COPY operation are not discussed here.

4.4.3 Querying for Triples

In this section, we describe how 3XL handles queries fotdsipn a modell/. We
assume that the query itself is a trigle= (s, p, 0). However, any of the elements in
the query triple can take the special valueSince the schematic information given
in Og (for which the specialized schema was generated) is fixedionet consider
queries for schematic information here. Instead we focugugmies for instance data
inserted intoM, i.e., queries for data i®;. The result of a query consists of those
triples in M where all elementsnatchtheir corresponding elements in the query
triple. The speciak value matches anything, but for all elements in the quepletri
different from, all corresponding elements in a triglein M have to be identical
for T'to be included in the result.

Example 4.4.2 (Queries)Consider again the triples that were inserted in Exam-
ple 4.4.1 and assume that only those (and the required &iphplicitly giving the

r df : t ype) were inserted intd/. The result of the querfx, keyword x) is the set
holding the following triples:

(http://fexample.org/programming.html, keyword, Java)
(http://fexample.org/programming.html, keyword, pragraing).
The result of the querghttp://example.org/HTML-4.G, x) is the set holding the

following triples:

(http://fexample.org/HTML-4.0, rdf:type, owl:Thing)

(http://fexample.org/HTML-4.0, rdf:type, HTMLVersion)

(http://fexample.org/HTML-4.0, approvalDate, 1997-18) 1

(http://fexample.org/HTML-4.0, version, 4.0),

i.e., the set containing all the knowledge about http:/fegke.org/HTML-4.0,
including all its known types.

As there are three elements in the query triQlend each of these can take an
ordinary value or the special valsethere are? = 8 generic cases to consider. We
go through each of them in the following, p, ando are all values different from.
When we for a subject say that the class table that holds found, it is implicitly
assumed that some class table actually heldff this is not the case, the result is
of course just the empty set. Further, we assume that allislatathe underlying
database. The solution could be extended to also consitieirdéne data buffer, but
for simplicity we here assume that the data is inserted imodatabase before the
queries are executed.
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Case(s,p,0) Inthis case, the query is for the query triple itself, i.Be tesult set
is either empty or consists exactly of the query triplep Bqualsr df : t ype, the
result is found by looking in therap table to see if the class table holdings C,

or a descendant af,. This is done by using the single SQL que3LECT ct
FROM map WHERE uri = s which can be performed fast if there is an index
onmap(uri, ct). If sis held byC, or a descendant a,, @ is returned and
otherwise an empty result is returned.

If pis different fromr df : t ype, the result is found by finding the ID far(from
now calledsid) and the class table whesés inserted (by means afap). If that class
table has a column or a multiproperty table fgrit is determined if the property
takes the value for s. To determine this, it is necessary to look fdp, o) in the da-
tabase as an ID is stored instead of a URI fooah: Cbj ect Property. If ptakes
the valueo for s, Q) is returned, otherwise the empty result is returned. Sodigsires
an SQL query selecting the class tabley(is represented by a column) or the ID (if
p is represented by a multiproperty table) framap and either the querELECT
true FROM cl asstable WHERE id = sid AND pcol um = v(p,o) (if
p is not a multiproperty), the quelSELECT true FROM cl asst abl e where
id = sid AND v(p,0) = ANY(pcol umm) (if p is a multiproperty represented
by an array column), or the queBELECT true FROM ptable WHERE id =
sid AND val ue = v(p,o) (if pis a multiproperty represented by a multiproperty
table). In any case, only 2 SQL SELECT queries are needed ardept for the sit-
uation wherep is represented by an array column — indexes on the |Dpasadumns
can help to speed up these queries.

Example 4.4.3 (Finding a specific triple) Assume thaf) = (http://example.org/
programming.html, keyword, programming) is a query giverihie running exam-
ple. To answer this query, 3XL executes the following SQLiegisincekeyword is
represented by a multiproperty table.

SELECT id FROM map

WHERE uri = 'http://exanpl e.org/ progranmi ng. ht m’
SELECT true FROM keywor dTabl e

WHERE id = foundl D AND val ue = ' programm ng’

The result from the databasetis ue so the triple exists in the model and 3XL
returns() itself as the result.

Case (s,p,*) Also in this case, there is special handling of the situatidrere

p =rdf:type. Then, therap table is used to determine the class tablewhere

s is located. The result set consists of all triplesp, C') whereC' is the classX

or an ancestor class d. So the only needed SQL query$LECT ct FROM

map WHERE uri = s. Based on the result of this and its knowledge about class
inheritance, 3XL generates the triples for the result.
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If pisanow : Dat aPr operty, the class table holdingis found. From this,
the row representing is found and each value fagr is read. Note that ip is a
multiproperty and multiproperty tables are used, the \alfiae p are found in the
multiproperty table instead by using the ID feras a search criterion. The result
set consists of all tripleés, p, V') whereV is ap value fors. Again, only 2 SQL
SELECTs are needed: One queryimgp and one querying for the value(s) for
from either the class table or the multiproperty tablegfondexes o uri, ct)
and(uri, id) inmap and on the ds in the classtable/multiproperty table will
help to speed up these queries.

If pis anow : Obj ect Property, special care has to be taken as the URIs
of the referenced objects should be found, not just their. IDke first step is to
find the class tabl€x holding s and the ID ofs by means of single SELECT on
the map table. Assume WLOG that the rangeofs R. If p is represented by the
columnpcol um in Cx, the querySELECT Cg.uri FROM Cx, Cr WHERE
Cx.pcolum = Cr.id AND Cx.id = sidisused. Ifpis represented by a
multiproperty tablenp, Cr is joined withnp instead ofCx. If p is a multiproperty
represented by an array colunttyy andCy, are still joined, but the condition to use
ISWHERE Cgr.id = ANY(Cx. pcolumm) AND Cx.id = sid. The result set
consists of all triplegs, p, U) whereU ranges over the selected URIs.

Case(s,*,0) In this case, the class table holdings found. Then all property
values (including values in multiproperty tables) are eead. The result set con-
sists of all triples(s, P, 0) where P is a property that takes the valwefor s. So
by iterating over the properties defined for the class tha¢longs to, the previous
(s,p,0) case can be used to find the triples to include. Note that hlsspecial
case(s,rdf : type,o) should also be considered for inclusion in the result set.
So for this query type, an SQL query selecting the class tab the ID from
map is needed. Further, the SQL queBELECT true FROM np WHERE | D
= sid AND val ue = v(p,o) is needed for each multiproperty tabig repre-
senting a property defined fors's class as is the SQL queBELECT t rue FROM
classtable WHERE id = sid AND pc = v(p,o) for each columrpc rep-
resenting a property for s in the class table holding

Case(s, *, *) Inthis case, the class table holding found by usingrap. For each
property P defined inOg (including properties represented by multiproperty taple
each of its valued” for s is found. The result set then consists of all triplesP, V)
unioned with the triples in the result set of the quésyr df : t ype, %) (found as
previously described).

In this case the following SQL queries are needed: One safettie class table
and ID fromnmap, the querySELECT p;colum, ... , p,col um FROM
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cl asstabl e WHERE i d = si d if there are columns representing data proper-
tiespy, ..., p, inthe class table holding and a quenBELECT val ue FROM np
WHERE i d = si dforeach multiproperty tablep representing a data property de-
fined fors’s class. Again, indexes on thed attributes in the class tables and multi-
property tables speed up the queries. Further, SQL to findRlis for the values of
object properties is needed. So for each object propedisfined for the class that
belongs to and which is not represented by an array colurenfottowing query is
used: SELECT Cgr.uri FROM Cgr, ® WHERE Cg.id = ®. gcol unn AND
®.i1d = sid. Here® is a multiproperty table fog or the class table holdingand

R is the range of;. Indexes on thé d attributes will again speed up the queries.
If ¢ is represented by an array colundi. i d = ANY( ®. gcol urm) should hold
instead ofCz. id = ®. gqcol unm.

Case(x,p,0) If pequalsr df : t ype, the class tabl€, is found and all URIs are
selected from it (including those in descendant tablesk fHEsult set then consists
of all triples (U, p,0) whereU ranges over the found URIs. This requires only 1
SQL query: SELECT uri FROM C, which will do a scan of the entiré, table
(including descendants) since it has to fetch every row.

If p is different fromr df : t ype, 3XL must find the most general clagsfor
which p is defined. Ifp is represented by a multiproperty tablg, the tablesX
andC¢ are joined and restricted to consider the rows where theraolior p takes
the valuev(p,0) and the URIs for these rows are selected by the q&&tyECT
uri FROM X, Cg WHERE X.id = Cg.id AND val ue = v(p,0). If pis
represented in a column @, all URIs for rows that have the valugp, o) in the
column forp (either as an element in casés a multiproperty represented by an array
column or as the only value in cagés not a multiproperty) are selected. This is done
by using either the querSELECT uri FROM C; WHERE pcol utm = v(p, o)
or the querySELECT uri FROM C; WHERE v(p,0) = ANY(pcol um) . The
result set consists of all triplg$/, p, o) whereU ranges over the selected URIs. The
first of these queries benefits from an index on the columnimgldata forp, but
for the latter a scan is needed as we are only looking for acpéat value inside an
array.

Example 4.4.4 (Find subjects having a specific value for a pperty) Consider the
running example and assume that 3XL is given the qgagrye (x, keyword, pro-
gramming). The most general class for whiayword is specified iDocument
so the SQL querySELECT uri FROM keywor dTabl e, Cpocument VWHERE
keywordTabl e.id = Cpocument- | d AND val ue = ' programmi ng’ isex-
ecuted. One URI is found by this query, so the triple (h#ggample.org/programming
.html, keyword, programming) is returned by 3XL.



4.4 The 3XL System 59

Case(x,p,x) If pinthis case equalsdf : t ype, the result set contains all triples
describing types for all subjects in the model. So for eaabstabl€ i, all its URIs
(including those in subtables) are found with the SQL qu&ELECT uri FROM

Cx which performs a scan @f, and its descendants. The result set then consists of
all triples (U, p, X)) whereU ranges over the URIs selected frag.

If pis a data property, 3XL handles this similarly to thep, o) case described
above with the exception that no restrictions are made ®rothject (i.e., the parts
concerningv(p, o) are not included in the SQL) and the values in the column repre
sentingp are also selected. But again special care has to be takeis &n object
property. It is then needed to join the class table or mupprty table holding
values to the class table for the rangeof p. Further, the columi€g. uri should
then be selected instead of the column representiftbis is similar to the already
described(s, p, *) case). For each roW, O) in the SQL query’s result, a triple
(U,p, O) is included in 3XL's result set tQ).

Case(x,*,0) In this case, all triples with the givanas object should be returned.
This can be found by reusing some of the previously describsds. Consider that
o could be the name of a class in which case type informatiort beuseturned (note
that we can ignore the possibility thais, e.g.,ow : Obj ect Pr operty as we have
assumed that there are no queries for schematic data giveg)inBut o could also
be any other kind of value that some property define@ intakes for some instance.
In any of these cases, we can reuse (the, o) query handling described above.
Formally, the result set is given by the following where wet¥a, b, c) denote the
result set for the quergu, b, ¢) and P is the set of properties defined @:

Q(x,rdf : type, o) U (U Q(x, p, o))
pEP
Case(x,*,%) In this case, all triples in\/ should be returned. This can also be
done by reusing some of the previously described cases. ttoreretely the result
set for this query consists of a union of all type informattdples and the union of
all result sets for the queriés, p, ) wherep is a property defined i)s. Formally,
the result set is given by the following wheeand P are defined as above.

QO+ rdf:type,«) [ (UQ(*,p,*))

peEP

In other words, this is handled in similar way to how thex, o) case is handled.
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4.5 Performance Discussion

In this section, we calculate the number of rows inserted Xly ito a specialized
database schema and the amount of storage used for this.otiheé fiumbers are
compared to the similar numbers for a generic schema sitoildie one used by the
3store system [48]. Such a generic schema can store anyridograph but does
not exploit OWL specific knowledge. But since an OWL Lite drdp also a valid
RDF graph, the generic schema can also store an OWL Lite graph

We consider addition of a set of triples. The commit operatiacurs as the
last operation and there are no commit operations in-betweeadditions of triples.
By A we denote all the triples given from the client applicatiorcapt those with
rdf : t ype as their predicate. The full set, including the triples ggithe types
explicitly, is denotedA. About A we assume that its triples descrilbenstances
in total and that the instancem averagehave S single propertiega property for
which an instance only can have one value, i.e., the oppokitenultiproperty). The
instances on average hawé multiproperties. A multiproperty on average hés
different values for an instance that belongs to a classdérdtdmain of the property.
Out of all objects in the triples, we assume tlatre literals. The variables are
summarized in Table 4.1.

Variable | Description
A The triples to add, excluding the required triples with thedp-

cater df : t ype.
The triples to add, including the required triples with theg-

cater df : t ype.
The number of unique instances.n

The average number of single properties of an instance in
The average number of multiproperties of an instancé.in
The average number of values a multiproperty takes.

The number of literal values id.

SR RS

Table 4.1: Summary of variables

Using the variables from above, an average instancé&ha®/ V' property values.
In total there are thug(S + MV) triples in A and, assuming that only gives the
most specific type explicitly/ (S + MV + 1) triples in A. Addition of the triples
in A thus results in the following number of rows in the underyatabase when
using 3XL.



4.5 Performance Discussion 61

Description Rows
Rows inmap 1
Rows in class tables 1

0 Ifarray columns are used

WS In multiproperty es{ IMV  Otherwise

So in summary, 3XL insertd] rows if array columns are used ahthV/ V' + 2) rows
if multiproperty tables are used.

We now consider how many rows are inserted ifs stored in a generic schema
similar to the one used in the 3store system. The generiorszhises three tables
resour ces( hash, uri) which has arow for each resourté,t er al s( hash,
['iteral) whichhasarow for each literal, and i pl es(subj ect, object,
predicate, literal). Soto store the triplés, p, 0), both s andp have to be
represented by a row in theesour ces table, whileo must be represented by a
row in either the esour ces or thel i t er al s table. A row referencing the other
tables is then inserted inta i pl es. In thehash attributes, 8-byte hash codes are
stored.

So considering the data from above, a row is inserted for &gk in A4, i.e.,
I(S4+ MV +1) plusI+ S+ M rows to hold the URIs of the instances and properties
andL rows to represent literal values. In total this result$(§ + MV +2) + S +
M + L rows.

When using the current version 8.2 of the PostgreSQL DBM&etls for each
row inserted into the tablean overhead o7 + [%} bytes (whereV, is the number
of columns int) in the files holding data fot. Now assume that there is data about
10,000,000 instances it and that these instances on average have 10 single proper-
ties and 5 multiproperties that on average take 5 values éacither words, assume
the following values:

I=107 S =10 M=5 V=5

With 3XL's specialized schema for this, the overhead from headers is thu$27 +
[42]) - 2107 = 553MB when not using multiproperty tables a@7 + [32]) - 2-
107 + (27 4+ [2]) - 107 - 5- 5 = 7.06GB when using multiproperty tables. If the
generic schema is used and there are 3 unique literal vabue=a€h instance (i.e.,
L =3I =3-10"), the overhead i®27+1)- (107 - (1045-5+2)+10+5+3-107) =
10.43GB. This overhead is 1.5 times bigger than the overhead frdtfs3chema

5Compared to the generic schema used by 3store we do not hawdel table since we only
consider data for one model in one database. Further, wetdwane an nf er r ed attribute for the
triples as 3XL does not do inference. To make the comparifinsve do not include these items in
the generic schema.
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when multiproperty tables are used and it is 19 times biguygn the overhead from
3XL's schema when multiproperty tables are not used.

We now give estimates for the size of the data that is storeithéndifferent
schemas. We do not only consider the size of the raw data Instead we consider
the size of all the data that must be stored in the schemashasdie also include,
e.g, the size of IDs for 3XL's schemas and the size of hashegalar the generic
schema. To give the estimates we continue to use the assmsfitom above about
the data. Further, we assume the following. Three of thelesipgoperties are of
a numeric type. The values for these on average consist caacters (i.e., digits
and possibly a decimal symbol) when they are representedsaig. Two of the
single properties are dates, four are strings with 15 as #werage length, and one
is an object reference. We assume all the multipropertieohbject references. An
average URI is assumed to contain 40 characters.

When we calculate the needed amount of bytes to store thevdat@ssume that
a 4-byte length field is added in front of data with variablegtn (this reflects how
these data types are stored in PostgreSQL). We do not cospiaee wasted to obtain
correct alignment in the files managed by the DBMS.

First we consider 3XL when not using multiproperty tablegr Bach of thel
instances there will be a row imap. This row consists of a URI which has variable
length with 40 as the average and an ID which is representadHds/te integer and a
4-byte reference to a class table. In total, each instarpéres 4 + 40 + 4 + 4 bytes
in map. Considering data in class tables, an average instancé@tessitteger values
(each requiring 4 bytes), two dates (each requiring 4 bytestdre), four strings of
average length 15 (and thus requiring 4 + 15 bytes to stone))aa object reference
(stored as an integer requiring 4 bytes). Each multiprggsn object reference and
takes 5 values. Thus all the multiproperties of an instaegeire5 - 5 - 4 bytes. In
total an average instance requires

A4+40+4+4+3-4+2-444-(4+15)+4+5-5-4 = 252 bytes.
N— ——

map class tables

With I = 107 this means that 2.35GB storage is required.

We now consider 3XL when multiproperty tables are used. TEmesamount
of storage is needed in tmap table. For the class tables, the calculations are very
similar to the previous ones except that the bytes spentasmgtmultiproperty val-
ues should not be counted. Instead each multiproperty vsloew stored with two
integers, one to hold the ID of the instance that “owns” tHaeand one to store the
ID of the referenced object. So in total an average instaggeires

A4+40+4+4+3-442-4+4-(4+15) +4+5-5-(4+4) = 352 bytes.
~—_———

map class tables multiprop. tables
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ForI = 107 this means that 3.28GB storage is required.

Lastly we consider the generic schema. As before, we aswahthere are three
unique literals for each instance, i.&.,= 31. But these have different lengths: As
already said, we assume that numeric values are 6 charémbgren string format,
and a date must now be represented by a string of the form “yyyydd’ which is
10 characters long. Further, all strings must have thegtleencoded in a 4 byte
field. So we calculate the weighted average of a literal to be

3 2 4

A= 5-(4+6)+§~(4+10)+§'(4+15) = 14.9 bytes.
In thetri pl es table each instance takes three 8-byte integers to holdabkke h
values and further there is a 1-byte boolean value to ingidathe triple holds a
literal or not. Inr esour ces the URIs are represented (requiring 40 bytes for the
string itself and 4 bytes to hold the length) together withagtvalue (requiring 8
bytes). Inl it eral s there are three rows for each instance. Each of these rows
holds a value (requiring bytes) and a hash value for this (requiring 8 bytes). Thus
an average instance requires

8+8+8+1+4+40+8+3(\+8) = 145.7 bytes.
N—_——

triples resources literals

ForI = 107 this means that 1.36GB storage is required.

Table 4.2 summarizes the findings. It is clear that altholnghgeneric schema
with its high degree of normalization is advantageous wéspect to the size of
the data to store, the schema compared to 3XL's without prolberty tables has a
significant overhead due to its high number of rows. Also wimertiproperty tables
are used, 3XL's schema requires less space than the genétieebdifference is in
this case much smaller.

Schema Size of | Row header Total

i i stored data overhead
3XL without multiproperty tables 2.34GB 0.54GB| 2.89GB
3XL with multiproperty tables 3.28GB 7.06GB | 10.34GB
Generic 1.36GB 10.43GB| 11.79GB

Table 4.2: Summary of storage requirements

The width of the rows inserted into 3XL's specialized scheand the generic
schema differ. More concretely, 3XL will typically insertiser rows than if the
generic schema was used since 3XL keeps single propertgs/and possibly also
multiproperty values, in the row that represents the ingarSo while the generic
schema has many narrow rows in few tables (in particular afooveach triple in



64 3XL: Efficient Storage for Very Large OWL Graphs

one of its tables), 3XL's approach results in fewer, but widews in many tables.
If we assume that thé instances from above are frofi classes and are evenly
distributed, each of thé€’ class tables will holdé rows. If multiproperties are also
evenly distributed, a multiproperty table will hoiéi rows. To use these tables with
fewer rows is advantageous in many cases. If, for examgli¢rikes describing a
specific subject should be found, it is, as previously exgdj enough to read one
row from the class table and rows from each relevant multiproperty table. Much
fewer joins of large tables are needed. For data propenigjgins are needed and for
object properties the tables to join have significantly fevesvs than in the generic
schema. For a project like the previously mentioned EIAQgqatait is believed that
it will be faster to use 3XL than the used 3store solution whmany large joins have
to take place. In the future 3XL will be implemented and itsfpenance studied
empirically.

4.6 Related Work

Many different RDF stores have been described before. fnsibétion we describe
the products that are most relevant to the current work.dtighbe noted that termi-
nology may be used with different meanings in different 8ohs. For example, the
term “class table” is not meaning the samdliDFSuitedescribed below and 3XL.

An early example of an RDF store can be foundRiDFSuite[2, 3] which is a
suite of tools for validating, storing, and querying RDFalatn the querying part
of the work, the language RQL is defined. In the part of the whek focuses on
storing RDF data, two different representations are cemsil GenReprwhich is
a generic representation that uses the same database skheaieZRDF schemas
and SpecRepmwhich creates a specialized database schema for each RBmach
In [2, 3] it is concluded that the specialized representaperforms better than the
generic representation.

In the generic representation, two tables are used. Onegources and one for
triples. In a specialized representation, RDFSuite remtasthe core RDFS model
by means of the four tabled ass, Property, SubCl ass, andSubPr operty.
Further, a specialized representation has a so-celésd tablefor each class defined
in the RDFS. In contrast to the class tables used by 3XL whish may store at-
tribute values, RDFSuite’s class tables only store the WRIadividuals belonging
to the represented class. Both RDFSuite and 3XL use the itaideitance features
of PostgreSQL for class tables. RDFSuite’s specializetesmtation also has a so-
calledproperty tablefor each property. This is different from 3XL's approach e
multiproperty tables only are used if the cardinality foe tlepresented property is
greater than 1. In RDFSuite, property tables store URIsHersburce and target of
each represented property value. Alexakil. [3] also suggest (but do not imple-
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ment) a representation where single-valued propertiels rgitge a literal type are
represented as attributes in the relevant class tables. igkimilar to the approach
taken by 3XL. In 3XL this is taken a step further and also dameattributes with
object values.

In Broekstraet al’s solution for storing RDF and RDFS&esam¢18], different
schemas can be used. Sesame is implemented in a way whewslaltlat does
specific data handling is isolated in a so-calfdrage and Inference Lay€BAIL).

It is then possible to provide new SAILs that can be pluggéd éinSesame system.
Such a SAIL can, for example, use main memory or a DBMS. ThAdésSthat use
a DBMS are described in [18]: 1) A generic SAIL for SQL92 cortilple DBMSs,
2) a SAIL for PostgreSQL, and 3) a SAIL for MySQL.

The generic SAIL for SQL92 compatible DBMSs only uses a sgrtgble with
columns for the subjects, predicates and objects. In the $#IPostgreSQL, the
schema is inspired by the schema for RDFSuite, describegeabnod is dynamically
generated. The RDF Schema is stored by six tables that Holgiation on classes,
subclasses, properties, subproperties, domains, andsarggpectively. Again, a
table is created for each class to represent. Such a tablen@asolumn for the
URI. A table created for a class inherits from the tablestect#or the parents of the
class. Likewise, a table with two columns (for source ande#ris created for each
property. Such atable for a property inherits from the tathat represent the parents
of the property if it is a subproperty. This SAIL is reportddB] to have a good query
performance but disappointing insert performance whelesadre created.

The SAIL for MySQL does not specialize the database scherttetBDF Sche-
ma. Instead 13 tables are always used. These tables areoussatdsent literals,
comments, labels, properties, subproperties, resoutgpss, classes, subclasses,
namespaces, domains, ranges, and triples, respectivialy. SRIL is reported [18]
to perform better than the PostgreSQL SAIL. The schema ugdbebPostgreSQL
SAIL is closest to the schema used by 3XL. An important differe is, however, how
property values are stored. In 3XL, single-valued propsrtire stored in the class
tables and only multi-valued properties are stored in aihigles.

Wilkinson et al.[115] suggest yet another database schema for storing R@F da
In their tool, JenaZ2 all statements can be stored in a single table with the amum
Subj ect ,Pr edi cat e,andObj ect (and a column to store a graph identifier since
different graphs may be stored in the same table). In thersgit table, both URIs
and literal values are stored directly. Only literals andi®Jthat exceed a thresh-
old need to be stored in separate tables and referenced fi@statement table (to
distinguish between URIs/literals and references, atestovalues have a prefix that
reveals the value’s type). Further, Jena2 allows so-cgtegderty tableghat store
pairs of subjects and values. It is possible to cluster migltproperties that have
maximum cardinality 1 together in one property table suctt thgiven row in the
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table stores many property values for a single subject. dares these can, thus, be
compared to 3XL’s class tables. An important differencenmyever, 3XL's use of
table inheritance to reflect the class hierarchy. In Jena®tj-walued properties may
be stored in separate tables (with a column for the sourca antlumn for the target)
or in a property table as described above but with NULL vainesrted. Property
tables can also have columns of specific types to make thelyimdestorage per-
form better. The database schema (e.g. use of propertysjablepecified at creation
time and is then fixed. In 3XL, the schema is also specified amckfor all, but
this is done automatically based on an OWL specification efcthsses. Jena2 uses
the query language RDQL. Queries are transformed into $diisdooperations that
match patterns of the form (subject, predicate, objectjs iBtthe only kind of query-
ing 3XL currently supports but in future work, a query langadike RDQL may also
be specified and implemented for 3XL.

Harris and Gibbins [48] suggest a schema with fixed tablethfgir RDF triple-
store, 3store which is designed with a focus on performandda that reason is un-
likely to be given support for OWL [82]. One table holds aiptes and has columns
for subject, predicate and object. Further, this table lshsnens to hold the model
(to be able to store different independent graphs), to semtdf the object is a literal
or not, and to represent if the triple is inferred or not. Tomalize the schema, there
are also tables for representing models, resources, amdldit Each of these three
tables has two columns: One for holding an integer hash \adeone for holding
a text string. The triples table then reference the integkres in these three tables.
This approach where all triples are stored in one table ig didferent from the ap-
proach taken by 3XL where the data to store is held in mangmdifft tables, namely
one for each class. In fact, 3XL does not store data as triplemerges triples into
n-tuples where, > 2 and regenerates the triples at query time. The purposef thi
is exactly to avoid huge tables that have rows for each ieddriple. This results in
good performance, but less flexibility compared to a sofutike 3store which can
store any kind of RDF data.

Pan and Heflin [84] suggest the tdoLDB. The schema for DLDB’s underlying
database is similar to the schema for RDFSuite. There isla tabeach class with
one column to represent its ID. Further, there is a table tvith columns for each
property. DLDB also defines views over classes. A classw \dentains data from
the class’s table as well as data from the views of any subetasinstead of using
such views, 3XL uses the table-inheritance properties stgPeSQL. Note that a
DLDB version for OWL also exists.

Storage of RDF data has also found its way into commercialdete products.
Oracle 10g manages storage of RDF in a central, fixed schegnm@H# schema has
a number of tables. Most prominently, it has a table that haanéry for each part of
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atriple (i.e., up to three entries are made for one triple)atable with one entry for
each triple to link between the parts in the mentioned table.

Other repositories designed for OWL (like 3XL) also exish é&xample iOWLIM
by Kirykov et al.[59]. OWLIM is implemented as a SAIL for Sesame. For querying
and reasoning, OWLIM loads the full content of the repogitioito main memory.
This is very different from 3XL that has its data in an undenyPostgreSQL data-
base. A more scalable file-based version of OWLIM cabBgglOWLIMis also being
developed [79]. That solution is file-based, and not based BBBMS as 3XL is.
BigOWLIM obtains some very good performance results [73wdver, we still be-
lieve in using an underlying DBMS to handle the data and thaoét the results of
decades of research and development in the database cotysuch as atomicity,
concurrency control, and abstraction.

4.7 Conclusion and Future Work

Motivated by our previous experiences with performancélams for large triple-
stores we have in this chapter proposed the 3XL system. 3XEsgned to provide
fast storage and retrieval of OWL Lite data instances. ThaptEr suggests a sub-
set of OWL Lite to support. OWL Lite was chosen since it offesne desirable
properties such as cardinalities for properties and digjess between classes and
properties.

Unlike general triplestores that use a generic schema wwhtébles that grow
very big for large graphs, 3XL creates a specialized databesema for the type of
data to store. This specialized schema has a table for eadh ¢I&s of instances
and a table for each property that does not have 1 as its mbgardinality. In this
way data is spread out over more tables and columns and itrteectaster to insert
and extract data.

3XL is in particular making insertion of large amounts oples fast by using
bulk load technologies to insert data into the underlyingablase. So data is held in
main memory until the user commits or memory needs to be fidgpbulks of data
are then inserted into the database. Currently, 3XL is nptemented, but it is clear
that 3XL inserts fewer rows in more tables than a classicpt@axh as 3store does.
It is therefore believed that extraction of data in many usses can be done more
efficiently. Further, it is believed that 3XL's use of the @duffer and bulk loading
techniques makes addition of triples fast.

There are a number of interesting directions for future wéfikst of all, an im-
plementation of 3XL should be done and evaluated to collegtiecal data about the
performance. In the implementation focus could also be putifferent details such
as which indexes to create and how partitioning can be usiedp@ve performance
further.
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Further, 3XL can be extended to cover a larger subset or @ahefOWL Lite
constructs. It seems that for a number of these construgipost could be added by
letting 3XL know them and their meaning and then “translaqeleries using this
information. For example, thewl : i nver seOf construct could be handled in
this way. Then if the schema ontology contains the trigle,i nver seCf | ps),
3XL would keep track of this but only store one of them, gay in the under-
lying database. A query) = (s,p2,0) could then automatically be rewritten to
Q' = (o,p1,s) and processed as now but with a translation “back” such thett e
result triple(¢, p1, u) for Q' becomesgu, po, t) in the result set for). Similarly, the
ow : Synmet ri cProperty, ow : equi val ent d ass, andow : equi va-
| ent Property could be supported by letting 3XL rewrite queries and/oepdt
ing result sets but without storing more data in the datab&se ther df s: sub-

Pr opert yOF construct, a column would have to be added to the generatabatz
schema as for any other property. But 3XL could then alsoidenslata this column
when the “parent property” was considered in queries.

Adding support for a query language would also be benefikiatead of travers-
ing a path of triples to find the needed data, the end user cwild a single query
that finds the correct result. To find the result for such ayjogght require a num-
ber of joins etc. and it would be desirable to optimize theriggebefore executing
them. A number of query languages for the semantic web ajresdt and it should
be investigated how to support one or more of these effigientl



Chapter 5

RELA XML: Bidirectional
Transfer between Relational and
XML Data

In modern enterprises, almost all data is stored in relatidiatabases. Addition-
ally, most enterprises increasingly collaborate with o#merprises in long-running
read-write workflows, primarily through XML-based data kange technologies
such as web services. However, bidirectional XML data emgkas cumbersome
and must often be hand-coded, at considerable expense.ciidpser remedies the
situation by proposing RLAXML, an automatic and effective approach to bidirec-
tional XML-based exchange of relational dataeLR XML supports re-use through
multiple inheritance, and handles both export of relatiatzda to XML documents
and (re-)import of XML documents with a large degree of fldkipin terms of the
SQL statements and XML document structures supported. frapd export are for-
mally defined so as to avoid semantic problems, and algositttmimplement both
are given. A performance study shows that the approach hessamable overhead
compared to hand-coded programs.

5.1 Introduction

Most enterprises store almost all data in relational da@daAdditionally, most en-
terprises increasingly collaborate with other entergriselong-running read-write
workflows. This primarily takes place through XML-basedadekchange technolo-
gies such as web services, which ensures openness andifiexibi

69
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<Orders concept="B.rxc" structure="B.rxs">
<Custoner ClD="1">M ni Market </ Cust oner >
<Order A D="1">
<Or der Li nes>
<Product PID="1" Qy="200" Date="04/03/05">Col a</ Product >
<Product PID="3" Qy="50" Date="03/01/05">Bread</Product >
</ Or der Li nes>
</ Or der >
<Order A D="3">
<Or der Li nes>
<Product PID="2" Qy="75" Date="05/01/05">Candy</ Product >
</ Or der Li nes>
</ Order >
</ Orders>

Figure 5.1: Example of an XML document

As an example, consider a database for a fictitious grocgplisn. The database
has the relations Products(PIlPName), Customers(CIDCName), Orders(OID
CID), and OrderLines(OIDPID, Qty, Date) where Orders.CID references Customers.
CID and OID and PID in OrderLines references OID of Orders Rl of Products,
respectively. The data is as shown in the tables below.

PID | PName CID | CName
1 Cola 1 Mini Market
2 Candy 2 Smith’s
3 Bread 3 Kiosk24
Products Customers
OID | PID | Qty | Date
?ﬂ ?D 1 1 200 | 04/03/05
5 3 1 3 50 | 03/01/05
3 1 2 2 100 | 04/05/05
3 2 75 | 05/01/05
Orders

OrderLines

Using a web-service call, a customer, e.g., Mini Marketuests an XML doc-
ument with information on all their orders and the ordereadpicts, see Figure 5.1
(for now, please ignore the concept and structure attribuntéhe root element). To
save space, we use attributes in the shown XML, but mAXML the user can
choose freely between elements and attributes. This datturae easily be created
by RELAXML. After receiving the document, the customer updates itliange the
guantity of the bread ordered and the delivery date for thelyaand sends it back to
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the supplier using another web-service call. The databasehen be automatically
updated by RLAXML to reflect the changes made to the XML document. Using
traditional approaches, significant hand-coding would dgessary.

This chapter presentsBRaAXML, a flexible approach to bidirectional data trans-
fer between relational databases and XML documents. Figy@rehows the proce-
dure when RLAXML exports relational data to an XML document. An export is
specified using @oncept(a view-like construct), and satructure definition which
specify the data to export and the structure of the exportéd document, respec-
tively. From the concept, SQL that extracts the data, is igeed, resulting in a
derived tablethat can be changed by user-specifiethsformations The resulting
data is exported to an XML document with an XML Schema spetifig the struc-
ture definition. Using both concepts and structure definitiseparates data from
structure, i.e., a single concept can be associated withipteustructure definitions.
The import procedure is basically the reverse of the progedbown in Figure 5.2
and allows for insert, update, and delete of data from thatdeste.

Concept Structure
Definition XML Document
and Schema
Database Transformed

© Derived Table Derived Table <X A="xyz">

. AlB Rls <Q>xyz</Q>

FHEE| sQL [P|Q|RIR| S| T Transformations™ |2 <Ix>
e e e ] ————— s T T T T Y | g B="xyz">
% <R>xyz</R>

<S>xyz</S>
</Y>

Figure 5.2: The export procedure

The SQL statement used for an export can include inner ared fmins plus fil-
ters. The structure of the XML documents is very flexible amplrts, e.g.group-
ing (or nesting of XML elements, data as XML elements or attributes, andi-add
tional container XML elements. Export and import are foryalefined, including
definitions of concepts, structure definitions, and tramsfdgions. In addition, it is
specified how to determine at export time if an XML documenyiim@imported into
the database again and how an XML document must be selfinedt# the data is
to be imported into an empty database, so that integritytcaings are not violated.
Algorithms for export and import are given. Performancelis of the DBMS inde-
pendent prototype show that the algorithms are efficieng laareasonable overhead
compared to hand-coded programs, and can handle large dataigy 200 MB)
with a small main memory usage.

The mapping of XML data to new (specialized) relational sche has been
widely studied [12, 102]. The mapping of the result of an SQieny to an XML
document (termed aexpor) has also been widely studied [20, 40, 102-104], and re-
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cently SQL/XML [50] has been proposed as a standard for tlsigping. However,
unlike RELAXML, none of this work supports thenport of XML documents into an
existingdatabase. Only few papers [13, 16, 17] have studied how tdailtir@ctional
(both export and import) mapping betweexistingdatabases and XML documents.
Again, note that SQL/XML only maps from databases to XML duoents. Fur-
ther, some of the bidirectional approaches have limitedils#iipes, i.e., can only
map an XML document to a single table [13]. A number of soezbKML-enabled
databasesvith extensions for transferring data between XML docuraemtd them-
selves exist [15,21]. However, the solutions in these prtedare vendor specific and
do not provide full support for transferring data into eigtdatabases with given
schemas.

There exist manyniddleware productésuch as RLAXML) for transferring data
between databases and XML documents [13], including ptsdbat can either ex-
port, import, or both. Examples are JDBC2XML [49], DataD¢8k] and XML-
DBMS [14]. Of these, XML-DBMS is the most interesting sintean perform both
import and export. It uses a mapping language to providediexnappings between
XML elements and database columns and mappings can be didallgegenerated
from a DTD or database schema. However, comparedetoaRML, XML-DBMS
is not as scalable as it uses DOM instead of SAX, does not supp®ritance or
transformations, and gives no guarantee for import at éxpoe. In [17], bidirec-
tional transfer of data is also considered. The main diffees are that [17] creates
new views in the underlying database and updates througle thews. Each query
(tree) may need multiple new views. In contrast, we updateutiderlying database
tables directly and do not need to modify the database scla¢rala Additionally,
we considerd-joins (instead of only inner joins), we provide a perforroarstudy
of an open-source prototype, and we support multiple itdmece. Compared to ex-
isting work on updating relational databases through vig@@s31], the RELAXML
approach differs as 1) the SQL update statements are notrkovinstead deduced
from the XML document by RLAXML and 2) the needed execution order of the
update statements (due to integrity constraints), is detirom the underlying data-
base schema byRRAXML.

The remainder of the chapter is structured as follows. 8estb.2 and 5.3 pro-
vide definitions of basic constructs, and export and impesgpectively. Sections 5.4
and 5.5 present the design of export and import, respegti¥etperimental results
are presented in Section 5.6. Finally, Section 5.7 coneltigde chapter and points to
directions of future research.
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5.2 Basic Definitions

We now formally define the used constructs. When transfgmatational data to
an XML document, the user may want tansformthe data in some way, e.g., by
converting a price to another currency. This transfornmatraultiplies the price by
when exporting to XML, and divides the price byhen importing from the XML.

In the following, we considerows as relational tuples, i.e., a row has a number
of unique attribute names (also denoted columns) and fdr eddbute name, an
attribute value exists. For a rowand an attribute name r[a] denotes the attribute
value fora in r. Further, /() denotes the set of attribute names-inThe set of all
rows is denoted?. With this, we can define transformations formally.

Definition 5.2.1 (Transformation) A transformatior is a functiont : R — R that
fulfills N (¢(r)) = N (t(s)) for all r, s € dom(t) wheredom(t) is the domain of.

The set of attribute names added by a transformatisndenotedx(t), and the set
of names deleted by a transformatiois denotedi(¢). Formally,«(t) = N (t(r)) \
N (r)ands(t) = N(r)\N(t(r)) forall » € dom(t). Note that for efficiency reasons,
transformations are pipe-lined in th&EeRAXML implementation.

We now defingoin tuples which are used for defining concepts formally. In-
tuitively, a join tuple defines a relation derived by joiniegisting relations like an
SQL query, i.e., the relations to join, the join operatqréa)d the join predicate(s)
should be specified. For example, the join tuple for the exanmpSection 5.1 says
that Orders and OrderLines are inner joined on the OIDs, ¢kalting relation is
inner joined with Customers on the CIDs, and finally, thisufes inner joined with
Products on the PIDs.

Let d be a theta join, and LOJ/ROJ/FOJ be a left/right/full oubén.j2 = I U O
wherel = {6} andO = {LOJ, ROJ, FOJ} is the set of RLAXML join opera-
tions (the operators i@ are neither commutative nor associative).

Definition 5.2.2 (Join tuple) A join tupleis a three-tuple of the forrf(ry,...,7ry,),
(Wiy.e v ywWm—1), (P1s--.,Pm—1)) for m > 1 and where

1) r; is a relation or another join tuple fot <i < m
2 w,efori <i<m-—1
3) p; is a predicate forl <i <m — 1.

Further, we require that ifo; € O thenw; € I for j <.
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For anw € Q and a predicate, A wP B denotes the join (of typey) where the
predicatep must be fulfilled. For a given join tuple, it is then possildecbmpute a
relation by means of theval function where

eval(ry) W' eval(ry) wh? -+ wgbm_’f eval(ry,) fr=((r,...,mm),
(wla cee 7wm—1)7
eval(r)= (p1,---sPm-1))
T if ris a relation.

To avoid ambiguity, only one join operator frot can be used in a join tuple
since they are neither commutative nor associative. If raoeeneeded, several join
tuples are used (similar to requiring parentheses in aresgpn).

A conceptis used for defining which data to transfer, and thus incladieén tu-
ple, along with a list of columns used in a projection of tHatien resulting from the
join tuple, a predicate to restrict the considered row s, alist of transformations
to apply. Further, as concepts support inheritance, a pbradso lists its ancestors (if
any). An example of concept inheritance appears in Examglé 5

Definition 5.2.3 (Concept) A conceptis a 6-tuple(n, A, J, C, f,T) wheren is the
concept’s captionA is a possibly empty sequence of unique parent concepts to in-
herit from, J is a join tuple,C' is a set of included columns from the base relations of
J, f is arow filter predicate, and” is a possibly empty sequence of transformations
to be applied.

For a concept with join tuplg and parents;, ..., a,, we require that the relations
D(ay),...,D(ay) (defined below) are included by.

The relation valued functio® computes the base (not yet transformed) data for
a concept. For a concept= (n, (a1,...,am),J,C, f,T), D is defined as follows,
wherer(c) denotes the name of the table from which a columeriginates and
cols(z) gives all columns in a relation.

D(k) = = PUk#(se/cl(TOue] cecols(Dlar)), i=1,...n} (0 (eval(]))))  (5.1)
First, eval computes the relation that holds the data from the baseéae$atollowed

by performing a selection and then a projection of all colarmtiuded byk or any

of its ancestors. Finally, a renaming schema of the columadsided byk is used

by means of the rename operator wh#rand$ represent separator characters. This
3-part naming schema (concept name, table name, column)namecessary in
order have a one-to-one mapping from the column®¢t) to the columns of the

database. With the renaming schema, both table and conasmsnare part of the
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column names aD(k), which is necessary in order to separate the scopes ofetitfer
concepts.
As shown aboveD (k) denotes a relation with the data of the conceiefore

transformations are applied. For a conckptith parent list(a4, ..., a,) and trans-
formation listT" = (ti,...,t,), the resulting data is given by the relation valued
function R defined as follows.
Rk) = |J ((R)(a). (5.2)
deD(k)
where

O

(k) = < ne(Urera\Uiersioy) PR/ (B0 ’51)> °ylan) e en(a).

When a concept inherits from parent concepts, parent anstions are evaluated
before child transformations. When all the transformatibave been evaluated, all
the attribute names they have added are prefixed with an iergeofthe concept, so it
is possible to distinguish between identically namedkaitds added by transforma-
tions from different concepts. With the definition in (5.2)problem may emerge if a
concept is inherited from twice, namely that, when transtea, an attribute included
by a common ancestor could have an unexpected value, setrbgsddrmation in-
cluded by another concept. To avoid problems, we requira fancept’s parent list
L thaty)(L) does not contain duplicates, whefés recursively defined ag(()) = ()
andep(ly o:o-nly) =1y p(p(ly)) e i 9(p(ly)) wherep(a) is
conceptzr’s list of parents.

Example 5.2.1 Consider again the data in Section 5.1. We now define a corcept
which extracts information on which customers have plagddrs, and another con-
cept, B, which inherits from A and adds details on the ordgnediucts. B restricts
the data to the customer with CID = 1. Thus, B extracts the datavn in Figure 5.1.
We use C for Customers, O for Orders, OL for OrderLines, andrAPfoducts.

A =(CustomersWithOrders, (),
((C,0),(9),(C.CID =0.CID)),
{C.CID,C.CName,0.0ID}, (true), ())

B =(Orders, (A),
((P,OL,D(A)), (6,0), (OL.PID = P.PID),
(OL.OID = A#0$0ID))), {P.PID,
P.PName, P.Qty, P.Date}, A#C$CID = 1,())
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‘ PID‘ ‘Qty‘ ‘Date‘

Figure 5.3: Structure definition example

Concept A has the caption CustomersWithOrders and doeshetii from other
concepts. The join tuple of A states that C and O must be jdigeald-join on the

CIDs. The columns C.CID, C.CName, and O.OID are included .iyakh row from
the join tuple should be included by A (each row fulfills thadition “true”). A does

not use any transformations. Concept B has the caption Grded inherits from A.
The join tuple specifies how to join the relations P and OL tortiation found by A,
D(A). B adds three columns to those considered by A and adds a temsfiich that
only rows regarding a specific customer are considered.

A structure definitioris used to define the structure (i.e., the schema) of the XML
containing the data. The structure is described by meanstdfeawhere a node
represents an XML element or attribute. The structure difinfor the example in
Figure 5.1 is shown in Figure 5.3. A structure definition has kinds of elements:
elements that hold data but not elements, and elementsrilyata@d other elements.
A node in the structure definition can be a node thaigweip by i.e., in the XML,
elements represented by that node are coalesced into dreyihave the same data
values. The resulting element then holds the children ahallcoalesced elements,
e.g., informations on a customer and each distinct ordey appear once in the
XML in Figure 5.1. This is achieved by using group by nodesrimd with a +) in
the structure definition in Figure 5.3. The names shown aenimes used in the
XML, not the relational attribute names. Below is the forrdafinition of structure
definitions. Here, amrdered tree with vertex sét means that an injective order
functiono : V. — N U {0} exists.

Definition 5.2.4 (Structure definition) A structure definitions = (Vy, Vs, E) is an
ordered rooted tree wher®, N V; = @ andV = V, UV, is the set of vertices
and F is the set of edges. Members ¥df and V; are denoted astructuraland
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datanodes, respectively. A vertex< V is a tuple (¢, t,g) wherec is a name,
t € {element,attribute} is the type andy € {true, false} shows if the XML
data is grouped by the vertex. The rgot= (c, element, true) € Vs and for every
v = (¢,t,g9) € Vs it holds thatt = element. Forv = (¢, t,g) € Vg it holds that
if t = attribute thenv has no children whereas if= element then for each child
(d,u, h) of v we haveu = attribute.

We say that a structure definitigh = (V, Vi, E') complieswith a concept iff
for each column of?(k) there exists exactly one nodelify with identical name and
the name of the root of' equals the caption of the concept For a concepk, a
vertexv € V; represents a column @f(k) and gives rise to elements that haolata,
while a vertex inV/; does not represent a column and gives risgtractural elements
holding other elements. We let the functiefbe a mapping between the vertices and
XML tag names. Thus, the XML elements represented lnythe structure definition
will be namedx(v).

In order to represent a meaningful XML structure, a striectlefinition must be
valid. For a vertex, let De(v) denote the set of descendanta@ndCh(v) the set
of children ofwv.

Definition 5.2.5 (Valid structure definition) A structure definitions = (Vy, Vs, E)
with root p and ordero is valid iff

S1) o(p) =0
S2) For allv € (V3 U V;) we have for alke € De(v) thato(c) > o(v)

S3) Foralla,b € (VU Vy), b & De(a), we have for alk, € De(a) thato(a) <
o(b) = o(cq) < o(b)

S4) For allv € (V; U V;) there do not exist,d € Ch(v) such thate # d and
r(c) = r(d)

S5) Forall(c,t,g) € Ch(p) we havel = element.

Requirements S1, S2 and S3 intuitively correspond to saiaigthe order numbers
are assigned in a depth-first fashion (this is automaticdtiye by the RLAXML
implementation and is thus of no concern for the user). Reqents S4 and S5 say
that siblings should be distinguishable by having nondigah names and that the
root should have only element children. Figure 5.4(a) shawsxample of a valid
structure definition. A node of typdement is represented as a circle and a node of
typeatiribute is represented as a square. A letter represents the namenantbar
the order. The structure definition shown in Figure 5.4(®ot valid since the A
element has two children with the name B, and the B with ordeasSchildren with
lower order than itself.
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(@) Valid (b) Not valid

Figure 5.4: Structure definitions

For a vertices, f, p, we say thatf is afollowing relativeto v if f has higher
order thanv, andp is a preceeding relativeo v if p has lower order tham. It is
not possible to group by an arbitrary node in the tree, so Viieelavalid grouping
below. Note that any valid structure definition that doesgroup by any nodes (the
root node is trivially grouped by), is automatically a vaijtbuping.

Definition 5.2.6 (Valid grouping) A valid groupingis a valid structure definition
S = (Vg, Vs, E) where forv = (n,t,g) € (Vg UV;) whereg = true the following
holds.

G1) For all preceding relative$a, b, ¢) of v, ¢ = true.
G2) A following relative(a, b, c) of v exists withc = false.

G3) If a following relative that is not a descendantwoéxists, then for all descen-
dants(a, b, ¢) of v, it holds thatc = true.

G4) For all children(a, b, ¢) of v whereb = attribute, it also holds that = true.

Requirement G1 says that when we group by a node, we haveup Qyats ancestors
as well. Otherwise there would be no elements of the samettypealesce in the
XML. Further, the requirement ensures efficiency at imponet Without it, we
risk that to regenerate a single row, many rows have to bepagty, e.g., if we in
Figure 5.4(a) only grouped by E, we could have to read manyeBiehts before the
first E element, leading to a significant memory usage. Remént G2 ensures that
for each row exported, at least one element is written to ki Xensuring that each
exported row can be recreated at import time such that a grgup not lossy. To
understand requirement G3, consider Figure 5.4(a). If vwemiby B, we should
also group by C and D. Then, an entire element, includinglotl, represented by B
can be written when the data in one row has been seen. WitHauh(S would not
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hold, and the writing of the element represented by E woule: ta be postponed.
Requirement G4 ensures that a specific element’s attrilmngsappear once in that
element.

Consider again Figure 5.4(a). Now assume that we group byhén 7o have a
valid grouping we must also group by A, B, C, and D, but not by F.

5.3 Export and Import

5.3.1 Export

We now define the functioX M L that computes XML containing the data frafh
The functionX M L uses two auxiliary functions&lement, which adds an element
tag, andContent, which adds the content of an element. These two functiopsrok
on the structure definition used (given by the subscript)héfollowing, we consider
the concept with captionn and the valid grouping = (V, Vs, E) that has the root
p, complies withc and has ordes. A string and a white space added to the XML is
written inanot her font and as an underscore, respectively.

XML(c,\) =
<n_concept =" (¢)" _struct ur e="(\)" >Content(p, R(c))</ n> (5.3)

The function X M L adds the root element of the XML which is named after the
caption of the concept. Further, informations about the concept and structure def
inition are always added. The content (i.e., children) @f tbot element is added
by Content. In the following, for a vertex = (z,y, z) in the structure definition,
we letv! = x. Further, we letAtt(v) denote the ordered (possibly empty) list of
attribute children ofv. Then forv = (N,t,g) with Att(v) = (as,...,ay,) and
Ch(v) \ Att(v) ={e1,...,emn}, we definev as

(vlyal,... ak) if veVy
. (al,...,al,&1,...,&y) if v € Vs, g =true andv has a following relative
B f & De(v)
(al,...,a}) otherwise.

(5.4)
v is used in the following to find lists of columns that shouldused in projections
when data to be put in the XML should be found. The functidiament is defined
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as

Elementy (v, P) =

O - n p— | | n
rem(P) (<k(v)-r(ar)="rla1]" _... _k(an)="r[a,]" >
Content (v, 05— (P))</ k(v)>) (5.5)
for a relationP and a vertex with v # () and with attribute childreqay, ..., a,}

whereq; has lower order than; for i < j. If 0 = (), Elementy(v, P) = <x(v)>
Contenty (v, P)<I k(v)>.

In (5.6), whereCh(v) = {e1,...,em}, o(e;) < o(ej)fori < j, (z,y,2) €
{e1,...,ep} implies thatz = true and (z,y,2) € {epi1,-...,en} implies that
z = false, we define the functio@'ontenty for a structure node we group by.

O

Vwi w1 €me, (P)

O

Vwa: (w1:w2)Eme, ey (P)

Contenty(v, P) = <Element)\ (€1, 08w, (P))

<ElementA (€2, Te1=wn r=ws (P))

) (ElementA (eh, Oe1=w1,...en=wp, (P))

O ] ) (ElementA(ehH, {r})--- Elementy (e, {r}))) >>
if v e Vyandg = true (5.6)

Equation (5.6) shows that when we group by the children. . | e;,, for each distinct
value of the attributes i that are represented lay and its children, we create an
XML element inside which data or other elements are addedseely by means of
Element) which itself useContent,. After each of these elements fer, other
elements are added for those attributes that are represkyte, and its children.
Here we have to ensure that the valuesefomatch such that we correctly group by
e1. After the elements foe,, elements foes follow and so on until elements for all
group-by nodes have been added. Then elements for non-bsonpdes are added.
For these nodes exactly one tuple is used for each apphcati&lement.

When usingContent, on non-group-by nodes, it is only given one tuple at a
time. The definition olContent, is

Contenty(v,{r}) =
Elementy(e1,{r})--- Elementy(em,{r}) ifve Vsandg = false, (5.7)
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whereCh(v) \ Att(v) = {e1,...,en} andfori < j: o(e;) < o(e;). Thatis, when
not grouping by € Vs, we simply add one element for each element child.of

Now we defineContent) for nodes inV;. But from (5.5) we have that whenever
Content) is given a nodev € Vj, the given data has exactly one value for the
attribute thatv represents. Thus, all thé&tontent, should do is to add this value:
ThereforeContenty (v, P) = Contenty(v,m,(P)) if |[P| > 1 andv € V; and
Contenty(v,{r}) = r[v]if ve V.

For an example, consider again the data in Section 5.1 argfrtieure definition
in Figure 5.3 where the order of nodes is increasing fromadpottom, left to right.

5.3.2 Import

In the following, we refer to different states of the databakhe value of the function
D from (5.1) depends on the state of the database and we treerefer to the value
of D(c) in the specific state asD;(c). Now consider an XML document

X = <n_concept="{(c)" structure="(s)">
c- <l n>, (5.8)

created by means of the conceptBy DXMZ(X) we denote a table with column
names ad)(c) that holds exactly the values resulting when the inversesfoama-
tions fromc have been applied to the datad It is a requirement for importing
Xthat the transformations aefare invertible. This is, in the general case, undecid-
able and, thus, it is left to the user to ensure this. In theviohg, we do not consider
the possible impacts of triggers and assume that foreige &a only reference pri-
mary keys.

We now give definitions of inserting and updating from the XMlhe definitions
give the states of the database before and after the moifisanot the individual
operations performed on the database. When inserting,ati@efcbm the XML file
should be inserted into tables in the database, e.q., ild@upossible to insert the
data in the XML in Figure 5.1 into a database with a schemaaina that described
in Section 5.1.

Definition 5.3.1 (Inserting from XML) For a given databaseinserting from the
XML documentX in (5.8)is to bring the database that holds the relations used by
from a valid statez to a valid stateb where Dy(c) = D, (c) U DXML(X) such that
the only difference betweenandb is that tuples may have been added to relations
used bye.

The data inDXM~ or some of it can be in the database before the insertion tyt on
in such a way that no updates are necessary, i.e., data i;xgelyed. We now define
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updatingfrom the XML. If an exported XML document is changed and thardes
should be propagated to the database, updating is used.x&wopke, the quantity
Colain line 5 in Figure 5.1 can be changed to 300. In that agz@ating results in
the database with the value 300 for Qty in the correspondimg(where OID =1 and
PID = 1) in the OrderLines table shown in Section 5.1.

Definition 5.3.2 (Updating from XML) Consider the XML documenX in (5.8)
and assume that is the set of renamed primary keys in the relations used by the
concepte.

For a given database that holds the relations usedctsnd tuples such that
me(DXML(X)) C mp(Dy(c)), updatingfrom the XML documenk is then, by only
updating tuples in base relations useddyo bring the database from a valid state
a to a valid stateb where for any tuple

t € DXML(X) = t € Dy(c),

(t € Dole) Amp({t}) € 7 (DXME(X))) = t € Dyle)
t ¢ DME(X) At & Dy(c) =t & Dy(c).

Informally, the first requirement says that a tuple read ftbm XML will be in the
database after the updating. The second says that a tupi vehin the database
before the updating, but not in the XML, is left untouchedtia tatabase. The third
says that new tuples, that are neither in the database or Xk#Lnot introduced in
the database. It is also possible to combine inserting addting, such that tuples
are updated if possible and otherwise inserted. This isc¢alerging

Definition 5.3.3 (Merging from XML) Consider the XML documetA in (5.8)and
assume that is the set of renamed primary keys in the relations used bgdheept
C.

For a given database that holds the relations used japergingfrom the XML
documentX is then, by only adding tuples to or updating tuples in badati@ns
used by, to bring the database from a valid staido a valid stateb where for any
tuplet

t € DXML(X) = t € Dy(c),

(t € Do) Am({t}) ¢ ﬂk(DXML(X))) =t € Dy(c)
t ¢ DXME(X) At & Dy(c) =t & Dy(c).
Notice that the requirement, (D" (X)) C m(Dq(c)) from Definition 5.3.2
is not present in Definition 5.3.3. In Definition 5.3.3 it isptied byt € DXML(X)

= t € Dy(c) that a tuple in the database in statdéor which a tuplet with matching
values for the primary keys exists DM (X), is replaced in the stateby .
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Further,deletionvia XML is supported under some circumstances. To delete, we
use adelete documemnwhich has the same structure as XML documents generated by
ReELAXML. As many as possible of the tuples in the database with degsent in the
delete document will be deleted. The reason that everyikingt always removed,
is that foreign key constraints may inhibit this.

Since delete documents must have the same structure as thed¥dliments
being exported/imported by AXML, DXML can be computed for identification
of the data to delete from the base relations.

Definition 5.3.4 (Deleting via XML) For a given databasaleletingbase data by
means of the XML docume#t in (5.8), is to bring the database that holds the rela-
tions used by the concepfrom a valid state: to a valid stateh. This should be done
by deleting the tuples contributing 10X (c) from the base relations used byut
without violating the integrity constraints of the databas

It should hold that € DXMZ(c) = ¢ ¢ Dy(c) unless some value inis refer-
enced by a foreign key not included dgnd in a relation that has not been declared
to set the foreign keys to a null or default value or deletensicing tuples it is
deleted.

The deletion of tuples from relations useddaypay lead to updates or deletion of
tuples of other relations in the database according to thegrity constraints defined
on the database. Apart from this, only tuples in relationsduByc will be deleted.

5.4 Design of Export

We now focus on the design and implementation af RXML. When exporting, an

SQL statement for retrieval of the data is created based @edhcept. Figure 5.5
shows the RLAXML flow when exporting. A JDBC [96Resul t Set is decorated

with an iterator and a number of transformations. If the XMhosld be grouped by
one or more elements, a database sort is required, since wetdeant to hold all

data in main memory when writing. Finally, the data rows aamaded to an XML

writer.

5.4.1 SQL Statements

The SQL statement to extract data from the database is deddram the concept
of the export. SQL statements for parent concepts appeasasthSQL statements
in the FROM clause. Note that due to inheritance the actuahuas and row filter
of the concept consist of the columns and row filters of patentepts together with
included columns and row filter defined in the concept itself.
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Relational database
~~~~~~~~~ - | oaa

ResultSet

Data Sorting iterator £\

l Data row
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<A>

<B>xyz</B>
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Data row <D>xyz</D>
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XML Document
and Schema

Transformation,,

Data row\_/

Figure 5.5: The flow of data in an export

Example 5.4.1 Canonically, the SQL for the retrieval of the data of conseftand

B from Example 5.2.1 is as follows. Note how the three-partingrschema is
imposed and how the SQL code of parent concepts appears &sl ree-queries.
Modern DBMSs will, when optimizing, flatten this expressiahto a regular four-
way join.

-- Concept A --
SELECT C.CI D AS A#C$CI D, C. CName AS A#C$CNane,
O ODAS AMBOD FROMC JONOON (C.CID = O C D

-- Concept B --

SELECT A#C$Cl D, A#C$CNane, A#C3A D, P.PI D AS B#P$PI D,

P. PName AS B#P$PNanme, OL. Qy AS B#OL$Q Yy,

OL. Date AS B#OL$Dat e FROM

OO JONPON (OL.PID=P.PID) JON

(SELECT C.CI D AS A#C$CI D, C.CName AS A#C$CNare,

OODAS AHBOD FROMC JON OON (C. CD = 0OCID) RXTMPO
ON (OL. O D = A#O3O D) WHERE ( A#C$CID = 1)

The code generation shown above generalizes to situatibhnsnltiple inheritance.
In the implementation, the generated SQL does not contaifotig names with #'s
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XY | Z
1A ]| null
2B 1
3/C| 1

Figure 5.6: Data where dead links can arise

and $'s. Instead COLO, COL1, ... are used to avoid problents BBMSs that do
not support special characters and long namesLARML automatically handles
this mapping.

5.4.2 Dead Links

When exporting a part of the database, we may risk that tlzeislabt self-contained.
If an element represents a foreign key it may reference datmcluded in the XML
document. We refer to such a situation as the referencingegle having adead
link. Figure 5.6 shows an example where dead links can ariseelaxthmple, Z is
a foreign key referencing X. The data in the figure has no die&d but if the tuple
with X = 1 is removed (this happens if the used concept only considers with
X > 2), the data set contains two dead links sid€e= 1 is referenced by the other
tuples.

A dead link does not limit the possibility of updates duringpiort assuming that
the element referenced in the dead link still exists in thmalgse. Insertion into a
new database is limited by a dead link because of integribgitaints.

In order todetect dead linksve use Algorithm 5.1. Here, we iterate through
each table used in the derived table. We find the foreign keglstee corresponding
referenced keys. In line 5 we find the dead links of the dertabte.

Whenresolving dead linksthe goal is to expand the selection criteria such that
the missing tuples are added. This may be done by adding @QRedaNote that the
SQL statement consists of possibly many nested SELECThstats in the FROM
clause and that because of the scope rules, specializedptemay include a WHE-
RE clause on the columns of ancestor concepts. For thismeasoexpansion of
the condition must in some cases be added several places BQh. This means,
that instead of the SQL statement described in Section,5¢ Inove the WHERE
clauses of the nested queries to the outermost query wherate AND’ed together.
The dead link resolution algorithm shown in Algorithm 5.20kes Algorithm 5.1 to
find dead links, manipulating the WHERE clause such thateferenced tuples are
included. When a fix point is reached, all the dead links aselved.
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Algorithm 5.1 Detect dead links
1: for each tablél" part of the derived tabl®T do
2:  find the sequencd = (ay,...,ay) Of foreign keys inl" also included inDT'

3:  find the corresponding sequenée = ((bi1, ---,b1,m1)s---» (bn1,---s
bn.m,,)) of candidate keys that are referenced by the foreign keyswhere
Bisalso inDT

4.  for eacha; € Ado

5: M «— SELECT DISTINCTa; FROM DT AS DT1 WHERE NOT EXISTS
(SELECTYb; 1, ..., b m, FROM DT AS DT2 WHERE DTla; = DT2.b; 1
OR...ORDTla; = DT2b;,,,) AND a; IS NOT NULL

6: result[T)[a;] — M

7: return result

Algorithm 5.2 Resolve dead links
1. determine the derived tableT which may have dead links
2: deadlinks = find dead links inDT by means of Algorithm 5.1
3: for eachdeadlinks|t] do
/l Consider tables contributing t&T
for eachdeadlinks|t][a] do
/I Consider columns
for each value in deadlinks|t][a] do
I/l Consider rows (i.e., cells)
expandDT’s SQL expression with “OR = v”
10: if DT’s SQL has been expandéuaen
11:  Invoke recursive call and find neWwT to resolve dead links in
12: else
13:  return DT

© o N a R

5.4.3 XML Writing

A desirable characteristic is not to rely on having all ddataesl in memory at one
time. Thus, the algorithm for writing the XML works such thahenever it gets a
new data row, it writes out some of the data to the XML. If grioigpis not used, all
the data represented in a data row is written to the XML wheata tbw is received.
If grouping is used, some of the data might already be presdhe current context
in the XML and should not be repeated. To ensure this, thewatgorithm compares
the new row to write out and the previous row that was writtéfhen grouping is
used, itis a precondition that the data rows are sorted byatuenns corresponding to
the nodes that we group by. This is ensured by a DBMS-basédgderator. When
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grouping by more than one node, the sort order is determingeithd order of the
structure definition. The procedure for writing the XML istlined in Algorithm 5.3.

Algorithm 5.3 Write the XML

o Write the root element including information about concapd structure def-
inition.

e For each data row do:

— Find a node we do not group by or a mismatching node (consigli¢his
and the previous row). The node should have the lowest omisilge.
If no rows have been seen before, we let this be the node watlothest
order apart from the root. Denote this node

— If we at this point have any unmatched opening tagscfand/or nodes
with higher order tham, print closing tags for them.

— Print opening tags for ancestor nodescdhat are not already open.

— For z and each of its siblings of type element and container and wit
higher order do:

x Print a< followed by the tag name for the node

x Print each tag name for the node’s attribute children folldwy=",
the data for the attribute node and a

x Print a>.

x If the node is an element, print its data. Else if the node isra c
tainer, perform the inner most steps recursively for alleisment
and container children.

x If the node is an element or a container that we do not grouprby o
that has a sibling with higher order, print a closing tag far hode.

e Print closing tags for any unmatched opening tags (thisadt lencludes the
root tag).

To support type checking and validation on the XML documémicsure, RELA-
XML can generate an XML Schema based on the concept andisteudefinition.
The user chooses at export time if a Schema should be getherdtde wants to use
an existing Schema.

In order to generate the XML Schema for an export, we neednmdton on the
available columns, their types and the structure of the XMtuient. AConcept
object reveals the columns and their SQL types (the typedramej ava. sql .
Types) when theget Dat aRowTenpl at e() method is invoked, and the struc-
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ture of the XML document is given in the structure definitidfor each column in
the data row template, a data type is generated in the XML8ah& he generated
type is asi npl eType which is restricted to the XML Schema type that the columns
SQL type is mapped to. Itis, however, necessary to take apsmnsiderations if the
column can hold the value null, i.e., if the columnnallable When exporting,
ReLAXML will write the null value as a string chosen by the usert Bufor exam-
ple, a column of type integer is nullable, then the type gateerin the XML Schema
should allow both integers and the string used to represemull value. Therefore,
the generated type should beiai on between integers and strings restricted to one
string (the one chosen by the user).

TheSt ruct ur eDefi ni ti on holds a tree of structure nodes representing the
tree structure of the XML document. The Schema is generatéchibersing this tree.
Three types of nodes exist: container nodes, element nodeataibute nodes. The
container nodes have no associated data type since thgircontent is elements.
Elements and attributes on the other hand have associatetidas since they have
text-only content. These associated data types are thoseaged as described above.

When container nodes are treated, the Schema cons&qgctence is used. For
a container that we do not group by, all its children (whichdgfinition also are
not grouped by) are declared inside aequence. This ensures that in the XML
instances of the considered element type each has exaetlysiance of each of its
children element types.

For a container that we do group by there are more considasato take. If we
consider a node which we group by and which has at least one descendant wigich w
do not group by, then, for each child we group by, we start amestedsequence
with maxCccur s=" unbounded’ . Thesesequences are not ended until all chil-
dren ofz have been dealt with. All children afthat we do not group by are declared
inside onesequence which has the attributeaxOccur s=" unbounded’ . For a
structure definition as the one shown in Figure 5.7 where weras that we group by
A, B and C, these rules ensure that in the XML an instance ofdwsys followed
by one instance of C which is followed by one or more instadés. It is, however,
possible for an instance of C to follow an instance of D as lagghe C instance is
followed by at least one other instance of D.

OR0N6,

Figure 5.7: Example of a structure definition
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If we consider a containet where we group by and all its descendants, then
all element types for children af are declared inside one singlequence.

5.5 Design of Import

The flow of the import operation is the reverse of the flow inUF&@5.5, except that
no sorting iterator is needed. Thus, the XML data is condettedata rows as the
XML document is read. These data rows are sent through tleesevransformations
and finally animporter takes appropriate action based on the data rows. We now
discuss insertion, update, and deletion via XML documents.

The user may specify a commit interval such that the impadenmits for every
n data rows. Ifn = co we may take advantage of deferrable constraints and may
do a complete roll-back in case of problems such as violategjiity constraints. If
n # oo we cannot defer the deferrable constraints and cannot donglete roll-
back.

We extend the description of concepts given in Section 5.&llloying a column
to be marked “not updateable”. If this is the case, the dathéndatabase for that
column will not be modified by RLAXML.

5.5.1 Requirements for Importing

For a concept to bmsertable updateableor deleteableit must fulfill the following
requirements.
Thecommon requirements for insert, update, and deletare:

cl) all transformations have an inverse;
c2) all columns used in joins occur in the derived table.

Requirement cl) is obvious. Requirement c2) is needed tosstif-joins. If we do
not have values for all join columns, we cannot insert/updatvs in the underlying
tables. If only equijoins were supported, values for hadf jiin columns could be
derived.

Therequirements for insert are:

i1) all non-nullable columns without default values froncluded tables are in the
export;

i2) if a foreign key column is included, then the referenceiumn is also in-
cluded;

i3) the exported data contains no dead links;
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i4) if all deferrable and nullable foreign keys are ignorditere are no cycles in
the part of the database schema used in the export.

Requirement i1) corresponds to Date’s rule for insert oreavwvith projection [30].
Requirements i2) and i3) ensure that inserts do not causgfokey constraint vi-
olations due to foreign keys pointing to non-existing roRgquirement i4) ensures
that it is possible to insert rows into the underlying tablesn order that avoids
immediate foreign key constraint violations.

Therequirements for update are:

ul) each included table has a primary key which is fully ideld in the export;

u2) primary key values are not updated.

Requirement ul) is a restriction on Date’s rule for updatingiew with projec-
tion [30]. Requirement u2) ensures that primary keys candsgl wo identify the
tuples to update. To ensure that primary keys are not updatetiecksum trans-
formation may be used to include a primary key checksum indki file. The
requirements for deleteare the same as for update.

If a concept A uses inheritance, all A's ancestors must bertiakle or updateable
for A to be insertable or updateable, as we want to ensuretlieatequirements
described above are fulfilled for each row in the export. @tise, we would risk
that for a concept, one parenp; included some, but not all, columns from a table
t required forc to be importable, while another paremt included the remaining
columns from required forc to be importable. But ip; only includes the rows where
the predicaté is fulfilled whereas, includes those rows whebtds not fulfilled, we
cannot combine the resulting row parts to insertable rows.

In summary, concepts are much more flexible than modificatioough SQL
views [30], e.g., multiple tables may be updated and cagrststis guaranteed. Com-
pared to Date’s general specification of modification thfougews [30] we have
stricter requirements on projection for insert and updai# @o not consider SQL
statements with union, intersect, and difference. Coscegpblving only joins of
tables are insertable and updateable in the same way asini®ase’s general spec-
ification. Compared to Date we support inheritance and gieeathat updates are
consistent as discussed next.

5.5.2 Avoiding Inconsistency

Since the XML document may hold redundant data originatiognfthe same cell
in the database, it is a risk that the user makesnaansistent updatee.g., if the
same column from a table is selected twice. When the useiitiagethe XML, he
is indirectly making updates to the transformed derivedetaBut since the derived
table can contain redundant data, it is only in 1NF in the gerease.
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To detect inconsistent updates, we capture which valudsidatabase are read
from the XML, as further updates on these would be inconsist&€hus, for all up-
dated or accepted values (those that were identical in ttadase and the XML) we
capture the table, row and column using a tempofiaychedtable (in the database
or main memory). The Touched table has three columns; Tate\ PrimaryKey-
Value (the composite primary key), and ColumnName. Whenpalaie takes place,
we check if the value has been updated/accepted before.dhsxception is raised.
If not, the update takes place and information about it isddd the Touched table.

5.5.3 Inferring a Plan for the Import
5.5.3.1 Insert and Update

We now consider how to do the actual work when inserting omatipd from XML.
Later we consider how to delete by means of an XML documentrdier to reason
on importability of the data of a concept, we buildiatabase modelised for infer-
ring database properties, and decide whether there is Brinft@mation to import
the data and to infer an insertion order. A specific order meagelguired because of
integrity constraints on the database. The database motitd mformation on the
included tables and columns and their types. Furthermioeemiodel holds informa-
tion on the primary keys of the included tables and linksdjigm key constraints) be-
tween the tables of the concept. We have three types of Imisei database model.
Hard links represent foreign key constraints which are neither daifésrnor nul-
lable; semi-hard linksepresent foreign key constraints which are not deferriabte
nullable;soft linksrepresent deferrable foreign key constraints.

A concept is viewed as an undirectedncept graphwhere nodes represent ta-
bles and edges represent the joins of the concept. Each sdgghér an equijoin
edge which follows the constraints of the database (reptedeas a solid line) or a
non-equijoin edge or an equijoin edge which does not follows ¢onstraints of the
database (both represented as a dotted line). Figure &8 gkamples.

The execution plardetermines the insertion order. Based on a concept and its
database model, it is possible to build an execution plartosed when importing.

The join types used in the concept, the columns joined andttineture of the
database schema influence how to handle an insert or updagedala of a concept
may be extracted from the database in many ways, some of wbiciot reflect the
database constraints. For example, a concept may join ondiumns not related by
a database foreign key and may neglect another foreign Kays, ata for a single
data row may not always be consistent with the foreign kegtramts, i.e., these are
not fulfilled for the row.

For the import, we construct an insertion order which is fadfstable lists. A
table list shows tables which may be handled in the same ransi() through the
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XML document, as the data rows are consistent with the dagabanstraints. Thus,
the length of the outer insertion order list is the requirathber of runs through the
XML document.

AN AN VYA N AN AN
o/ N o N e o e o
/

@) (o - @)

A A A

O O O

(a) (b) (c) (d) (e)
Figure 5.8: (a) Database model (b)-(e) Concept graphs

The database model in Figure 5.8(a) shows that talilas foreign keys to tables
B and(, tableC has foreign keys to table® and F, and tableF has a foreign key
to table F'. Figures 5.8(b)-(e) show the concept graphs for four diffierconcepts
using the database modeled in Figure 5.8(a).

The concept graph in Figure 5.8(b) shows that the data of @atzhrow is guar-
anteed to be consistent with the database constraintse gairtis used in the export
reflect these constraints and because each join is an equiftiis is also the case
for the Mini Market example in Figure 5.1. Figure 5.8(b) givhe insertion order
((F,B,D,E,C, A)). The data fron¥ is inserted before the data frombecause the
database model shows that the foreign keyineferences . In Figure 5.8(c), only
equijoins are present, but the foreign key constraint frabietC' to E is not repre-
sented in the concept. Compared to the database model $redse ian extra equijoin
between the table® and E. The missing equijoin between tablésand £ means
that in general we cannot insert the data rows at one time bst bneak the insertion
into multiple phases. A possible insertion order is theeet¢B, F, D, E), (C, A)).

In Figure 5.8(d), all the constraints of the database modeFdfilled, except that
there is a non-equijoin between tablésand E£. This leads to the same situation as
in Figure 5.8(c). In Figure 5.8(e), we get the insertion od®, F, D), (E, C, A)),
since D has an equijoin td. We cannot continue witliy in the first run since the
D-FE join might include a tuple oF, which does not fulfill the foreign key constraint
betweenE andF.

So far, the database models have had no cycles. If cyclesesen, we may
break a cycle if it has at least one soft link or semi-hard.likksoft link may be
deferred and a semi-hard link may be set to null first and wob&b the correct
value as the final step in the import. We refer to columns ltapending updates as
postponed columns
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Now, the execution plan holds an insertion order (the tadfiéise concept in a list
of table lists) and a list of postponed columns. In the foltayy let anindependent
table be a table which is guaranteed to fulfill the constraints, dees not have any
outgoing links in the current database model. Algorithmtakés as input a concept
c. Inline 1, we build the database model and in line 2 we initéathe set of post-
poned columns to the empty set. Lines 3-4 remove all sdfslinom the database
model, i.e., edges representing deferrable constraimtidings 5-6, we remove all
semi-hard links from the database model, i.e., the defleriatd nullable constraints.
The columns involved are added to the set of postponed caunmlines 7-8, we
check that there are no cycles in the database model. Inigtis/hunlikely situation
we are not able to continue, because there is a cycle of ksl lin line 9, we build
the concept graph and in line 10 we initialize the insertiaateolist to the empty list.
The while loop in lines 11-20 builds the insertion order fisit consists of table lists.
In line 12, the table list that can be inserted in one passitiglined to the empty
list. Lines 13-15 add to the table list, all tables that aiegd by equijoins. These
tables are removed from the database model. Lines 16-19dsatine for all inde-
pendent tables. In line 20 the table list is prefixed to therihan order list. Finally,
in line 21 we reverse the insertion list and line 22 returns likt along with the set
of postponed columns.

The importer uses the insertion order and handles one datatra time. The
insertion order shows how the importer should progress énctirrent run through
the XML file.

5.5.3.2 Delete

We now describe an algorithm that handles deletion in dabahemas which may
be represented as directed acyclic graphs (DAGSs) and sahiaizhold cycles with
cascade actions on all constraints in the cycle (terosesgade cyclgs In addition,
we consider modifications to the delete operation such thatger set of database
schemas can be handled.

As described in Definition 5.3.4, we delete a tuple from thtabase if there
is a match on all values in the corresponding data in the XMtudwent. When
deleting, tuples that are referencing one or more of theetuig be deleted may block
the deletion. Even though a foreign key constraint is felfilin the data row, other
tuples in the database may also reference a wiple want to delete. Thug,cannot
be deleted until all tuples that reference it are gone. Taisot happen before we
see the last row in the derived table thatonstitutes a part of. However, the derived
table is denormalized and we do not know on beforehand wtath w is the last
to hold data fromd. For this reason, we delete rows from lists of tables whieh ar
independent with regards to delete and foreign key comésai
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Algorithm 5.4 Building an execution plan
1. dbm « a database model for the concept
2: ppCols «— ()
3: if commitInterval = oo then
remove soft links fromibm
if cycles are present ilbm then
break the cycles by postponing a number of semi-hard forkeégncolumns,
add them tgpCols
7: if cycles are still present i#bm then
8:  Error - not importable (cycle of hard links exists)
9: conceptGraph < a concept graph of the concept
10: iOrder « ()
11: while dbm has more nodedo
12 tableList <« ()
13:  while dbm has an independent nodereferenced byn wheren andm are
joined using an equijoin inonceptGraph andn is not joined with other tables

o a &

do
14: tableList < n :: tableList
15: dbm < dbm withoutn

16: indep < independent nodes ifbm

17:  for each nodewode in indep do

18: tableList «— node :: tableList

19: dbm «— dbm withoutnode

20:  iOrder < reverse(tableList) :: iOrder
21: iOrder « reverse(iOrder)

22: return (¢Order, ppCols)

It is possible that the user has specified delete actionsrergfokey constraints,
such that a deletion causes a side effect. Delete actiornisecdefined on foreign key
constraints and resolve constraint violations in casereated tuples are deleted.
Possible delete actions aset null (the foreign keys are set to nullset default
(the foreign keys are set to a default value) @adcadeg(the referencing tuples are
deleted).

The deletion order is very important. Consider a databaensa where table
A references tablds. A tuple from B may only be deleted when no tuples 4h
reference the tuple iB. For efficiency reasons we do not want to query the database
for referencing tuples for all tuples to delete. Instead wethrough the XML twice.
First deleting the data froml and then the data from®. Because of the definition
of delete we may get a situation where tuplesdirare updated as a side effect to
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deletion in B such that we cannot delete them. This is the case if a set nskto
default action is defined in the database such that delefiartuple in B has a side
effect on tuples imA. If the action is cascading delete, the side effect doestharnd

one run suffices.

We use the database model for inferring a deletion order.d€letion order is a
list of lists of tables. The inner lists show tables it is saf@elete from in the same
run.

As when inserting, it is possible to specify a commit intérvéf the commit
interval is set tooo we may defer deferrable constraints. In this way, we maykorea
some of the cycles in the database model.

In the following, we assume that the database schema carpleseated as a
DAG. When inferring a deletion order, actions have an impacthe deletion order.

In Figure 5.9(a), no actions are defined. We can use the ¢tde¢r(B,C), (D, E,
F,G)).If the action is a cascading delete action in Figure 5.9¢l)may delete from
A and Cin the same run since the action solves constraint violatiohn order is
therefore((A,C), (B, F,G), (D, E)). If the action is a set null action we cannot
delete fromC' in the same run ad since a deletion irC may update tuples .
This can have an impact on the tuplesdinvhich are then not equal to the tuples read
from the XML.

Assume that the database schema contains cascade cyclesay\delete data
from such a cycle if all incoming links also have cascadintgtgeactions. In such
a situation we may still perform the delete operation. [G@Ovides an algorithm for
inferring a deletion order in schemas without cycles or wthe only cycles present
are cascade cycles.

A
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(a) (b) (c)
Figure 5.9: Schemas (a) DAG, no action (b) DAG, action (c)I€yaction

As argued earlier, other delete actions invalidates thetel@peration because
of side effects that influence if a row should be deleted. @eanghe cycle in Fig-
ure 5.9(c) where a schema with a cycle with a set null actiehdésvn. We can break
such a cycle if we delete from and then proceed on the remaining grgph C, D).
However, the side effect on the tuplesdfand the definition of delete may cause a



96 ReLA XML: Bidirectional Transfer between Relational and XML Dat a

Name Range Description
ID 0,...,7—1 Primary key for the table.
ParentlD| 0,...,r — 1, Foreign key to ID.
null For each row, the value is IB 1if ID mod 5 # 0

Otherwise null.

GroupID | 0,...,[£] — 1 | For each row, the value i§ID +1)/5] — 1
DLLevel | 0,...,4 For each row, the value is ID madd
Random | 0,...,9 Each row holds a random value

Fixed c For each row, the value is

Table 5.1: Description of data in performance study

situation where we cannot delete tuples/in If we change the delete operation to
only consider equality of the primary keys, the cycle in Feggh.9(c) may be broken
such that the deletion can be performed correctly. Theraltse solution can handle
schemas with non-overlapping cycles (cascade cycles aaat bne set null or set
default action) but updates to the database are not retaiheth may be surprising
to the user.

5.6 Performance Study

An implementation with approximately 15,000 lines of Jasadone. The imple-
mentation is open source and is available from www.cs.&&uahr/relaxml/ and
www.relaxml.com. Performance tests have been carriedroat26 GHz Pentium 4
with 1GB RAM, running SUSE Linux 9.1, PostgreSQL 8.0, ancaJhv.2 SE. Every
measurement is performed 5 times. The highest and lowastvale discarded and
an average is computed using the middle three. The usedatiasadd the test suites
can be downloaded from the same places as the implementation

The data is placed in a table with five integer columns and anehar column:
(ID, ParentID, GrouplID, DLLevel, Random, Fixed). The vaus the rows are as
described in Table 5.1. Fer= 10 this could result in the data in Table 5.2.

Export test 1 - Scalability in the number of rows This test exports all six columns.
The data is exported to an XML structure as the following (lithout unecessary
spaces) where no grouping is used.

<Dat a>
<G oupl D val ue="[ G oupl D] " >
<Fi xed val ue="[ Fi xed] " >
<ID>[ID</ID>
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ID | ParentlD | GrouplD | DLLevel | Random | Fixed
0 | null 0 0 3 c
1 1]0 0 1 8 c
2 |1 0 2 2 c
3 |2 0 3 7 c
4 |3 0 4 1 c
5 | null 1 0 4 c
6 |5 1 1 0 c
7 |6 1 2 5 c
8 |7 1 3 9 c
9 |8 1 4 6 c

Table 5.2: Example data

<Par ent | D>[ Par ent | D] </ Par ent | D>
<DLLevel >[ DLLevel ] </ DLLevel >
<Randon®[ Random </ Randon®
</ Fi xed>
</ G oupl D>
<G ouplD ...>

</ Groupl D>
</ Dat a>

Figure 5.10(a) compares the running time afLRXML with that of a special-
ized JDBC application that executes the SQL query corradipgrio the used BLA-
XML concept. Both write the result set to an XML file, the stwre of which has
been hard-coded into the JDBC application. The results shatwboth ReELAXML
and the JDBC application scale linearly in the number of rtavexport. From the
slopes, itis seen thatRAXML handles on average 10.4 rows each millisecond (ms)
whereas the JDBC application handles 37.5 rows each mghieeReLAXML over-
head is 260%. This is a reasonable overhead given the figxiaid labor-savings

of using RELAXML, especially taking into account that the XML documensed in
web services are usually not very large.

Export test 2 - Scalability when grouping Here, the same data as in Export test
1 is exported, but now grouping is used. The data is groupashbyGroupID) and
two (GrouplD and Fixed) nodes. The running time for no gragpis the same for
ReELAXML in Export test 1. The results, in Figure 5.10(b), showttR&ELAXML
also scales linearly in the number of rows when grouping. @éormance suffers
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Figure 5.10: Performance tests

when grouping is used, as one row takes approximately 3@&stionger to export.
This is as expected, since the use of grouping requires @ltdws to be inserted
into a temporary table in the database before they are sartédhen retrieved by
the XML writer. The performance is the same when we are grapy one and
two nodes even though there is more sorting to do when grgumntwo nodes.
However, more data (30%) has to be written when we group bynode, as more
tags are written since fewer elements are coalesced.

Export test 3 - Scalability in the number of dead links  This test selects the rows
where DLLevel = 4. Here, each selected row leads to four dedd which are
resolved by RLAXML. The results are shown in Figure 5.11.

The running time of RLAXML does not scale linearly in the number of dead
links resolved. This is expected since each time Algorithini® invoked there will
be more rows to search for dead links (leading to an apprdei;nguadratic com-
plexity). Further, the query gets more complicated to pse@s more OR clauses are
added. Note that typical data sets will not contain so maag dieks.
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Figure 5.11: Performance test of resolving of dead links

Import test 1 - Scalability in the number rows to insert We now compare the
time used by RLAXML for inserting with the time used for parsing the XML file
with a SAX parser and inserting the data through JDBC prepstaements, check-
ing that this will not lead to a primary key violation. Furtheve consider the time
used by BELAXML when the inconsistency checks are done in main memoryser d
abled. The data to insert originates from Export test 1. Bhéetis emptied before
the test is executed. The times used for inserting diffenantbers of rows are shown
in Figure 5.10(c). The results show that botalRXML and the JDBC application
scale linearly. The average time to import a row usirgl. RXML is 2.38 ms. When
checks for inconsistencies are performed entirely in mamory, RELAXML han-
dles arow in 0.75 ms. If RLAXML does not check for inconsistencies, it handles a
row in 0.67 ms, compared to 0.49 ms for using JDBC directy, the overhead from
using RELAXML is only 37%.

Import test 2 - Scalability in the number rows to update We now focus on
the scalability in the number of updates. We consider theactgoof updates to one
column in rows from the table, varying the number of updatedst When the XML
document is processed, all the included rows have beenegd&nly the column
Fixed is updated, but the test has been performed with 2, dl6atolumns in the
used concept. The results, in Figure 5.10(d), show thatiheimg times are growing
linearly in the number of rows after the data sets reach aioesize. The checks
for inconsistencies are performed in main memory. More tisnesed when more
columns are included, since more data has to be read fromiedocument and
more comparisons have to be performed. When 10,000 rows6émithiumns are
included, it takes 1.8 ms to read a row and update it in thebda@a When 4 and 2
columns are included, it takes 1.7 ms and 1.6 ms, respectivel
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In summary, we find that the overhead afIR XML is very reasonable consid-
ering the flexibility, simplicity, and labor-savings ofeRAXML compared to hard-
coded applications. Further, to the best of our knowledgeiththe first work to
present a performance study of a general framework ford@tonal transfer of data
between relations and XML documents.

5.7 Conclusion and Future Work

Motivated by the increasing exchange of relational datauhn XML based tech-
nologies such as web services, this chapter investigatednatic and effective bidi-
rectional transfer between relational and XML data.

As the foundation, we proposed the notion aafncepts which are view-like
mechanisms, for specifying the subset of data to export feodatabase to XML
documents. Concepts support multiple inheritance andnarefore flexible to use.
In addition, this allows specializations to be specifiednnra&cremental fashion. The
separation of concept frostructure definitiorallows multiple XML representations
of the same data. Further, the user-defined transformatibow changes to data
that can be difficult to implement in SQL, e.g., ensure thatspaf an export XML
document are not altered. The specification of import andexénsured that data
sets are self-contained such that they can be importedmeongty database without
violating integrity constraints. Performance studiesvgtm a reasonable overhead
when exporting and importing compared to the equivalentdfmded programs.
This overhead is easily offset by the offered flexibilityngiicity, and labor-savings
of RELAXML compared to hand-coded programs, e.g., in web-senppdications.

There are a number of interesting directions of future nefeaCurrently only
inheritance between concepts is allowed. It would be isterg to allow aggregation
such that the data from one concept can be included as a siegient in another
concept. It could also be investigated how to extend theaambr to support XML
documents with more freely defined structures, e.g, mixedect and irregular nest-
ing structures. Another topic is the dead-link detectiagoathm that possibly can
be tuned by using SQL IN or BETWEEN statements instead of @R#it is done
now. Finally, it would be interesting to investigate whetkiee overhead compared
to hand-coded applications can be avoided altogether log tise concept specifica-
tion to auto-generate concept-specific Java code whicteisjtist-in-time compiled
before the execution.



Chapter 6

ETLDIff: A Semi-Automatic
Framework for Regression Test of
ETL Software

Modern software development methods such as Extreme Pnagrey (XP) favor
the use of frequently repeated tests, so-called regre$sgis, to catch new errors
when software is updated or tuned, by checking that the soétwtill produces the
right results for a reference input. Regression testintgs\aery valuable for Extract—
Transform—Load (ETL) software, as ETL software tends to e/ \complex and
error-prone. However, regression testing of ETL softwaredrrently cumbersome
and requires large manual efforts. In this chapter, we d@se novel, easy—to—
use, and efficient semi—automatic test framework for rejpagest of ETL software.
By automatically analyzing the schema, the tool detects tatles are related, and
uses this knowledge, along with optional user specificatiaga determine exactly
what data warehouse (DW) data should be identical acrosETésruns, leaving out
change-prone values such as surrogate keys. The framelgorkravides tools for
quickly detecting and displaying differences between tiveemt ETL results and the
reference results. In summary, manual work for test setogdsced to a minimum,
while still ensuring an efficient testing procedure.

6.1 Introduction

When software is changed, new errors may easily be intrabube find introduced
errors or new behaviors, modern software development rdstlike Extreme Pro-
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gramming (XP) [10] favor so-called regression tests whioh r@peated for every
change. After a change in the software, the tests can be gs@d and the actual
results can be compared to the expected results.

A unit-testing tool like JUnit [55] is well-suited to use agramework for such
tests. In JUnit, the programmer can specify assertionstiatld be true at a specific
point. If an assertion does not hold, the programmer will fferimed about the
failed assertion. In a framework like JUnit it is also verysgdo re-run tests and
automatically have the actual results compared to the éxpeesults.

As is well-known in the data warehouse (DW) community, Ecttrdransform—
Load (ETL) software is both complex and error prone. For gXarmit is esti-
mated that 80% of the development time for a DW project is sperETL develop-
ment [57]. Further, ETL software may often be changed tosiase performance, to
handle changed or added data sources, and/or to use newssoffvducts. For these
reasons, regression testing is essential to use. Howewbe best of our knowledge,
no prior work has dealt with regression testing for ETL seitev

As a use case consider an enterprise with an ETL applicatatrhias been used
for some time but that does not scale well enough to handledteanymore. The
enterprise’s IT department therefore establishes a deselkeam to tune the ETL.
The team tries out many different ideas to select the bemtrept Thus many different
test versions of the ETL application are being produced asigtl. For each of these
versions, it is of course essential that it produces the gasdts in the DW as the
old solution. To test for this criterion, the team does regi@n testing such that each
new test version is being run and the results of the load arpaced to theeference
resultsproduced by the old ETL application.

A general framework like JUnit is not suited for regressiesting of the entire
ETL process. Normally, JUnit and similar tools are used foak, well-defined
parts or functions in the code. Further, it is more or lesdiey assumed that
there is functional behavior, i.e., no side-effects, siheth & function returns the same
result each time it is given the same arguments. On the cygnindoat should be
tested for ETL software is the result of the entire ETL runiorpther words, the
obtained side effects, not just individual function valueslthough it is possible
to test for side effects in JUnit, it is very difficult to spBcithe test cases since
the database state, as argued in [22], should be regardepat @ the input and
output space. But even when the data is fixed in the input seuiar the ETL,
some things may change. For example, the order of fetchedrdats may vary
in the relational model. Additionally, attributes obtainffom sequencesnay have
different values in different runs. However, actual valt@ssurrogate keys assigned
values from sequences are not interesting, whereas itdndaeteresting how rows
are “connected” with respect to primary key/foreign keyrpaiMore concretely, it
is not interesting if an ID attributel has been assigned the value 1 or the value 25
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Part

PartKey: int (PK)
Name: var char (55)
MFGR  char ( 25)
Brand: char(10)
Type: varchar (25)
Size: int

Cont ai ner: char (10)
Retail Price: decimal
Coment : var char (23)

Lineltem

Supplier

Date

Dat eKey: int (PK)
PartKey: int (PK)
SuppKey: int (PK)

DateKey: int (PK)
DayNr: int
MonthNr: i nt
Year: int

CustKey: int (PK)
OrderKey: int (PK)
Quantity: int

Customer

SuppKey: int (PK)
Nane: char ( 25)
Address: varchar (40)
Nat i onKey: int
Phone: char (15)
AcctBal : deci mal

Nation

| ]

Nat i onKey: int (PK)
Name: char (25)
Conment : var char (152)
Regi onKey: int

Regi onName: char ( 25)

CustKey: int (PK)
Nane: var char (25)
Address: var char (40)
Nati onKey: int
Phone: char (15)
AcctBal : deci mal

Mkt Segnent @ char (10)
Coment : vachar (117)

Conment : var char (101) Regi onComment : var char (152)

Figure 6.1: An example schema

from a sequence. What is important, is that any other at&ithat is supposed to
referenceAd has the correct value. Further, the results to compare froBTd run
have a highly complex structure as data in several tableschas compared. This
makes it very hard to specify the test manually in JUnit.

In this chapter, we prese®TLDiff which is a semi-automatic framework for
regression testing ETL software. This framework will, khea information obtained
from the schema, suggest what data to compare between EEL @ptionally the
user may also specify joins, tables, and columns to incigere in the comparison.
ETLDiff can then generate the so-callederence resultsan off-line copy of the DW
content. Whenever the ETL software has been changed, tienek results can be
compared with the current results, called test resultsand any differences will be
pointed out. In the use case described above, the tuningdearthus use ETLDiff
as a labor-saving regression testing tool.

Consider the example in Figure 6.1 which will be used as aingnexample in
the rest of the chapter. The schema is for a DW based on soatagaken from
TPC-H [110].

Here we have a fact tablejneltem and four dimension tableBate Part, Sup-
plier, Customerand an outriggefation The fact table has a degenerate dimension
(OrderKey and one measure. ETLDiff can automatically detect theansjto per-
form and which columns to disregard in the comparison. ETLWill here make a
join for each foreign key and then disregard the actual wahii¢he columns involved
in the joins.

To use the framework the user only has to specify Al) how ta $te ETL
software and A2) how to connect to the data warehouse, assindvigure 6.2. Apart
from this, the framework can do the rest. Thus, the user G t&t do regression
testing in 5 minutes. Setting this up manually would requimech more time. For
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etl cmd=" | oaddw -f -Xx’

dbuser="tiger’

dbdri ver="org. postgresqgl.Driver’

dburl =" j dbc: postgresql ://1| ocal host/tpch’

Figure 6.2: Example configuration file for ETLDiff

each schema, the user would have to go through the folloveiskst M1) write an
SQL expression that joins the relevant tables and seleetedlumns to compare,
M2) verify that the query is correct and includes everythimgded in comparisons,
M3) execute the query and write the result to a file, M4) writeapplication that can
compare results and point out differences. Further, thewseld have to go through
the following tasks for each ETL version: M5) Run the new EDitware, M6) run
the query from M1 again, M7) start the application from M4 torpare the results
from M6 to the file from M3. Even though much of this could beaaméated, it would
take even more work to set this up. Thus, to set up regresssiimg manually takes
days instead of minutes.

The rest of this chapter is structured as follows. Secti@déscribes the design
and implementation of the ETLDiff framework. A performarstady is presented in
Section 6.3. Section 6.4 presents related work. Sectiogdhbludes and points to
future work.

6.2 The Test Framework

In this section we present, how ETLDIff is designed and im@ated. There are two
basic parts of ETLDiIff. Atest designeand atest executer

A test consists of all rows in the considered tables whiclegrg-joined accord-
ingly to foreign keys. Thus the fact table is joined to eachhef dimension tables.
However, only some of the columns are used in the comparisothe following it
is explained how to select the data to compare.

6.2.1 Process Overview

ETLDiff’s test designer makes a proposal about which datadtude in a test. It
does so by exploring the DW schema and buildirdptabase modedf the schema
(task 1). This model is used to build the so-caljenh tree (task 2a) which defines
how to join the DW tables used in the test. When this is donegigpcare has to be
taken when handling so-calldatidge tables(task 2b). Since ETLDiff uses the tool
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ReELAXML [60] to export DW data to off-line XML files, certain fileshat define
this process have to be generated as the last part of prgpadest (task 3). When
executing a test, ETLDIff exports test results to a file (td¥k This file, with the
newest content from the DW, is then compared to a file holdieg¢ference results
and differences are pointed out (task 5). In the followings&gtions, these tasks are
explained.

6.2.2 Task1: Exploring the DW Schema and Building a Databasklodel

To find the data to compare, ETLDIiff buildslatabase modeif the database schema.
A database model represents tables and their columnsdingldoreign key rela-
tionships. The model is simply built based on metadata nbththrough JDBC. By
default, all tables and all their columns are included inrtiedel. However, the user
may specify a table name or just a prefix or suffix of names notdloide. The user
may also specify foreign keys that should be added to the hm@m though they
are not declared in the database schema or may converselfysgeecific foreign
keys declared in the schema that should not be included imtidel. For the DW
example from Section 6.1, the built model would be similatht® schema shown in
Figure 6.1 unless the user specified something else, e.mnaoe the foreign key
betweerLineltemandDate

Next, ETLDiIff has to find the columns to compare. In a DW, it @g practice
to use surrogate keys not carrying any operational mea®nghB]. As previously
argued, it is not important whether a surrogate key has theevilaor the value 25
as long as attributes supposed to reference it have thectoakie. For that reason,
ETLDiff uses a heuristic where all foreign keys and the refieed keys in the model
are left out from the data comparison unless the user ha#fispdbat they should be
included. In the example from Section 6.1, this would meat@rderKey PartKey,
SuppKeyCustKey andNationKeywould not be included in the comparison. The rest
of the columns in the example would be used in the compariséso columns the
user has explicitly chosen not to include will be disregdrdeor example, it could
be specified thaRegionKeyshould not be compared in the running example.

6.2.3 Task 2a: Building a Join Tree

Consider again the running example. Since Wstipplierand Customerreference
theNationoutrigger, an instance dfationshould be joined t€ustomernd another
instance oNationshould be joined t&uppliet

In more general terms, there must be an equi-join with amints of a table for
each foreign key referencing the table in the database mdHiel means the database
model is converted into a tree, here callegbia tree Note that the database model
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already can be seen as a directed graph where the nodes sabl#seand the edges
are the foreign keys between tables.

In the join tree, nodes represent table instances and edgessent foreign keys
(technically, the edges are marked with the names of the &kyrms). For a star
schema, the root of the tree represents the fact table ambties at level 1 represent
the dimension tables. Outriggers are represented at legglchildren of the nodes
representing the referencing dimension tables. For a sak&vfichema, the join tree
will have a level for each level in the dimension hierarchyheTjoin tree for the
running example is shown in Figure 6.3 (not showing the markge edges).

Figure 6.3: A join tree for the running example

To convert the database model into a join tree, we use Algar.1, BuildJoin-
Tree, which is explained in the following. To avoid infiniecursion when AddTree-
NodesDF is called, we require that the database model ddaentain any cycles,
i.e., we require that the database model when viewed as gsaplirected acyclic
graph (DAG). This is checked in | 1-2 of the algorithm. Notattthis requirement
holds for both star and snow-flake schemas.

In | 3 the arrayvisited is initialized. In | 4, the algorithm tries to guess the fact
table unless the user explicitly has specified the fact taldedo this, the algorithm
considers nodes in the database model with in-degree 0.raulgs usually represent
fact tables. However, they may also represent the spedalafaridge table457,58]
which will be explained later. To find the fact table, the altfon looks among the
found nodes for the node with maximal out-degree. If theeenamre such nodes, the
first of them is chosen, and the user is warned about the ampigunother heuristic
would be to consider the number of rows in the representddgahe one with the
largest number of rows is more likely to be the fact table. @fefIdenote the node
in the database model that represents the fact table. loiimérge, the root is rep-
resenting the fact table (I 5). The recursive algorithm Ag#NodesDF (not shown)
visits nodes in a depth-first order in the database model frmmode representing
the fact table (I 7-8). When a node representing talbhethe database model is vis-
ited from noden, a new node representirigs added in the join tree as a child of
the latest added node representingThis will also setisited[t] to true. Note that
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Algorithm 6.1 BuildJoinTree
1: if database model has cyclien
2:  raise an error
setvisited[t] = false for each nodein the database model
f — GuessFactTable()
root < TreeNode(f)
visited|f] < true
for each node adjacent tof in the database moddb
AddTreeNodesDF (root,t)
// Find bridge tables and what is reachable from them
10: changed « true
11: while changed do
12:  changed « false
13:  for each table nodein the database model whergsited[t] = falsedo

14: oldVisited «— visited

15: for each node adjacent ta in the database moddb

16: if oldV'isited[s] then

17: // Before this partf had not been visited, butwhich is referenced
18: /' by t had, sot should be included as if there were an edggt)

19: for each join tree node representing table do

20: Remove edgét, s) from database modél Don’t come back ta
21 AddTreeNodesDF (z,t) Il Modifiesvisited

22: Add edge(t, s) to database model again

23: changed « true

AddTreeNodesDHvill visit an adjacent node even though that node has been visited
before. This for example happens féationin the running example.

For the running example, the nodes in the database modelsitexvin the or-
derLineltem Date Part, Supplier Nation CustomeyrNation Only the already ex-
plained part of the algorithm is needed for that. For somaluege models this part
is, however, not enough, as explained next.

6.2.4 Task 2b: Handling Bridge Tables

In the depth-first search only those nodes reachable ffomill be found. In fact
we are only interested in finding the nodes that are conneot¢gdvhen we ignore
the direction of edges. Other nodes that are unvisited tfeealgorithm terminates
represent tables that hold data that is not related to treidahe fact table. How-
ever, nodes may be connectedftavhen we ignore directions of edges but not when
directions are taken into consideration. Imagine that ¥aergle DW should be able
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Part Date

DateKey: int (PK)
DayN: int
Lineltem MonthNr: i nt

PartKey: int (PK)
Nane: var char ( 55)
MEGR  char (25)

Brand: char (10) DateKey: ini
Type: var char (25) PartKey: inf
Size: int SuppKey: i n
Container: char (10) CQustKey: in
Retail Price: decimal OrderKey: int
Comment : var char (23) Quantity: int

t
t
t
t

Customer

- CustKey: int (PK)
Supplier N Name: var char ( 25)
ation Address: var char (40)

SuppKey: int (PK)
Name: char (25) NationKey: int (PK) NationKey: int
Address: var char (40) L Bridge Name: char (25) Phone: char (15)
Phone: char (15) Comment: var char (152) AcctBal: deci mal
Suppkey: int (PK) Mkt Segnent: char (10)

AcctBal : deci mal Regi onkey: int
Comment : var char (101) Nationkey: int (PK) Regi onNane:  char ( 25) Comment : vachar (117)

Vei ght: float Regi onComment : var char (152)

Figure 6.4: The example schema extended with a bridge tateden Supplier and
Nation

to represent that a supplier is located in many nations. Tthidowe would use a
bridge table [57,58] as shown in Figure 6.4. A bridge tablke modes reachable from
the bridge table should also be visited when the join treeisgobuilt. Before ter-
minating, the algorithm therefore has to look for unvisitextles that have an edge to
a visited node (I 13 and 15-16). If such an edge is found, itusned around” tem-
porarily such that the depth-first visit will go to the untési, but connected node.
To do this, the edge is removed from the database model (la2@)a call to Add-
TreeNodesDF is then made (I 21) as if the edge had the opgbtion. Since the
edge is removed from the model, this call will not come bacthwalready visited
node. After the call, the edge is recreated (I 22). Beforeetige is turned around,
it is necessary to make a copy of thiited array. The reason is that the algorithm
otherwise could risk to find an unvisited nodewhere the visited node and the
unvisited nodew are adjacent ta. The edg€wu, v) could then be turned around and
the depth-first visit could visit. and w, before (u,v) was recreated. But when
(which is adjacent ta) then was considered, it would be visited and the gdge)
would be turned around and too many nodes would be addedsitingion does not
occur when an unmodified copylV isited) of visited is used.

6.2.5 Task 3: Generating Data-Defining Files

ETLDiff uses RELAXML [60] for writing XML files. Proposing a test thus includes
generating a so-calledonceptwhich defines what data BAXML should export
and a so-calledtructure definitiorwhich defines the structure of the XML. A concept
can inherit from other concepts.

When the join tree has been built, the data-defining concaptbe built. In
ReELAXML a table can only be used once in a single concept. Howé@vaight be
necessary to include data from a table several times asiegglabove. When this is
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the case, ETLDIff can exploit RLAXML’s concept inheritance. A simple concept
is made for each node in the join tree. The concept simpleteddl data in the table
represented by the node. An enclosing concept that inh@ets “uses the data”)
from all these simple concepts is then defined. The resuliseoflifferent concepts
are joined as dictated by the join tree. The enclosing cdneilpalso disregard the
columns that should not be considered, e.g, dummy keys. elmuhning example,
the final data corresponds to all the columns except thogieipating in foreign key
pairs. The raw data is computed by the DBMS.

After the concepts have been created, a structure defingioreated. ETLDiff
uses sorting androuping such that similar XML elements are coalesced to make
the resulting XML smaller (see [60]). If a supplier for exdmpupplies many parts,
it is enough to list the information about supplier once amehtbelow that list the
information about the different parts. Without groupingg information on the sup-
plier would be repeated for each different part it suppli€se use of grouping and
sorting means that the order of the XML is known such thatégasy and efficient to
compare the two XML documents.

6.2.6 Task 4: Exporting DW Data to Files

The concepts and the structure definition are then usedshy RML when it gener-
ates the files holding the reference results and the tedtgeBased on the concept,
RELAXML generates SQL to extract data from the DW and based ontthetsre
definition, this data is written to an XML file. Since the dagsspotentially can be
very large, it is possible to specify that the output showddcbmpressed using gzip
while it is written.

6.2.7 Task 5: Comparing Data

When comparing data, there should be two data sets to con3ide desired result
of an ETL run (theeference resuljsand the current result (thest results ETLDIff
thus performs two tasks when running a test: 1) Export data the DW, and 2)
compare the test results to the reference results and pdirsiny differences found.
ETLDiff can output information about differences to the sole or to tables in a
window as shown in Figure 6.5. The window has two tabs. In tis¢ b there is a
table showing all the rows missing in the test results anthénsecond tab there is a
table showing all the extra rows in the test results.

When comparing test results to reference results, two @dsease read from two
XML files. These XML files are read using SAX [99]. Each of the)Sparsers is
running as a separate thread. Each thread reads XML andereges rows as they
were in the join result that was written to XML. In this way $tpossible to compare
the files part by part with a very small main-memory usagey®@mb rows from each
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Figure 6.5: Window presenting differences between tesiiteeand reference results

of the join results have to be in memory at a given time (eaokath may, however,
cache a number of rows). So for most use cases, the size chthédnain-memory
is measured in kilobytes. Since sorting is used before thé X8vritten, it is easy
to compare data from the XML files row by row.

6.3 Performance Results

A prototypé of ETLDIff has been implemented in Java 5.0. FurtheELRXML
has been ported to Java 5.0, given new functionality, anibmpeance-improved in a
way that has speeded up the XML writing significantly. In théstion, we present a
performance study of the implemented prototype. The teshina is a 2.6 GHz Pen-
tium 4 with 1GB RAM running openSuse 10.0, PostgreSQL 8.4, Java 1.5.0 SE.

In the performance study, the DW from the running examplebeas used. ETL-
Diff has automatically proposed the test (this took 1.5 sdsp. The data used origi-
nates from TPC-H'’s dbgen tool. Data sets with differentsiz®MB, 25MB, 50MB,
75MB, 100MB) have been loaded and a data set (which eithdd dmutest results
or reference results) has been generated by ETLDiff. Thdtreg running times are
plotted in Figure 6.6(a). The shown numbers indicate thed vhount of time spent,
including the time used by the DBMS to compute the join redutitice that the data
sets generated by ETLDiff contain redundancy and thus achiigger than the raw
data (1OMB in the DW results in 129MB XML before compressio 40MB after
compression).

The source is publicly available fromel axn . comf et | di ff/.
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Figure 6.6: Running times

Further, the created test results have been compared ticelarference results.
This is the worst case for equally sized data sets since uinegjall data to be com-
pared. The running times for the comparisons are plottedguarg 6.6(b).

As is seen from the graphs, ETLDiff scales linearly in theesif the data, both
when generating and comparing results. When generating,skgonds are used for
each MB of base data and when comparing 9.5 seconds are ubedis Efficient
enough to be used for regression tests. In typical uses, onklWave a data set for
testing that is relatively small (i.e., often less than 1@)MT he purpose of ETLDiff
is to do regression testing to find newly introduced erromt, to do performance
testing where much larger data sets are used. When regrdestng, it is typically
the case, that a single test case should be relatively fastettute or that many test
cases can be executed during a night. Thus, a test case $tsosiadall enough to be
easy to work with but represent all special and normal cdsatsthe ETL software
should be able to handle.

6.4 Related Work

As previously mentioned, we believe that this work is thet firamework for re-
gression testing ETL tools. Daat al. [29] describe regression testing of Oracle
applications written in PL/SQL. The test cases to re-rursamposed to be automati-
cally found by the described solution. The method used n@ayekier, omit test cases
that could reveal bugs [116]. In a recent paper [116], Willrand Embury propose
two new methods for regression test selection. The regmedsst selection solu-
tions [29, 116] are closer to traditional combined unit aedression testing where
there exist many manually specified tests that cover difteparts of the code. In
the present chapter, the result of the entire ETL run is bedatgd, but in a way that
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ignores values in surrogate keys that can change betwdenedif runs without this
indicates an error. Further, the test is designed autoatigtic

JUnit [55] is the de-facto standard for unit testing and mspired many other
unit-testing tools. In JUnit, it is assumed that the indiatitest cases are indepen-
dent. Christenseat al.[23] argue why this should not hold for software that stores
data in a database. They also propose a unit-test framewatkallows and exploits
structural dependencies to reduce coding efforts and égectimes. The work is
taking side-effects into consideration (such that a testdspend on the side-effect
of another) but is still considering the individual funct®of the tested program, not
the entire result as the present chapter does. The maimatiffe is that the solution
in the present chapter automatically designs the test sspkisalized for DWSs.

DbuUnit [32] is an interesting test framework extending JJoi database appli-
cations. DbUnit can put the database in a known start stétedoany test run. Fur-
ther, DbUnit can export database data to XML and import daan XML into the
database. With respect to that, DbUnit has some similantigh RELAXML [60]
used to write ETLDiff’s XML. DbUnit can also compare if twolies or XML data
sets are identical, also if specific columns are ignoredha, it is related to the core
functionality of ETLDiff. However, ETLDIiff is automatic wéreas DbUnit due to its
unit test purposes requires some programming. Like in Jith@tprogrammer has to
program the test case and define the pass criterion for th&tds involves inheriting
from a predefined class and defining the test methods. Whag EJiLDiff, the test
case is automatically inferred. Another difference is 8aLDiff automatically will
perform correct joins — also when disregarding the join colg in the value com-
parisons. Columns to ignore must be specified in DbUnit waeene ETLDIff they
are found automatically. A key feature of ETLDIff is that Bes the DW semantic to
automate the tests.

One paper [52] considers the problem of discovering dinoeradiDW schemas
(fact tables, measures, dimensions with hierarchies) mD\Y schemas. This is
somewhat related to our problem of building a join tree, l3uva can assume a DW
schema and do not want to find hierarchies or measures, bpjanlconnections,
the algorithm in the present chapter is much more efficieddt®nally, the solution
in [52] does not handle bridge tables.

Industrial ETL tools like Informatica Powercenter, IBM @atage, and Microsoft
SQL Server Integration Services (SSIS) offer nice faetitior debugging ETL flows
and allow ETL developers to use the testing facilities inudisStudio, but have no
specific support for ETL regression testing, and do not geadhe test automatically,
as we do.

In the implementation of ETLDIff, the data to compare is venit to XML files
in a way that allows for memory-efficient and fast processifigis means that when
ETLDIff is comparing data sets, it actually compares datdréfom XML docu-



6.5 Conclusion and Future Work 113

ments. Much work has been done in this area, see [25, 92] feeysl Since the
XML structure allows for a fast and memory-efficient compan, ETLDIff uses its
own comparison algorithm to be more efficient than genergdqae tools.

6.5 Conclusion and Future Work

Motivated by the complexity of ETL software, this chaptensigered how to do
regression testing of ETL software. It was proposed to dmrsihe result of the
entire ETL run and not just the different functions of the EJdftware. The semi-
automatic framework ETLDiff proposed in the chapter can@nga data warehouse
schema and detect how tables are connected. Based on pngpdases how to join
tables and what data to consider when compatesty resultfrom a new ETL run to
the reference resultsit only takes 5 minutes to start using ETLDiff. The user only
has to specify how to start the ETL and how to connect to the B¥re he can start
using ETLDiff. To setup such regression testing manuallgt @mbersome task to
code and requires a lot of time.

Performance studies of ETLDiff showed a good performanoth) Wwhen extract-
ing data to compare from the DW and when performing the actodparison be-
tween the data in the DW and the so-called reference redultspical uses, less
than 100MB data will be used for testing purposes, and thisbeahandled in less
than an hour on a typical desktop PC.

There are many interesting directions for future work. Ttnecsure definitions
could be optimized with respect to group by such that theltiaguXML gets as
small as possible. The framework could also be extendedvier aither test types,
for example audit tests where the source data sets and thedd2W data set are
compared.






Chapter 7

RITE: Providing On-Demand
Data for Right-Time Data
Warehousing

Data warehouses (DWSs) have traditionally been loaded véth dt regular time in-
tervals, e.g., monthly, weekly, or daily, using fasik loadingtechniques. Recently,
the trend is to insert all (or only some) new source data venghkly into DWs,
called near-realtimeDWs (right-time DWS3. This is done using regular INSERT
statements, resulting in too low insert speeds. There s @hgreat need for a solu-
tion that makes inserted data available quickly, whild ptibviding bulk-load insert
speeds. This chapter preseRS E (“Right-Time ETL"), a middleware system that
provides exactly that. A data producer (ETL) can insert dagh becomes available
to data consumem@n demandRITE includes an innovative main-memory basatt
alystthat provides fast storage and offers concurrency corfvralumber of policies
controlling the bulk movement of data based on user req@rgsfor persistency,
availability, freshness, etc. are supported. The systenksupansparently to both
producer and consumers. The system is integrated with ansmece DBMS, and
experiments show that it provides “the best of both world€’, INSERT-like data
availability, but with bulk-load speeds (up to 10 times éast

7.1 Introduction

Data warehouses (DWSs) [58] have traditionally been loadd data at regular time
intervals, e.g., monthly, weekly, or daily. Here, fémilk loadingtechniques have

115
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typically been used in order to obtain sufficiently high imspeeds for the huge data
volumes. In recent years, there has been an increasing defordmaving very fresh
data in DWSs. Thus, new or updated data from the operationatesystems has been
inserted very quickly (within seconds or minutes) into th&§) which are commonly
referred to as fiear-realtime DW5 A more sophisticated approach acknowledges
that some data needs to be very fresh, while other data magsbdresh, and thus,
based on the freshness needs, inserts data at the “righititita¢he DWSs, referred to
as ‘right-time DWS. Bulk-loading techniques are only efficient for relatiydarge
batches of data, and are thus not feasible for the singlatiew'trickle feeds” used
in the latter types of DWs. Thus, these have had to revertassidal OLTP-style
inserts, using regular INSERT statements executed in dmaalactions. But here
the unavoidable problem is that the insert speed is not highgh (often an order of
magnitude lower than bulk loading).

There is thus a great need for a solution that makes insestachgailable quickly,
while still providing bulk-load insert speeds. A lot of wohas been done on sup-
porting read-optimizedWs, e.g. special multidimensional index structures, OLAP
servers, etc. Itis, however, equally necessary to haite-optimized systefibefore”
the DW. Thus, we need a solution to asynchronously propatgtefrom sources to
the DW (under some consistency constraints). Such a solatiould strike the right
batch size between the two extreme forms (bulk versus siogheand find the right
time to move “micro batches” of data within the system. Weerthiat data must be
inserted at the latesthen but not necessarilgefore it is needed, i.e., data should be
available only on-demand. There is also a need to decoupleesaystems and the
DW.

This chapter presenRIiTE (“Right-Time ETL"), a middleware system that pro-
vides exactly such a solution. RIiTE allows a data produceotinuously insert data
into a DW at bulk-load speed, but such that dedasumergDW clients executing
gueries) get access to fresh data. To do this, RIiTE takestaty@of a number of spe-
cial characteristics of DW systems. RITE is thus targeteshipporting ongroducer
(the ETL program) doing many INSERTSs with low persistencguieements (per-
sistency can be guaranteed if needed). RITE includes awatime main-memory
basedcatalystthat, like a chemical catalyst, enables the insert procedsetper-
formed faster and with less effort. RITE supports a numbegpaticies controlling
the bulk movement of data based on user requirements foistgrsy, availability,
freshness, as well as elapsed time and CPU load. Using Rifr&nsparent and re-
quires only very few changes to producer and consumer cocaeost cases only the
few lines establishing database connections have to begeban

Figure 7.1(a) shows a classical DW system with source systanproducer, a
DW, and consumers. The black boxes show database drivgrsJBBC [108]. Fig-
ure 7.1(b) shows the architecture for the same system usifig, Rith the catalyst



7.2 User-Oriented Operations 117

>

\/
Qperational Consumer
source :
Consumer

\/
Qperation

source Consumer
~system”

\/
Qperational | Consumer

source /\

) RITE
© catalyst
R—

QOperation: l/(

source

odar
ENR}e]

Consumer|

odgar
ENR}e]

Consumer

oddar
EN}c]

~system~

(b)
Figure 7.1: Architectures for (a) a classical system ana &ystem using RITE

and specialized database drivers. The catalyst holdsmatain memory but ensures
that data is transparently available to the consumers. fibatathe producer can then
float to the DW either via the catalyst or directly.

Performance studies of the PostgreSQL-based prototypesstiat RITE im-
proves insert time by up to an order of magnitude. Rows ansparently read from
the RITE catalyst with only a small overhead. Thus, RITE mes INSERT-like data
availability, but with bulk-load speeds.

The remainder of the chapter is structured as follows. 8ecti2 describes
RITE from a user perspective. Section 7.3 describes theupprddatabase driver.
Section 7.4 describes the catalyst. Section 7.5 desciiilgetable function and the
consumer database drivers. Section 7.6 presents expégimmesults. Section 7.7
presents related work and Section 7.8 concludes and poifiisure work.

7.2 User-Oriented Operations

We now give short, informal introductions to the operatitmest are treated specially
by the RiTE package. These operations and other operatsasinternally by RITE
are all exemplified and described in details in the followsegtions. Note that other
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classical database operations that are not handled dpdnidRiTE can still be per-
formed.

Producer Operations The two producer operatiomssertandcommitare handled
specially by RiTE. From the user’s point of vieimsert operations work as normal
inserts but are faster. Behind the scenes, RITE tempoidps the inserted values
locally at the producer side and later moves them toward®¥en bulk. The strat-
egy about when to move data in bulk is based on different jgslithat are explained
later. It is, however, done such that the data always isalaiffrom the DW when it
is needed for querying.

The commitoperation makes inserted data available for consumers.wBeah
using RIiTE, the user decides if committed data is writtenhi® DW'’s tables. If
this is done, the commit is calledraaterialization If the user does not have strict
persistency requirements (e.g., if the data can be reat&tidrom the sources), it is
also possible to commit the data without doing a materiatimawhich then can be
done later. This is faster, but still makes the data avalédt consumers. Such a
commit can be done in different ways that affect when the budking of data takes
place.

Consumer Operations For a consumer, there are also two operations that are han-
dled specially:read andensure accuracy From the user’s point of view, gead is
done by using SELECT. Behind the scenes, transparentlyetaghr, the read is not
necessarily just a read from tables in the DW.

The only new operation introduced by RiTEdssure accuracyThis is relevant
for a consumer that does not necessarily need data thatrisshisafs possible and thus
can help the system to get a better performance. For exaihpiay be acceptable
for a daily status report to consider all sales data thatexi$0 minutes ago but not
newer data. By using the ensure accuracy operation, theigmrds guaranteed that
it at least sees the data that existed 10 minutes ago.

7.3 Producer Side

In this section, the specialized database driver for theyarer is described.

Setup The RITE producer driver is defined by an extension of thedsteth Java
JDBC Connection interface. That means that to start usifrgrit an existing Java
application, only the lines where the connection to the lukega is made must be
changed. The driver must be told which of the DW's tables thialgst provides
intermediate storage for (so-callegemory tables Inserts to these tables are then
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handled by the driver. Statements not handled speciallh&yRiTE driver are exe-
cuted via a traditional JDBC Connection implementation.

Insert When a prepared statement is made, the driver detects titsegrgent inserts
scalar values into a memory table. If so, the driver takevdhees to insert from the
statement when this is executed and stores them in a lodarbuf

Example 7.3.1 (Insert) Consider an example where the DW has two (empty) tables,
X(A,B) andY (C, D). RIiTE is used such that a memory table is madeXo(This
setup is used as a running example in the chapter.) Now, assiuat the producer
code with prepared statements inserts the r¢ivd ) and (2, 2) into X and (3, 3)

into Y. Before these inserts, the system has the followatg sthere the local buffer
for X is shown to the left, the catalyst's memory table $0iin the middle and the
DW's tables (from now on referred to as tB&V tableg to the right. A double line in

the bottom of a table shows that the table is empty.

(AlB]|[AlIB]|[A][B][C[D]
X X X Y
Producer| Catalyst DW

After the inserts, the system has the state shown below whet&vo newX rows
are held in the local buffer and the nérow is in the DW table.

A | B

1| |[AlB] |[[A]B]}o|D
33
2 ]2 X X v
X
Producer| Catalyst DW

Flush The new rows from the prepared statement remain in the pevdirover’s
buffer until a commit operation is done by the producer oiarally until the pro-
ducer executes a query that should consider (uncommittgd)idserted by the pro-
ducer itself. The held rows are thélashedto the catalyst (not the DW) in a bulk
operation.

Example 7.3.2 (Flush) Consider again the state obtained in Example 7.3.1 and as-
sume that the producer commits the data such that a flushtiated. This results in
a state where th& rows have migrated to the catalyst.

A | B
[(AlB] |[111||(ALE] 513
X 2 |2 X v
X

Producer| Catalyst Dw
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Lazy Commit It is also possible for the producer driver to keep rows liycafter

a commit whenever golicy defines to do so. When committed data is not flushed
immediately, we have &zy commit When a lazy commit appears, the producer
driver records theommit timeat which commit operation was invoked and places all
rows in the buffer in ararchivewhich holds committed, but not flushed, rows. The
archive is flushed later as explained below.

Example 7.3.3 (Lazy commit) Consider again the state obtained in Example 7.3.1.
If the producer performs a lazy commit, we get the followitageswhereX .., is an
archive.

A B cTD
[ATE)[1 (1| |[(ALE] |[(ALB] |51+
X 2 |2 X X 3

X(L'r‘ch
Producer Catalyst DW

Compare this to the state obtained in Example 7.3.2. In tmeentiexample, theX
rows are not migrating to the catalyst but remain on the pEiuside. After a flush
is performed, the state resembles the situation of Exampla.7

Requests for Data It is possible for the producer driver at the same time to have
several archives with different commit times. These aehiliold committed data
that eventually should be flushed. At the latest, the fluslbigedvhen the connection

to the DW is closed, but it may also happen before. When oneooe archives exist,
the producer driver sets up a background thread that listemequests for data from
the catalyst. As will be explained later, such a request i@doecause a consumer has
a demand for fresh data. The catalyst might ask only for pdiise archived data in
which case only the requested parts are flushed. The recootewhit times are used

to decide which parts to flush.

Example 7.3.4 (Request for data)Consider again the running example and assume
that lazy commits are used for the following sequence oftev&he numbers shown
to the left are (abstract) time stamps. Before the showntsyeathing has happened.

1. Therowr = (1, 1) is inserted intaX by the producer.

2. The producer commits, resulting in the archi¥d =? for X. This archive
holds the rowr.

3. The rows = (2, 2) is inserted intaX by the producer.

4. The producer commits. This results in that the archi/E7;! is made forX.
This archive holds the row.
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5. The consumer requests the catalyst to hold dat&fahat is maximally 2 time
units old. This means that the catalyst should at least Hoéddiata committed
at timeb — 2 = 3. To fulfill this, the catalyst sends a request for data to the
producer. The producer then flushes the dataXﬁj,% (the only archive with
data committed at time 3). Row(committed at time 2) is then available from
the catalyst, whereas row (committed at time 4) is not. This gives the state
shown below.

A B AB
(ATB] oo |2 |[[ATB][C]D]
XX X X Y
Producer Catalyst DW

Materialize Data from the archives is also flushed when the producer wisimea-
terialize the rows such that they are written to the DW tables. This iedo make
the rows reach their final target (the DW table), to make sparcether rows in the
catalyst, and to guarantee persistency. Persistency iguananteed when rows are
stored by the catalyst. In case of a crash, the rows in théysataill be lost. Recall
that in typical DW environments this is not a problem since data can be reloaded
from the operational systems. When rows on the other hanel l@en materialized,
the usual persistency guarantees given by the DW DBMS appiye that the pro-
ducer thus controls the persistency guarantee since thlystadoes not do “implicit”
materializations. To make materialization possible, tiieEproducer driver extends
JDBC'’s Connection class with the methodnmi t ( bool ean) which performs a
commit operation and where the argument decides whetheoiteshould be ma-
terialized to the DW tables before the commit operation rfgomed in the DW. To
make the rows ready for materialization, the producer dfivgt has to transfer them
to the catalyst. Note that since a materialization only eaggogether with a commit
operation, data held in the producer driver’s local bufésfiished at the same time.

Example 7.3.5 (Materialization) Assume that the state is as obtained in Example
7.3.2. A materialization then gives the following state mgtiee X rows are inserted
into the DW.

A B A B
(ATB] |[[T[1]|[T]T]Fsts
33
X 2 |2 2 |2 v
X X
Producer| Catalyst DW

Note that the rows are still present in the catalyst afterriegerialization. However,
it is automatically ensured that a consumer only sees eashimstance once (this
is explained in Section 7.5). When space is needed, the nogviatized rows will
eventually be deleted from the catalyst.
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Policies Finally, data in archives is flushed whepalicy has defined that it is time
to do so. A policy is simply a function that returns a Booleatue. When the
return value of the policy isr ue, the rows are flushed and vice versa. The producer
invokes the policy and checks the return value at regulardsinable intervals. By
using policies, it is for example possible to make the predless intrusive on busy
systems by considering the load average. A possible pdithyis only to flush if the
load average for the last minute has been below 80% or if 1Qtesnhave passed
since the last flush.

The RITE package includes policies 1) for flushing immedyas#dter a commit
(this is the default), 2) for waiting as long as possible,émy flush on-demand, and
3) for load-aware policy-based flushing when the load averadgelow some per-
centage or a certain time interval has passed since theuakt frurther, an interface
that the user can implement to define her own policies is dedu The interface has
two functions: One for the policy itself, i.e., a functiortuming a Boolean value,
and one used to inform the implementation that the data hers fheshed for another
reason, e.g., a request for data from the catalyst.

To start using lazy commit with a given policy, the user ordy to define which
policy to use. Thus, it only requires one line of code to stiaihg a policy. The rest
is handled transparently by the RIiTE drivers.

The minmax Table When rows are flushed to the catalyst, the catalyst implicitl
assigngow IDsto the rows and returns the maximal assigned row ID to theymed
driver. The producer driver then updates a special metadale, called theninmax
table in the DW. The minmax table holds data about the minimal aagtimal row
ID for rows that a consumer should get from the catalyst. Nio# these row IDs
are handled completely transparently by the RIiTE softwatkaae never seen by the
producer or consumer code. So after a flush, rows with newbBsale available and
the information about the maximal available row ID is updaté@s explained later,
this only affects later consumer queries. Already runniagrigs are unaffected and
will not see the new rows that were committed after they ethrt

After a materialization, the producer driver similarly @bels the information
about the minimal row ID of rows that a new consumer query khget from the
catalyst. The reason is that rows with lower row IDs now, rate materialization,
have migrated to the tables in the DW.

Example 7.3.6 (The minmax table) Consider again Example 7.3.2 where data was
flushed. Assume that the r@iy 1) is assigned row ID 1 and the ro{&, 2) is assigned
row ID 2. After the flush, the minmax table has the content shiovihe left below.
After the materialization in Example 7.3.5, it has the cahghown to the right.
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min max min max
1 2 3 2
After Ex. 7.3.2 After Ex. 7.3.5

Note that after the materialization, the minmax table téist consumers should get
the empty set of rows from the catalyst since no row has an ¢b that both ID< 2
and ID > 3 hold. The consumers should now get the rows from the DW tatlead.

7.4 Catalyst Side

We now describe the catalyst. The purpose of the catalyst jgdvide fast, inter-

mediate storage for data. It does so by storing rows in maimong It can serve

one producer driver and many consumer drivers and thee tabktions at the same
time. Note that the consumer driver itself does not fetchstownstead it (trans-

parently to the user) informs the catalyst about which romsutd be readable by a
table function. A table function is the remedy that makessaacessible in the DW.
The catalyst is independent of the used DBMS as its sole imctare to 1) store

rows for a producer, 2) deliver them to a table function, ahdidete them when

they are marked as unused (i.e., no consumer currently hisesand they have been
materialized).

The Row Index The catalyst allocates a user-adjustable amount of menwory f
each memory table and uses this to store the memory table's. r&Vhenever a
producer driver adds rows, the rows are implicitly assigreed IDs by the catalyst.
All row IDs are taken from the same sequence such that themeeduplicates among
row IDs for different memory tables. The catalyst maintamew indexthat is used
to map between row IDs and start and end positions for the afatze rows. The
row IDs are only stored in the row index, not together with tiaa of the rows.

Example 7.4.1 (The row index) Consider again Example 7.3.2
and assume again that the rd, 1) is assigned the row ID 1 and
the row(2, 2) the row ID 2. Then the row index will be as show

to the right. (Note that although the row index here is showmalanlea] [ |-
list, a tree-based index is used in the implementation.)

When a table function reads data, it gives the minimal andimalxneeded
row IDs (recall that these were made available in the minraaletby the producer
driver). By using the row index, it is then very easy for the&aggst to find the chunk
of memory to transfer to the table function.
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The Time Index When a producer driver adds rows, it must tell the catalystrwh
the rows were committed at the producer side. For each metably, the catalyst
maintains aime indexthat for a commit time maps to the row ID of the last row
that was committed at time& When a producer driver adds rows that are not yet
committed (this is an option for a producer that needs toyitgiown uncommitted
data), it gives them the special time stamap

Example 7.4.2 (The time index)Consider again inserts into the memory tab{e

in the running example and assume that the royandr, are committed at time;
and the rows 3 andr, are committed at timé,. Assume that the row, gets the row
ID n. The time index is then a partial function from time stamps to row IDs such
that7(t1) = 2 and7(t2) = 4.

A producer driver must transfer rows in a way where for a gingemory table,
all rows that were committed at timte are flushed in one operation and before rows
committed at time,, for t; < t-. It therefore holds that when a producer driver adds
uncommitted rows, it must already have added all its coneahitbws since they have
commit times less thano. On the other hand, when new rows with a time stamp
t # oo are added, all rows with the time stamp can implicitly be assumed to also
be covered by this new commit and can have their time stamategdot. In case
of a rollback, the catalyst simply has to discard all rowshwtiite time stampo. The
chunk of memory that holds these rows is easy to identify liyoguthe time and row
indexes.

Ensuring accuracy. A consumer can tell the catalyst to ensure that it holds th& da
with a certain accuracy (i.e., the data that was committethbyproducer a certain
time interval ago) for a subset of the memory tables. Theulteifathat the catalyst
should have all data, but with a one-line change in the corswade, the consumer
can ease the work of the producer and catalyst by only reguitata of a certain
freshness.

When the catalyst receives such a wish, it sees if this camlfiled with the
data it currently has. If the producer does not do lazy comsyrtiis is trivially true.
The catalyst knows whether the producer driver has condeotésten for requests
for data. If it has not, it can be assumed that the produceeiddoes not do lazy
commits. If the producer on the other hand uses lazy commilstiae catalyst is
instructed to ensure that it at least has data committechatttfor the set of memory
tablesM, it must ensure that it has the data or request the produiver tw flush that
data. This is the case in Example 7.3.4 where the producegigested to flush data
committed at time 3. If the catalyst already has rows withtthe stampt’ where
t <t # oo forallm e M, it also has the committed data fofor m € M due to
the flush order rule explained above. It can even be the casédtheverym € M,
the catalyst has data committed at timie> ¢. This data can also be used as the
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operation is meant to ensure that the catalyst’s data isldet than the data that was
committed at the given time stamp.

It might, however, be the case that the catalyst has no datandted at or after
the wished time stampfor (some of) the memory tables ¥ for which accuracy
should be ensured. When this happens, the catalyst findallestthat do not have
sufficiently accurate data and requests the producer dovieansfer data for these.
It might then be the case that for a memory tadbl@o rows are held in the producer
driver’s archives in which case the producer driver sendsrapty updatdor m, i.e.
adds and commits zero rows. For the catalyst, this is slillalde information as the
time index can be updated and the accuracy ensured.

Example 7.4.3 (Empty update) Consider again Example 7.4.2 and assume that no
further rows are inserted intd(, but that there is a lazy commit at tintg. If the
catalyst sends a request for data committed at tignéhe producer driver will make
an empty update such that the time index maps the time stamopthe row ID 4:
7(t3) = 4. Note that we then have(ts) = 7(t3) since no rows were added %
between the commits &t and ;.

So if the catalyst is instructed to ensure that it at leastatladata committed at
time ¢ for the memory tabled/, it goes through Algorithm 7.1 whe@(m,t) =
{t | t € T(m)At>t}andT (m) is the set of commit times different from in
the time index for memory tabbe..

Algorithm 7.1 Find time stamp to consider
Input: A time stampt and a set of memory tableqd
1: for m € M do
2. if C(m,t) = then
3 Request from the producer driver all the unflushed data:/ftinat was com-
mitted before or at time
4 Q — {t}
5 else
6
7

O — C(m, 1) U {t}
return max((,,car m)

The return value of Algorithm 7.1 is the newest time stampwbich data can
be considered. That means that if the algorithm is invokedfme stamp and a
set of of memory tables/ and returng, it holds thatt > t and that the catalyst now
holds all data that was committed at timfr all m € M. Line 2-3 of the algorithm
ensure that the catalyst at least has all the (possibly grdpts sets committed at (or
before) timef for eachm € M. So we know that data from timtecan be considered.
But if all m € M have newer committed data available, the algorithm piclks th
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maximum time stamp that every has data for. The found time stamp is returned
to the consumer driver which (transparently to the usenimssthat it is used when
data is read from the catalyst the next time.

Reads.When a table function reads data, it must also give the cstalyime stamp
that decides what data to include in the result. The time gtsnmeeded to ensure
that data that is too new is not included in the result sefastihted in the following
example.

Example 7.4.4 (Problems imot using the time stamp) Recall the setup for the run-
ning example but now assume that both tabtesnd Y have memory tables. Now
consider a scenario where the producer uses lazy commit lemdotlowing events
take place. (The numbers show how many minutes have passedist system was
started).

1. The producer insertX’ andY rows and commits.
2. DataforY is flushed.
3. The producer insentX andY rows and commits.
4. Data for X is flushed.
5. A consumer wants 4 minutes accuracyfoandY’.

The time stamp to use is then for the first commit (4 minute3. alyote that
the last flush forX was 1 minute ago (so all committed data f&ris available in
the catalyst) while the last flush faf was 3 minutes ago (so only data committed 4
minutes ago is available in the catalyst). If the catalystmiot use the time stamp and
naively returned all data, it would return possibly incosteint data sinceX’ contains
data committed 1 minute ago buytdoes not.

So by using the time stamp, the catalyst ensures that a tamsenapshot of the
committed data is used when returning data to a table fumctBased on the time
stamp and the time index, the last row to include is found. [Blserow returned

is the row with the biggest row ID that is less than or equah® minimum of the
requested max row ID and the row ID found from the time stamgrrally, if the
minimal requested row ID i$,,;,, the maximal requested row ID ig,.., the time
stamp ist, and7(¢) is a function giving the time index mapping from the biggest
time stamp smaller than or equal#d®o a row ID or—1 if this is undefined, then all
returned rows have their row IDs in the set

A={n|né€Niniy <n <min(ima,7(t))}
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Note that the number of returned rows may be different ftéxh For a single mem-
ory table it is not given that it has all (or even any of) the sowith row IDs in
A.

If the catalyst has not been instructed to ensure a certauracy, the table func-
tion will use a special time stamp that says that all commhitketa must be considered
(i.e., the catalyst must hold data committed at or beforectheent time and the time
stamp is set to the current time).

Registering Rows as Being Used A consumer driver caregister rows with row
IDs in a given interval as being used to ensure that they arel@leted from the
catalyst while a consumer query should be able to read thera.tffo register rows
as used, corresponds to getting a shared lock. Rows thaggistared as being used
cannot be deleted from the catalyst. Note that it is not ehdogconsider rows
currently being read as used. A single consumer query may dete from different
memory tables or from the same table more than once. In bative® reads, the
catalyst should not have deleted rows that were within ttsirel interval of rows
in the first read. Therefore, rows should be registered a$ stre the query starts
and deregisteredafter it finishes (the consumer driver does this automdyicaid
transparently as will be explained in Section 7.5).

Only rows that are not already materialized can be regidtaseused by a con-
sumer. Already materialized rows, can be read from the DWesahnd should not
block the catalyst from freeing memory. Rows can, on therolized, be materi-
alized while they are still registered as used. When thipeasg, the rows will for
some time be available both in the DW and in the catalyst. Bettd the consumer
driver's use of the minmax table, a consumer will only seeiogtance of each row.
This is explained in Section 7.5.

When the producer has performed a materialization, theygerddriver informs
the catalyst about this. The catalyst uses this to decidehwtdws it can delete.
Rows that are materialized and not registered as being gsedsafely be deleted
such that the memory can be reused. Deletion is done autaihatby the catalyst
when more space is needed. Since materialization happgegé&r with commit,
it is the case that the rows to materialize have row IDs withigiven interval. It
is therefore also the case, that the catalyst only has toofneecontinuous block of
memory for each memory table and there is no need to use map$reg regions or
similar techniques.

7.5 Consumer Side

In this section, the consumer driver is described. Like ttoalpcer driver, the con-
sumer driver is defined by an extension of the JDBC Connectitarface. This
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extension adds methods for defining how accurate data readtfre catalyst has to
be. Further, the consumer driver (transparently to the) esesures that rows are not
deleted from the catalyst while they are needed by a consguoesy.

From the consumer’s point of view, the consumer driver iscalieg queries
with the READ COMMITTED isolation level. To implement thisich that it works
as expected for both data in the DW and in the catalyst, tihvedaictually executes
queries towards the DW in the REPEATABLE READ isolation leve

Registering Rows as Used Before a query is executed, the consumer driver has to
register row IDs as used. As explained in the previous sectiis is done to ensure
that the rows that exist in the catalyst when the query steaistinue to exist while
the query is executed. The row IDs to register as used are thake range defined
by the minmax table, i.e., from the first row that is not matzed when the query
starts to the last row that is committed when the query stadatsnake sure that rows
will not disappear from the catalyst while a query is runnitng consumer driver will
whenever a method executing a query is invoked, first reagegadtom the minmax
table and try to register them with the catalyst. This migdilt if a materialization
is done between the time the consumer driver reads the vahtethe time it gives
them to the catalyst (recall that the catalyst only allows Ds of nhon-materialized
rows to be registered as used). In that case, the consuraer drids the transaction,
starts a new transaction and reads values from the minmbeaad tries to register
them. To avoid starvation problems, the catalyst givesrityito consumers retrying
to register values. When the values from the minmax tableagjistered, the query
is executed. After the query is executed, the consumerrdilimegisters the values.

Ensuring Accuracy of Read Data The consumer driver also provides the con-
sumer with methods that determine how old data from the ystta allowed to be.
This is relevant when the producer uses lazy commits. A goesgan then explicit-

ly tell the catalyst how accurate data it needs. If data ofjilken accuracy or newer
data already exist in the catalyst, the producer and théysatae released from the
burden of flushing data. If the catalyst, on the other handsdawt hold sufficiently
fresh data, it requests the producer to flush the needed Batiathis happens on-
demand and only for the needed data. Note that if these medr@dnot used, the
default is that the catalyst holds all committed data.

Concretely, the JDBC Connection interface is extended migthodsensur e-
Accuracy(...) thattake atime interval and memory table names as arguments
When these are invoked, the consumer driver passes thedwaettaracy to the cata-
lyst that returns a time stamp for which it has the committaeth@nd that is accurate
enough. The value is stored in the DW in a session variable that it is available
for the table function.
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Reading Data with the Table Function The consumer driver itself does not read
rows from the catalyst. Instead the DW reads rows througlble fainction, i.e., a
stored procedure that returns a set of rows with a strucitkeedws in a table in the
DW. The table function takes as arguments the name of the nydatde to read data
for and the minimal and maximal row ID of rows to read. Whenttige function
wants to read rows from the catalyst, it also gives the cstadytime stamp that
defines how fresh the data must be (as explained in Sectign Al#hough the row
ID arguments can be used to limit the result set in other wiagsnormal usage of the
minimal row ID is to avoid that the catalyst returns rows thiat already materialized
when the query begins. This value is defined such that rowslaiter row IDs have
already been materialized and should be read from the DWy @oin the found
value and up, the rows should be read from the catalyst. Thealausage of the
maximal row ID is to avoid that the catalyst returns rows thed not committed
when the query begins. It is defined to mean that rows with atgreow 1D are not
committed yet. If this value is read once and reused, it do¢sffect the query if
more rows are committed later.

Example 7.5.1 (Use of the minmax table)Consider again the state of the minmax
table after the materialization in Example 7.3.6 and asstimethe producer inserts
and commits two rows that get the row IDs 3 and 4, respectivelhe minmax table,
themin value is then 3 and thevax value is 4.

A consumer driver now reads these values from the minmag il success-
fully registers them. When the table function is given thedees, it reads the two
new rows from the catalyst. Rows with a row ID less than 3 shoat be read since
they were already in the DW table when the query started. Nssurae that the con-
sumer’s query is expensive and involves reading data frenmtemory table twice.
After the first time data is read, but before the second titme producer inserts and
commits some new rows that get row IDs greater than 4. Thass did not exist
when the query started. To avoid that the query sees thentaltheefunction is still
given the previously read values (i.evjn = 3 andmaz = 4).

Finally, assume that while the consumer’s query is exegutime producer per-
forms a materialization such that all the new rows also bez@wvailable in the DW
table. The consumer query is still able to read the rows froendatalyst (since they
are registered as used and thus cannot be deleted). Themansjuery does not get
the same rows from the DW table (since it is running in REPEATAREAD mode
and the rows were not in the DW when the query began). So ttsicter sees every
row that existed when the query began exactly once. The fwatsmMere committed
after the query began are not seen.

Transparency To make these things transparent to the end user, a view @éf a
table and its associated memory table can be defined. If #we @efinition uses
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the minmax table directly, we find the same rows in the viewetie the view is
used within one query (recall that the consumer connectigqui in REPEATABLE
READ mode). So for each DW table for which a memory table aldstg a view
should be defined as

CREATE VI EWvVv AS SELECT * FROM dwt abl e UNI ON ALL
SELECT * FROM t abl efunction(’ dwt abl e’, (SELECT
mn FROM mi nnmax), (SELECT nax FROM mi nnax))

If the view v is used instead afwtable in queries, the end user does not have
to think about if rows are read from the tables in the DW or fritnm catalyst. Since
the consumer driver behind the scenes is using the REAPEREABEAD isolation
level, a single query that uses the view many times sees the salues from the
minmax table and thus the same set of rows in the view. But dimsumer driver
starts a new transaction for each query and some rows migatieen updated when
a query is re-executed. In other words, non-repeatablesraadpossible such that
the isolation level in effect is READ COMMITTED as promisey the driver.

7.6 Performance Study

Setup We now present a performance study of the RiTE prototype. prottype
(www.cs.aau.dkLchr/RIiTE) consists of 1) Java JDBC database drivers forymeis
and consumers, 2) the catalyst (Java), and 3) a C implenmniaita PostgreSQL
table function. The prototype shows a working solution fdD\& based on Post-
greSQL [94] version 8.1 running on a Linux x86 platform. Hoee the applied
principles are general and could be used for most DBMSs. @itadyst is completely
DBMS-independent while the JDBC drivers have few (markeaht§reSQL depen-
dencies. The table function is, of course, highly dependanthe hosting DBMS
platform. The experiments have been carried out on a 3GHtUPer PC with
3.2GB RAM and four SATA disks of which one is used for DW dataedor Post-
greSQL's write-ahead logs, one for source data and one farpiexecutables and
swap area. The PC is running Ubuntu Linux 6.10, Java 6SE, astjieSQL 8.1.4.
The PostgreSQL configuration can be found at www.cs.aauath/RiTE. We sim-
ulate a producer filling a fact table. The source data ortgsmdérom TPC-H [110],
with the schema modified to a star schema. Rows are insettiedhia typical fact
tablelineitemwith 6 integer columnsdustkey datekey orderkey partkey suppkey
andquantity).

Long Transactions We first consider the performance when inserting many rows
into one table with insert statements. We consider a pradaymgication, both when
using RITE and the traditional JDBC driver, and comparetthapplications that load
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Figure 7.2: Performance results

the same data set by doing multirow inserts with JDBEchesand bulk loading,

respectively. Prepared statements are used where apelicibe values to insert
are read from a text file. The producer runs in one long trdaisaand commits

after the last insert. The same producer application is tisedghout, with only the
lines setting up the DW JDBC connection and doing the finalrognshanged. A

suitably modified JDBC application is used to test JDBC bedchith a batch size of
10,000 rows. Bulk loading is done by letting a modified adlmn write the data to
a comma separated file and then let the PostgreSQL servethe§itk directly.

The graph shown in Figure 7.6(a) shows the results, whicB &6 rows/second
(traditional JDBC driver), 17,088 rows/second (JDBC ba#)h49,878 rows/second
(RITE with materialization), 56,846 rows/second (bulkdowy), and 98,723 rows/sec-
ond (RIiTE without materialization). As the systems scaiesdrly, the speeds are
based on the line slopes. The best throughput is obtained wéirg RITE without
materialization. The throughput is then 74% higher tharbfdk loading.

Short Transactions The experiment is now repeated, but with commits for every
10,000 rows. As bulk loads do not commit during the load, theynot used. The
results plotted in Figure 7.6(b) show that JDBC's perforogais not affected. For
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JDBC batches, the throughput drops slightly (to 16,841 feeeond). With RITE,
the producer can now insert 47,686 rows/second with mégi@n and 90,356
rows/second without materialization. Similar results abtained for commits for
every 100,000 rows.

Influence from a Consumer The 10,000 row commit experiment is repeated, but
this time a consumer application simultaneously perforimesquerySELECT SUM
(quantity) (reading all rows) on thdineitem table (which has a memory ta-
ble when using RITE). The query is re-executed right afteurreng its results, so
the system is constantly loaded. The results plotted inrEigué(c) show that the
JDBC application can insert 7,451 rows/second whereas JDiCbatches can in-
sert 10,862 rows/second. For RIiTE, the producer can in2482Z rows/second with
materialization and 54,111 rows/second without mateaéibn. Thus, performance
is affected, but the relative advantage of RiTE remains.

Read Performance We now compare how fast data can be read from a DW table
and a memory table. The data sets used in the previous exgpesdrare loaded once
(into a memory table or a DW table, depending on what is b&stgd). Then all rows
are read 6 times from PostgreSQL'’s terminal and the timeassagpasured. The first
recorded time usage is not considered as this is used todage8QL buffer the data

to make fair comparisons. The performance results areegldtt the shown graph.
From the slopes of the lines, we estimate that the

system reads 219,168 rows/second from a non- s T
memory (but buffered) table whereas it reads o Onaytable
182,786 rows/second from a memory table. Thg 2
difference is due to that when data is read from & *
memory table, type conversions from Java typé?S iz
to the host machine’s native types are performed
and data is transferred from the catalyst to the N
DBMS. There is thus a small overhead for RiITE ~ ° Million rows
reads.

Lazy Commit Delays We now consider a producer that constantly inserts rows
and commits once per second. The producer uses lazy comaitsafush pol-

icy is to flush when the system load is below 70% or 20 seconds passed since
the last flush. While the producer runs, a load simulator ggas randomness in
the CPU load. In the shown graph, the dotted line shows the IB&d)(to be read
relatively to the leftY” axis) at different times while a cross at,y) shows that
data committed at time waits y seconds before it is flushed (wheyeshould be
read relatively to the right” axis). The solid horizontal line shows where 70%
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is on the leftY axis and where 20 seconds is on the rightaxis, i.e. it shows
the “limits” for the policy. It is seen that at first, the CPUalb is below 70% and
data is flushed with no delay after a commit. After appx. 12gds, the load gets
higher than 70% and there are up to 20 sec-

ond delays between commit and flush. When 140

Time from committo flush ~ + | 45

a flush is done, all committed data is flushed ;5| _ Load avg. 1 20
(notice how the crosses lie on lines with & ,,,| i ® g
negative slope). After appx. 82 seconds, thg , | - ETTE B Doy
CPU load gets below 70% and data is flusheg == 03
before 20 seconds have passed since the last | Y ol C
flush (see the short line of crosses around 80 5 R R AR

. 2 t } 0
seconds). Also when the producer terminates, © 20 40 6 & 100 120 140
. . Ti i d
it flushes all data, so the delay is below 20 sec- ime since sart (seconds)
onds.

Summary From the experiments it is clear that RiTE provides a sigaifigerfor-
mance increase: between 4 and 10 times for inserts and 2rwe6 for inserts with
concurrent reads.

7.7 Related Work

The issue of moving data from one place to another has a ladgitm in both re-
search and industry. The ETL process may be implemented iaterialized or vir-
tual way. Linking external data sources into a target syssafiscussed in the context
of federations. Using wrapper-like technologies [97], D¥8tems gain access to the
underlying data. Selection and transformation routinesdarectly applied to the
external data; the result directly goes into the DW tablesatdvlalization implies
the physical movement of data into the target system. Teadesiare ranging from
import of flat files to (a)synchronous replication [83]. Whileplication may con-
ceptually provide functionality somewhat similar to RiT&urrent replication tech-
niques are (unlike RITE) limited to simple transformati@m certain (cooperative)
source systems, and put additional overhead on the dataesouin comparison,
RITE takes advantage of the special characteristics of-tigte DWs, and can thus
provide quickly-available data at bulk-load insert speetlsis can be provided for
any type of source system and any type of transformatiomesetparts are handled
by the ETL code. With RIiTE, the producer decides when to maka dvailable
to all consumers and when to move data around (by using thentomaterialize
operations, respectively).

From a conceptual point of view, incorporating externaldato a single DW
database requires a consistent global view. Starting vaithlchse snapshots [1], sig-
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nificant research was devoted to that problem in recent yaader the notion of
materialized views [47]. Initial work like [26, 126] invegated methods to establish
a consistent view over multiple sources or updating matipéws with data coming
from a single source [41]. All these mechanism are orthogm&iTE and may
be applied on top of our middleware. More closely relatecesearch documented
in [98] rolling global DW states forward to certain points time. However, this
approach requires an explicit trigger while our approachully demand-driven. A
similar approach with implicit instructions based on théiomof policies is outlined
in [46]; in contrast, we focus on the efficient implementati@atalyst) in combi-
nation with a transactionally consistent view on the datar@® and thus go much
further.

The state of the art of continuous loading is summarized &. [€ompared to
that, RIiTE gives the producer full control over the units afriwto commit together
and is flexible with respect to persistency guarantees sdmad speed. Further,
RITE is more flexible with respect to freshness of data anersffazy commit which
can make data available in the DW on demand.

The MySQL [71] DBMS offers a memory storage engine for fastt bon-
persistent, storage and access. Unlike MySQL, RITE haditmadity for migrating
rows from memory to the database (i.e., materializatiorf)e MySQL main mem-
ory storage engine also obviously does not scale to DW datenes. Additionally,
RIiTE allows rows to be added by while other rows are read, edeMySQL uses ta-
ble locking when rows are inserted into a memory table. My&{3b offers INSERT
DELAYED syntax where many inserts can be bundled and writteme block when
the target table is not in use. This holds back INSERT datédlaimnto RITE, but
in RITE the producer controls when to make the rows availéatecommit time).
INSERT DELAYED is slower than normal INSERT if the target istnn use and
should be used carefully. In contrast, RITE provides a sjpgefibr the producer also
when no consumers exist.

7.8 Conclusion and Future Work

Motivated by the need for a solution that makes insertedaatdable quickly, while

still providing bulk-load insert speeds, this chapter préed the middleware RITE
(“Right-Time ETL"). A data producer (ETL) can insert datattbecomes available
to data consumers on demand. To make this possible, RiTé&ludes an innovative
main-memory based catalyst and supports a number of policé control the bulk
movement of data based on user requirements for persis&vrailability, freshness,
etc. RITE works completely transparently to both producet eonsumers. A pro-
totype has been integrated with an open-source DBMS, aretiexgnts have shown
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that RITE provides “the best of both worlds”, i.e., INSERKel data availability, but
with bulk-load speeds (up to 10 times faster).

There are many interesting directions for future work. Lioggould be added to
the catalyst such that persistency guarantees can alsode\wyhen materialization
is not done. Possibilities for letting rules provide traangmt updating and deletion of
rows inserted into memory tables would also be relevantt iRasrts could then be
performed on the fly and a data cleansing procedure couléaamistakes or delete
bad rows before materialization. The catalyst could alsioiptemented as a module
in the underlying DBMS since an even better performancedcbal obtained when
no repetitive type conversions from Java types to the DBMSVe types would have
to take place then. A related task is to allow indexes andtwaings to be declared
on memory tables.






Chapter 8

Summary of Conclusions and
Future Research Directions

This chapter summarizes the conclusions and directionfifiore work presented in
Chapters 2—7 and Appendix A.

8.1 Summary of Results

This thesis is about aspects of specification and developofigiata warehouse tech-
nologies for complex web data. The work that led to this thegis primarily done in
relation to the European Internet Accessibility Obsema(&lAO) project for which
a DW for accessibility data and supporting DW technologieserspecified and de-
veloped. The thesis has thus among other things presentedalcoessibility) data
about web resources can be modeled in a DW, how to handle O\dLedleciently,
and how to do flexible import and export of relational dataXML. As the source
data and the way it is fetched may change frequently on the, Végjpession test
of ETL software is very relevant in a web setting and the thedso presented a
framework that makes regression test of ETL software easyard. The thesis also
proposed a solution for how to make data available in a DW onastel while pre-
serving the speeds from bulk loading at regular intervals Web setting where data
constantly becomes available from online resources, tlakesnit possible for DW
users access the newest data immediately instead of havivegttfor a load to occur.
The developed technologies were all made in a general demayaand although the
work was done in relation to the EIAO project, the develommhhologies can thus
also be applied in other environments. In the following, wetlyrough each of the
presented chapters and summarize the most importantsesult

Chapter 2 surveyed the possibilities for using open soutqed@lucts as of End
2004. Considering the fact that use of open source Bl toadigistry is not common
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while, e.g., open source web servers are used extensivaldustry, it was interest-
ing to investigate the possibilities for using open sour¢@mdducts. Further, only
open source products were to be used in the EIAO project. Thpter presented
some of the commonly used open-source licenses. Then thxtegcETransform-

Load (ETL) ETL tools, three On-Line Analytical ProcessingLAP) servers, two

OLAP clients, and four Database Management Systems (DBM8s) considered
and evaluated against criteria relevant to the use of Bldastry. The chapter con-
cluded that the DBMSs are the most mature of the tools andcai¢ to real-world

projects. On the other hand, it was concluded that the ETls twere not mature and
in general not ready for use in industry.

Chapter 3 presented EIAO DW release 1 (from Mid 2006) whighgeneral and
scalable web warehouse built to make analysis of complexadaiut (in)accessibility
of web resources easy, fast, and reliable. This include@lmuate complex aggre-
gation results giving a number describing the accessililitweb resources. EIAO
DW is believed to be the first general and scalable DW for atio#ity data. The
chapter gave a brief introduction to the field of accessjbaind to the entire archi-
tecture used in the EIAO project. Then the conceptual, &dgand physical models
were presented. These are made such that it is easy to addoessibility test types
since no schema changes are required for this. The ETL puoedar EIAO DW ex-
tracts data to insert into the DW from RDF source data and Vgaspgesented. Bad
performance when extracting the RDF based source datavievieo, a problem for
the used solution.

Chapter 4 presented 3XL, a proposal for how to store vereldvgb Ontology
Language (OWL) graphs efficiently by making a specializetdllase schema for the
data to store. This was motivated by the previous experswite performance prob-
lems with large RDF data sets in general schemas. 3XL foaus#te subset of RDF
graphs that are also OWL Lite graphs since they have someni@mt characteristics
that are used for the schema generation. The chapter peddemtv each of the sup-
ported OWL constructs is reflected in the specialized schém@ontrast to a generic
schema with few large and narrow tables, 3XL has many andtaldes. Further, the
chapter presented how addition of data is handled in 3XL dsasdiow results for
gueries in the form of triples are found by means of SQL gseriEhe chapter also
presented a theoretical analysis that showed that 3XLtgseuch fewer rows than
a solution using a generic schema. This results in lessgaaraerhead from rows.
In a presented example with data abo0f instances, a specialized schema created
by 3XL required 2.89GB storage (or 10.34GB if so-called iipotiperty tables were
used) whereas a generic schema required 11.79GB storage.

Chapter 5 investigated automatic and effective bidireetiaransfer between re-
lational and XML data. This was motivated by the increasirnchange of relational
data through XML based technologies such as web serviceseflauch exchange
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up manually is cumbersome and a lot of hand-coding is neededa remedy to
this situation, the chapter presenteé RXML where the user must only specify
the structure of the XML and what data to exchange. The chapésented which
conditions must be fulfilled to make it possible to insertéxported data into a new
database or to be able to detect changes made to the XML (lgyconkidering the
original database and the XML document) and update the dsgato reflect these
changes. Further, the chapter presented technical swutoy detecting problems
with the data (e.g., inconsistent updates and dead linksaeting missing data) and
algorithms used in the implementation oE EAXML. A performance study showed
that the solution has a reasonable overhead compared talgest; hand-coded so-
lutions.

Chapter 6 considered regression test of ETL software. ETiwace tends to be
complex and error prone and may often be changed to increaserpance or to
handle changed data sources. Regression test is thus \efof i ETL software
but traditionally it has required large manual efforts tb e The chapter pointed
out crucial differences between testing in “normal” softevdevelopment and ETL
development and, based on these, the tool ETLDiff was ptedeffhe chapter pre-
sented how ETLDIff analyzes the DW schema and detects whacts pf the data
should not change between ETL runs on the same source datad Ba the analysis
and optional user specification about what data to consiEJELDIiff compares test
results to previous test results or other reference reaunfispoints out differences.
When ETLDIff is used, a regression test can be set up in minutgead of in days
as when manual coding is done. The chapter also presentetbenpence study of a
prototype of ETLDIff. The results showed that the runningdiscales linearly in the
data size and that the solution is efficient enough to be usme@dression testing on
a desktop PC.

Chapter 7 investigated how to insert data into so-callekt+iigne DWs. Tradi-
tionally, data has been bulk loaded into DWs at regular ¥atisrbut recently it has
become popular to insert new data as soon as it appears lgytraitional SQL IN-
SERT statements. This makes data available quickly, bdbmpeance suffers when
the data amounts grow as when, e.g, click-streams are evadid There is thus a
need to be able to make data available quickly while stilspreing a high insert
performance. The chapter presented the middleware sysfERtRat provides such
a solution which works transparently to both consumers &aedproducer. When
RITE is used, data can be inserted quickly by a producer andrbe available to
consumers exactly when needed. The chapter presented fi@udBées this by using
a local buffer at the producer side which is flushed when ntadd by introducing a
novel main-memory based catalyst that it is fast to insed dd@o and which can be
accessed transparently to the user from the DW. Furtheghapter presented how
movement of data between the local buffer, the catalyst,thedW is supported
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in many different ways and how it is ensured that the clieessmnsistent data (i.e.,
how transactions are supported). The chapter also presexperiments that showed
that a prototype of RiTE provides INSERT-like data avail&ibut up to 10 times
faster, i.e., with bulk-load speeds.

Appendix A presented the conceptual model for release Btn(Mid 2007) of
the EIAO DW. Compared to the conceptual model presented apteh 3, several
changes have occurred to reflect the changed requiremenhtsvaitable data from
the entire EIAO project.

The thesis has thus presented aspects of data warehouselbtgibs for complex
web data. The work has primarily been done in relation to tl#€project for which
EIAO DW has been developed and only open source softwaredmasused. But the
developed technologies are general and can also be applatkddr DW projects.

8.2 Research Directions

Several directions for future work remain for the work preed in this thesis. To
monitor the development and progress for open source Blvaoétseems to be as
relevant as ever. New products and projects are launcheexasiing products ex-
tended. And although the price for buying commercial sohgimay not be a prob-
lem for big enterprises, it matters for small companies. \Bitih open source prod-
ucts, the path to start using Bl may become easier (i.e. paneto follow. So in the
future, complete open source Bl solutions should be mad&hi@ato organizations
starting to use BI.

The development of EIAO DW described in Chapter 3 contineeshie upcom-
ing 2.1 and 2.2 releases. In these releases, the Obseryatatyhus also the DW)
will among other things have support for results for PDF fded JavaScript. Release
2.2 will be put into large-scale production and deliver niyiccess to accessibility
evaluations of 10,000 European web sites.

Several interesting directions exist for the 3XL systenmsprged in Chapter 4.
First of all it should be implemented and used such that jmalatxperiences can be
gained. Further, the design could be extended to suppos orall of the OWL Lite
constructs. It would also be very useful to add support fanery language in a way
that exploits the specialized schema.

For RELAXML described in Chapter 5 there are also interesting divastfor
future work. It seems attractive to investigate how the epite that define what data
to export/import and the structure definitions that defires dtructure of the XML
can be made even more flexible. For example, it could be ceregidto introduce
parameterized concepts that can then be used as a singlen¢lieranother concept.
Further, the possibilities for generating and compilingaglized code on the fly for
a given concept and structure definition should be invegithaBy doing that it may
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be possible to reduce or even get rid of the overhead frongusigeneral tool as
ReELAXML compared to a hand-coded specialized solution.

Also with respect to testing of ETL software there are irgéng directions for
continuations of the work in Chapter 6. In general it is ia&ting to move agile
methods (including continuous testing) into the Bl field aimel possibilities for this
should be investigated. With respect to ETLDIff, it wouldibteresting to extend the
tool to support other kinds of tests such as audit tests wihersource data set and
loaded data set are compared.

As the acceptable delays before insertion of new data iredW get smaller
and smaller and data sizes bigger and bigger, there is agais®ed need for a tool like
RITE presented in Chapter 7. This makes it interesting toenitgderform even better,
for example by implementing it as a specialized module ferttbst DBMS instead
of as a general Java module as now. It could also be excitipgaade traditional
DBMS features such as possibilities for updates and detstése databefore it
reaches the DW as well as provide indexes etc. Also loggiegiserery attractive.
Now RITE does not give persistency guarantees before tlhehdatbeematerialized
to the underlying DW. But with RIiTE support for logging, it wiol be possible to
provide such guarantees while still having an extremelydgoerformance.

In the future more projects using data warehouses with webataveb metadata
will appear. It would be beneficial to have a common way to nhed resources
in DWs such that data from different sources easily coulddepared and shared.
It also seems very attractive to be able to integrate dynaaiia from the Web into
a DW by having virtual dimensions or fact tables over resesiftom the Web such
as RDF documents, XML documents, web services, etc. To makel&ta available
in web format “views” such as RDF is also an interesting idéa.this way, the
Semantic Web vision may use the huge amounts of knowledgkalaeain DWs and
do reasoning and automatically find new knowledge.
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Appendix A

Conceptual model for EIAO DW
Release 2

In this appendix, the conceptual model for the data wareh&iaO DW release 2
is described. EIAO DW is a data warehouse that holds resulta the European
Internet Accessibility Observatory (EIAO) project. Thesesults are mainly about
the accessibility to disabled users of web resources thatigomatically crawled and
evaluated by other parts of the EIAO Observatory. Howeberrésults also include
statistics about technologies used by and linked to frontdbied web resources.

A.1 Introduction

A.1.1 Brief Project Description

The overall objective of the project is to contribute to bettAccessibility for all
citizens and to increase use of standards for on-line ressurThe project will be
carried out as part of the Web Accessibility Benchmarkingstdr (WAB) together
with the projects SupportEAM and BenToWeb.

The project will establish the technical basis for a possiblropean Internet
Accessibility Observatory (EIAQ) consisting of:

e A set of web accessibility metrics.

e An Internet robot for automatically and frequent collegtuata on web acces-
sibility and deviations from web standards (the WAI guide})

e A data warehouse providing on-line access to collectedsaduitity data.
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A.1.2 Scope of this Appendix

This appendix covers the conceptual model for release 2theofiata warehouse
in the EIAO project, the EIAO DW. The entire schema desighofes the classic
approach with conceptual, logical, and physical models.

A.1.3 Related Work and Readers’ Instructions

This appendix is related to the following documents:

e EIAO Deliverable 6.1.1.1-2 [87] is the functional specifioa for the EIAO
DW release 2.

e EIAO Deliverable 5.1.1.1-2 [111] is the functional spedtion for the EIAO
crawler and describes (together with [75]) what data and thawdata is col-
lected.

e EIAO Deliverable 3.2.1 [75] describes the Web Accessipllitetrics (WAMS)
that generate the data to store in the data warehouse.

A.2 Conceptual Model for EIAO DW

The conceptual model is shown in Figure A.1. The notatiorageld on UML 2.0 (see
www.uml.org). The model illustrates classes for which niation is to be stored in
EIAO DW. In the model, attributes of the classes are shownelsas associations
between different kinds of classes.

The dotted ellipses are strictly speaking not part of theceeptual model, but are
included for ease. They show how the classes are groupeth&vges dimensions
in the logical model. In ellipses, the hierarchy within eatmension is represented
such that higher levels in the hierarchy are drawn aboveritavels in the hierarchy.
For example, in the Date dimension it is seen that dates pahte months.

In the following, we describe each of the shown classes andsisociations to
other classes. For a detailed description of attributesaga refer to [88]. When-
ever we refer to a class, its name will be capitalized. Wherrefer to an entity
represented by an instance of a class, the entity name wilenoapitalized.

TestResult Fact Table This is the class used to represent a single test of single
subject with a single version of a specific barrier compatabeing used. For exam-
ple, there will be an instance of TestResult for each timeeaifip img element on a
given web page is tested with a version of a barrier compriahat deals with img
elements. The TestResult is associated with other claSgesifically, TestResult is
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Conceptual model

EIAO DW
forR2.0

Figure A.1: The conceptual model
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associated with the classes Subject, Result, and BarmepGationVersion, describ-
ing what was tested, what the result was and what barrier atatipn version was

used, respectively. TestResult is also associated withitdiand Date such that it can
be represented when the test took place. Finally, TestResadsociated to ETLRun
such that it can be represented in which ETL run a specifiaéssit was created.

Subject The Subject class represents the tested subjects. The ubjetisis here
used in the same sense as in [75]. Thus, a subject is a CSSHTKX) element that
is relevant for a specific test.

Subject is associated to PageVersion. The associationssthatva specific sub-
ject belongs to a specific version of a specific page. Othee pagsions may very
well have identical subjects as well as a page version may gasbably will) have
many subjects. However, one subject belongs to one and aelpage version.

ResourceVersion The ResourceVersion class represents specific versionglof w
resources (such as HTML and CSS resources). For examplagealiga the front
page of http://news.bbc.co.uk/ is often updated and thexedifferent versions of
this page will be considered in different surveys. Thus,dReseVersion models
the dynamic aspects of web resources (the static aspectaaateled by Resource
described later).

A resource version is associated to a date and a timestanege Tapresent when
the resource version was last modified. A resource versisexactly one associated
resource. A resource version also has exactly one asstbtéstarun. Thus, each time
aresource is assessed, we consider a new version of theagegatnich may or may
not be identical to the previous version assessed). A resogrsion is associated
to a number of media types that represent which media typesegource version
contains explicit CSS rules for. A resource version is aEgpaiated with a number
of scenarios. This is to represent in which scenarios tteures version was used. It
is possible for, for example, a CSSfile to be used in manyrdiffescenarios. Further,
a resource version has exactly one server which repredamtsetver hosting the
resource. A resource version can have many associatedsubjeresource version
is also associated with a number of languages to represenathral languages used
in the resource.

TestRun The TestRun class represents the surveys performed by A ibject.
One test run can consider many web sites with many page wersi test run can
consider many resource versions and many scenarios. Tigprssented by associ-
ations with the ResourceVersion and Scenario classes.
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Server This class represents the different kinds of server soéwke Apache,
IIS, etc.) used to host the web resources. One server prednchost many page
versions. A server product is associated with the operatysgem it runs on such
that Apache for Windows is different from Apache for Linuxads, the Server class
is associated to the OperatingSystemFamily class.

OperatingSystemFamily The OperatingSystemFamily class represents the differ-
ent generic families of operating systems that the servedymts are running on.
For example the Windows family covers both Windows XP and dbims 2000 as
members. The Unix family covers all the different flavors afix) including Linux,
FreeBSD, MacOS X etc.

Resource The Resource class represents web resources. Howevehahgimg
parts (such as the size of the content) of resources areseayiesl by ResourceVer-
sion. Resource only represents the static parts. Thus arpescan have several
associated resource versions. A resource is considereziaging to one site.

Site The Site class represents different web sites including theb addresses. A
site is associated with a second level domain, a NUTS codel (8 and a NACE
category.

NUTSLevel3 The NUTSLevel3 class represents NUTS codes [38] at levek3, i
the lowest level. The class is associated with the class Nld¥&?2 for representing
NUTS codes at the next level.

NUTSLevel2 The NUTSLevel2 class represents NUTS codes at level 2 the.,
middle level. The class is associated with the class NUT8llefor representing
NUTS codes at the next level and with NUTSLevel3 for repréagrNUTS codes at
the lower level.

NUTSLevell The NUTSLevel2 class represents NUTS codes at level 2 the.,
highest level. The class is associated with the class NUVSRdor representing
NUTS codes at the middle level. Also, the NUTSLevell clasasisociated to the
Country class.

Country The class Country is used to represent countries.
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SecondLevelDomain The class SecondLevelDomain represents second level do-
mains. A second-level domain can have several associaes] but only one top
level domain. Note that for “short” addresses such as rdlaom, both the Sec-
ondLevelDomain and Site instances represent the entireaiioname. For www.
relaxml.com, the Site class represents everything of thdsess (including the www
part) whereas the SecondLevelDomain class only reprei@ntelaxml.com part.

TopLevelDomain Top level domains are represented by the class TopLevelDo-
main. A top level domain can have several second level dasnain

Nace The class Nace is used to represent a NACE category that ther@fa site
belongs to. The Nace class is associated with the Site class.

Language The Language class represents the different languageounsessessed
web pages. A language may be spoken differently in diffecenmtries. For exam-

ple, a language could be “German as spoken in Germany” arttiemtierman as

spoken in Austria”. Therefore, the Language class is aasatiwith the Language-
Family class that represent the “generic” languages, &erfhan” in the previous

example. A language belongs to exactly one language faMdie that sometimes it
is only possible to detect that a resource version uses “@®rias language and not
if this is “German as in Austria”. For that reason, Language also represent the
generic language without any country information.

LanguageFamily The LanguageFamily class represents the language used when
the “sub language” is ignored. For example for '¥8” which means “English as
spoken in the US”, the language family is “English”. A langadamily has at least

one member, but can have many.

Date The class Date is used for representing the day part of afgpdaie. The
values will be added to the data warehouse on an on demarxd basi class Date is
participating to the Date dimension in the logical modelasSks to represent dates
(or a date dimension in the logical model) are used insteagiofj attributes of SQL
type DATE. This is beneficial for many reasons. Since this<la the first of these
classes, the advantages will be briefly described here. €xs®n is that it is possible
to represent the value “Unknown”. The integer IDs are alsfulsvhen precomputed
aggregates are to be handled (e.g., the results for a spg=afiy. Further, the use of
classes (a dimension in the logical model) gives the pddgibo represent domain
specific knowledge that otherwise would have to be handlétkineporting layer. An
example of the latter is the attribute MonthNumberAfterBIidtart that for a given
month gives the month number relatively to when the Obseryawas launched.
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Instead of using calender logic in the reporting layer, thisn immediately possible
to see this. However, to provide a much flexibility as possilain attribute of type
DATE is also added to the Date class.

Date is associated with Month and Week. It is also assochatt#d TestResult
such that the date for an assessment can be tracked. Furiasran association to
ResourceVersion representing that a resource versiongeasrbodified at a specific
date. Thus the Date dimension is used as an outrigger frofuhgect dimension in
the logical dimensional model. In the same way Date is aasatiwith the ETLRun
class (to represent when a specific ETL run was started) anDale dimension is,
thus, also used as an outrigger from the ETLRun dimensidreidimensional model.
Finally, Date is associated with TechnologyFinding. Thitirepresent when the use
of a specific technology was found by the EIAO crawler.

Month  The class Month represents months. A month belongs to gxaad quar-
ter and has between 28 and 31 days. The values will be addkd tata warehouse
on an on demand basis.

Quarter The Quarter class represents calendar quarters. A quate3 months,
but belongs to exactly one year. The values will be addeddal#tia warehouse on
an on demand basis.

Year The class Year represents a calendar year. The values waltithed to the
data warehouse on an on demand basis. A year has four quantbis number of
weeks.

Week Calendar weeks are represented by the class Week. A week Wwasla
number which is relative to exactly one year (even though ekweay start in one
year and end in another). The values will be added to the datahsuse on an on
demand basis.

Minute The class Minute represents minutes. Minute is associaidHour and
ResourceVersion (the latter to represent the last modditéime for a page version).
Minute is also associated with the ETLRun class to represéen an ETL run was
started. Thus, the Time dimension is also used as an outrfgg® the Subject
and ETLRun dimensions in the dimensional model. Furthe, Nlinute class is
associated with TestResult to be able to represent the tineearan assessment took
place and with TechnologyFinding to represent the time wlaespecific technology
was found by the EIAO crawler. Note that all represented siare to be interpreted
as UTC times.
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Hour Hour represents hours. Note that all represented timesdre interpreted
as UTC times.

ETLRun The ETLRun class represents specific runs of the ETL softwBexh
time the ETL is started for a given DW, an instance of ETLRurrisated. This
makes it easier to track the origin of data and to do statiosiiaihe amount of added
data and time usage in each ETL run. The ETL program used hass®w and
exactly one ETL version is used by a specific ETL run. This mehat ETLRun is
associated with the ETLVersion class.

ETLVersion ETLVersion represents different versions of the ETL toolhisTis
useful if, for example, a bug is found in a specific version algossible affected
data should be located.

BarrierComputationVersion The BarrierComputationVersion class is used to rep-
resent a specific version of an implementation of a barriermdation (represented
by the BarrierComputation class described below) as defmptb]. BarrierCompu-
tationVersion is associated with BarrierComputation.

BarrierComputation The BarrierComputation class is used to represent a barrier
computation as described in [75] (but disregarding the ifipemplementation ver-
sion). The BarrierComputation class is associated to th&eWUMEst class. This as-
sociation represents which UWEM test the representeddsawimputation is dealing
with. BarrierComputation is also associated to the WCAGMidass to represent
which WCAG 1.0 checkpoint it is checking for. Further, it hassociations to the
TestMode and Technique classes to represent the mode otherlcomputation
and what (CSS or HTML) it considers.

The BarrierComputation class is also associated to thebilig&roup class.
This is to be able to represent how disability groups are eénfbed if a given barrier
computation test does not pass. Therefore there is an aieactlass for this asso-
ciation. This association class has the attribute Banmrsdr&bility. That attribute is
used to represent UWEM,,,, values (i.e., values that show how severe a failed test
is for a disability group).

Technique The Technique class represents techniques covered bgr@smputa-
tion versions.

TestMode The TestMode class represents test modes used by barrigutaiion
versions.
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WCAGMinor The WCAGMinor class represents a WCAG 1.0 checkpoint. A
checkpoint is associated with (i.e. belongs to) a guiddliepresented by the WCAG-
Major class).

WCAGMajor The WCAGMajor class represents a WCAG 1.0 guideline. A guide
line has a number of associated checkpoints (representdrt bW CAGMinor class).
WCAGMajor is associated with WCAGType to represent whicpetthe WCAG
checkpoint has (currently WCAG 1.0 or “None”).

WCAGType WCAGVersion represents the version of the WCAG guidelites &
checkpoint belongs to.

DisabilityGroup The DisabilityGroup class represents disability groupg.(élind
people, deaf people, and people with dyslexia) for the ElASeovatory. Disabili-
tyGroup is associated with the BarrierComputation claskis &ssociation has an
association class with the attribute BarrierProbabilitiuis attribute holds the prob-
ability for that a subject introduces a barrier for the ral@vdisability group if the
barrier computation fails when testing the subject. Thik lbé used when comput-
ing aggregates by means of C-WAMSs (see [75]).

UWEMTest The UWEMTest class represents UWEM tests. The class isiasstc
with UWEMTestType that represents which types of documgrasest handles. Fur-
ther, UWEMTest is associated with the BarrierComputati@ssto represent which
barrier computation that incorporates the represented MWést. UWEMTest only
has one attribute apart from the ID.

UWEMTestType The UWEMTestType class represents types of UWEM tests rep-
resented by the UWEMTest class.

Result The Result class is used to represent the results of an El8&€sasent. A
result belongs to a specific type of results (see below). &hez many results de-
scribing the fails that resulted in negative outcomes ofahlication of the barrier
computation versions, but only one pass result which is digedll positive out-
comes.

ResultType The ResultType class is used to represent general typesudfaéests
can be passed or failed).
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MediaType The class MediaType is used to represent the medias thatecsipb

ported explicitly by CSS. Thus the MediaType class is useepoesent those media
types and is associated with the Scenario class to reprebérit media types a spe-
cific page scenario found explicit support for. SimilarlyetMaType is associated
with ResourceVersion to represent which media types a fipeesource versions
supports explicitly. This is a many-to-many associatioroas media type may be
supported in many page scenarios and one page scenario pEyrismmany media

types.

Scenario The Scenario class is used to represent a scenario. lItipatés in a
many-many relationship with the ResourceVersion claspr@sously described this
association represents which media types are supportethwisingle resource ver-
sion). Itis also associated with the TestRun class to repteghich test run a specific
scenario is used in. Finally, the Scenario class is assatisith the MediaType class.
This association is used to represent which media types<aiieidy supported in a
specific scenario (i.e. in the (X)HTML and the possible CS&jil

TechnologyFinding Fact Table This is the class used to represent the finding of a
single subject that uses (i.e., holds or links to) an objettgia specific technology.
For example, there will be an instance of TechnologyFindargeach time a specific
img element for a JPEG image is found on a given web page.

The TechnologyFinding class is associated with Subjeatefpoesent the where
the technology finding was done), MimeType (to representutbed technology),
InclusionType (to represent how the technology is usedinuk¢, and Date (the two
latter to represent when a specific technology was found &¥tAO crawler).

Since TechnologyFinding has no measures, it is a so-cadletiefs fact table
used to track events.

MimeType The MimeType class represents the different MIME types ¢oimrre-
source versions.

InclusionType The InclusionType class is used to represent how a givemeéech
logy/object is included in a resource.
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Summary in Danish / Dansk
resume

Denne afhandling omhandler aspekter af specifikation odkliny af data ware-
house-teknologi til komplekse webdata. Store maengderfaetas i dag i diverse
webressourcer i forskellige formater. Men det er ofte sedahalysere og forespgrge
pa de ofte store og komplekse data eller data om dataene (detadata). Det er
derfor interessant at anvende data warehouse (DW) tekndldgsse data. Men at
anvende DW-teknologi til at handtere komplekse webdatikker trivielt og DW-
forskningsmiljget mgder i den forbindelse nye, spaendenfi@dringer. Denne af-
handling beskaeftiger sig med nogen af disse udfordringer.

Arbejdet, der har ledt til denne afhandling, er primeert skieirbindelse med
projektet European Internet Accessibility ObservatoryA®), hvor et data ware-
house tiltilgeengelighedsdatéenkelt sagt data om, hvor brugbare webressourcer er
for handicappede brugere) er blevet specificeret og impiéenet. Men ogsa for
andre projekter, der benytter business intelligence (Big¢leer komplekse webdata,
kan denne afhandlings resultater vaere relevante. En @stme vinkel pa arbejdet
dokumenteret i afhandlingen er, at bade den benyttede mgdigklede teknologi er
baseret pa open source software.

| afhandlingen preesenteres flere vaektgijer i en undersgafetsalighederne for
at benytte open source software til Bl-formal. Hver katégbprodukter evalueres i
forhold til kriterier, som er relevante for brug af Bl-prddar i industrien. Herefter
beskrives erfaringer med at designe og implementere et DMgt&engelighedsdata.
Desuden praesenteres de konceptuelle, logiske og fysisellmofor DW’et. Dette
er sa vidt vides farste gang et generelt og skalerbart DWslai tilgeengeligheds-
omradet, som bade er komplekst at modellere og at bereggregeringsresultater
for.
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Afhandlingen praesenterer ogsa generelle interessantdepromrader og lgs-
ninger dertil, som er fundet under arbejdet med at udvikieWwtog understgttende
DW-teknologier til EIAO projektet. En ny og effektiv metotitat gemme tripler fra
en OWL ontologi kendt fra Semantic Web-feltet beskrives obiseetning til klassiske
triplestores, hvor data gemmes i fa, men store tabeller flaé&dlonner, spreder den
preesenterede lgsning data ud over mange tabeller, som kantemge kolonner.
Dette gar det effektivt at indseette og udtreekke data, i gagréd i forbindelse med
bulkload, hvor der er store maengder data.

En ny, nem og fleksibel metode til udveksling af relationelkgta via XML-
formatet (som f.eks. bruges af webservices) preesentesds dded denne metode
spares arbejde med at programmere ofte komplekse |gsrihgenandtere udveks-
ling af data korrekt. Med den praesenterede Igsning skakbengkun angive, hvilke
data der skal eksporteres og strukturen af den genererede Bédaene kan sa auto-
matisk eksporteres til XML og derefter importeres ind i edemdatabase, ligesom
opdateringer af XML'en automatisk kan migreres tilbagedih oprindelige database.

Regressionstest er anerkendt og udbredt i forbindelse mwidagseudvikling.
| forbindelse med Extract—Transform—Load (ETL) softwareaegressionstest dog
traditionelt en besveerlig og tidskreevende proces. Afhiageh udpeger specifikke
forskelle mellem testning af “normal” software og ETL saodtve, og pa den baggrund
introduceres et nyt semiautomatisk system til ETL testgaderdet nemt og hurtigt at
iveerkseaette regressionstestning. Men den lgsning karssagnstest af ETL software
begyndes pa fa minuter.

Traditionelt er DWs blevet bulkloaded med nye data pa fdefitherede tids-
punkter f.eks. manedligt, ugentligt eller dagligt. Menmntrend er at loade nye
data, sa snart de er til radighed f.eks. i en web-log etieeh anden webforbundet
ressource. Dette gagres vha. SQL INSERT kommandoer, mea elidangsomme i
sammenligning med bulkloadteknikker og databasesystbewginder at yde darligt.
Afhandlingen praesenterer derfor en ny, innovativ metoée, kdmbinerer det bed-
ste fra disse verdener. Data indseettes via INSERT kommanuea gares farst til
radighed i DW’et preecist nar der er brug for det. Man opmé&rden made ydelse,
som nar bulkloading benyttes, men INSERT-agtig adganmyéldata.



