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Abstract

This thesis presents the measurements of the W — uv charged-current Drell-Yan pro-
cess, utilising the experimental data recorded by the ATLAS experiment during the Run -2
period of pp collisions at the LHC at 13 TeV, corresponding to a total integrated luminos-
ity of 139 fb~!. The measurements are performed differentially in the transverse mass of
the W boson, mY, focusing on the high mass tail ranging from 200 GeV to 2000 GeV. In
this region, the statistical uncertainty dominates, with the systematic uncertainty orig-
inating from the muon sagitta bias correction being a significant contributor. Specifi-
cally, for W* bosons, the muon sagitta bias correction reaches up to around 8%, while
for W~ bosons, it reaches up to around 15%, with a maximum of around 33% for the
muon charge asymmetry. Notably, in the highest m}" bin, the statistical uncertainty
exceeds the systematic uncertainty, reaching up to around 40% for the muon charge
asymmetry. When compared to the theoretical predictions of POWHEG-BOX and PYTHIA8
at the born level of the signal, the results show a good agreement between the theory
and measurements.
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1. Introduction

Scientists have long sought to understand the fundamental levels of nature. Funda-
mental particle physics can address this problem as it describes the interaction of fun-
damental particles at the smallest scales. These fundamental particles’ theoretical de-
scriptions are based on quantum field theories (QFTs), which yield unprecedented in-
sight into these interactions. The Standard Model (SM) of Fundamental Particle Physics
combines two QFTs, Electroweak Interaction (EW) and Quantum Chromodynamics
(QCD), to describe particle behaviour at a subatomic level [1].

High-energy experiments are used to test the SM. The Large Hadron Collider (LHC)
is the highest-energy particle accelerator currently operating at CERN near Geneva,
Switzerland. With a centre of mass energy for proton-proton (pp) collisions at 13 TeV
corresponding to an integrated luminosity of 139 fb~! it can access a kinematic phase
space never previously studied experimentally. The successful running from 2015 to
2018 provides data for the scientific community to test the SM more precisely than ever
before [2, 3].

In this thesis the author measured the Drell-Yan process’s unfolded differential cross
section and muon charge asymmetry at high transverse masses. This measurement was
carried out using data collected by ATLAS [4] in the Run-2 period. The inclusive cross-
section has been previously well studied [5, 6]. However, the measurement at the high
mass region will be done for the first time. The high mass region has been inaccessible
in previous experiments.

A complete and precise understanding of the proton’s structure is essential for further
measurements and searches at the LHC. Precise measurements will provide important
insights into the proton’s structure by constraining parton distribution functions. Fur-
thermore, the results of this measurement provide sensitivity to the electroweak param-
eter, which allows effective field theory interpretations.

This thesis is structured as follows. Firstly, an overview of the Standard Model and
the theoretical context needed to appreciate the charged-current Drell-Yan theory and
guide measurement is presented in Chapter 2. A summary of the LHC and ATLAS de-
tector follows in Chapter 3. Chapter 4 contains a validation code study for the Level 1
Calorimeter in the ATLAS detector. An overview of the data and Monte Carlo samples of
the signal and background processes that contribute are discussed in Chapter 5. Chap-
ter 6 describes the event selection for this analysis. The strategy for estimating multijet
background via the Matrix Method is described in Chapter 7. Chapter 8 summarises



the systematic uncertainties considered. In Chapter 9, the comparison between data,
predicted signal and backgrounds of key kinematic distributions are displayed, helping
to validate the selection criteria and events weights considered. In Chapter 10, the re-
sults of the measurement of the unfolded differential cross-section and muon charge
asymmetry, along with the unfolding procedure via Iterative Bayesian Unfolding, are
presented. Finally, a summary of the analysis and conclusions are given in Chapter 11.

Several inputs were utilised to complete the analysis presented here. The ATLAS
Physics Modelling Group (PMG) centrally produced the samples required for the data
and Monte Carlo simulation used [7]. The samples required for the charged-current
Drell-Yan phase space were requested (by the author and the analysis team) as derived
samples. Derived samples have already passed several kinematic cuts, which is con-
venient as it reduces the size of the samples but keeps the events of interest for this
physics analysis. Next, the author customised an official ATLAS software called Analy-
sisTop [8]. This software was chosen as it is flexible and under constant development.
The version used for this analysis is AnalysisTop.21.2.198. AnalysisTop can perform all
centrally produced corrections and calibrations to physics objects provided by the AT-
LAS physics groups (Jet and Etmiss Combined Performance, Muon Combined Perfor-
mance, Pileup). AnalysisTop also handles most of the systematics used. The customi-
sation included adding different variables, corrections, and truth information from W
bosons. Finally, the customised output from AnalysisTop is taken and processed using
the author’s framework. The figures and tables shown in this thesis are the outputs of
this framework.

The ATLAS collaboration comprises over 3000 members; therefore, all analyses are
produced as part of a team effort. The work contained in this thesis was conducted as
part of a broader analysis group in ATLAS for Standard Model measurements in the W/Z
physics group for high m!’. The author is grateful for the contributions of members of
the analysis team.



2. Theory

This chapter includes relevant theoretical background which motivates this measure-
ment. It begins with a brief overview of the Standard Model followed by Parton Dis-
tribution Functions (PDFs). The Drell-Yan process is discussed in detail as this is the
production mechanism used to detect W bosons. Finally, an explanation of effective
field theory and its relevance to measuring high-mass W bosons is given.

2.1. Standard Model

The Standard Model is a relativistic Quantum Field Theory (QFT) and describes ele-
mentary particles as excitations of fields. The success of the Standard Model is based
on its predictive power and description of most experimental results. Table 2.1 lists the
basic properties of the elementary particles that constitute the Standard Model.

The Standard Model does not describe gravitational interactions. This is due to the
difficulty in representing them as a QFT and the weakness of gravity at a small scale
(<1Imm). Although attempts to describe quantum gravity have been made, evidence
has yet to be found to support these attempts [9].

The Standard Model can be written as a Lagrangian, which describes the system’s
dynamics. The Lagrangian £ contains information on how fields, usually represented
using ¢ (a scalar field), y (a fermionic spin 3 field) or A, (a vector/gauge field), behave.
Fundamental interactions can be explained using different terms of the Lagrangian.
When using the principle of least action, the field’s equations of motion (EOM) can be
derived [1].

S:f$(¢,6#gb)d4x—>EOMz6S:0 (2.1)

All fundamental interactions derive from one general principle; local gauge invari-
ance. A gauge transformation is a transformation which does not change any measur-
able, physically meaningful magnitudes but alters non-observables. When applying a
gauge transformation on the EOM, the physics remains unchanged, referred to as the
principle of gauge invariance. The Standard Model can be mathematically constructed
by requiring local gauge invariance for the Lagrangian and using group theory.

Symmetries in the Standard Model play a fundamental role. Noether’s theorem states
that a conserved quantity can be derived when an action has a symmetry [10]. When



requiring the Standard Model Lagrangian to be invariant under local-gauge transfor-

mations, this leads to the different conserved currents of the theory [11].

Table 2.1.: Standard Model of Elementary Particles [1].
symbol name mass (MeV) charge (e)
0.49
u up 216752 +2/3
0.48
down 4.677015 -1/3
Quarks c charm 1270+20 +2/3
(Spin 3) s strange 93+l -1/3
t top 172900 + 400 +2/3
b bottom 4180*39 -1/3
e electron 0.5111 -1
u muon 105.72 -1
Leptons T tau 17773 -1
. 1 .
(Spin 3) Ve electron neutrino <1.10-107° 0
Vu muon neutrino <0.17 0
Vi tau neutrino <18.2 0
Y photon 0 0
Gauge 4
w \W 80377 +1
bosons 5
(Spin 1) Z Z 91200 0
g gluon 0 0
Scalar
bosons H Higgs 125250 6 0
(Spin 0)
1 e = 0.51099895000 + 0.00000000015 MeV
2 my, = 105.6583755 + 0.0000023 MeV
3 m; =1776.86+0.12 MeV
4 my =80.377£0.012 GeV
5 mz =91.1876 £0.0021 GeV
6

mp =125.25+0.17 GeV



2.1.1. Electro-Weak Theory

Electromagnetic and weak nuclear interactions are described by Electroweak Theory
(EW). Their gauge group is U(1)y x SU(2);. One of the simplest interactions described
by the Standard Model is Quantum Electrodynamics (QED), which describes the elec-
tromagnetic interaction between charged leptons and photons. For the Lagrangian for
QED, begin with a Dirac fermion field w(x = X, r) of charge e, for a free Dirac fermion of
mass m, the Lagrangian density has a kinetic term and a mass term given by:

Lr = igytoyy — myy 2.2)

where y* are the Dirac matrices and m is the mass of the gauge boson.
This Lagrangian density, however, is not invariant under a local U(1) gauge transfor-
mation:
w(x) — e!%p(x), with a = a(x) (2.3)

where a(x) is a real number with a space-time dependence.

The importance of gauge invariance is that it leads to conserved currents that de-
scribe observations, and gauge invariance leads to a renormalisable theory. To preseve
the local gauge invariance on the Lagrangian density, the derivative d,, is replaced with
the covariant derivative: D,y (x) — D,y (x)e'*™. Avector field A, called the gauge field,
is introduced. Thus the covariant derivative is:

D,=0,—ieA, (2.4)

Where e is the electron charge. The gauge transformation of the A, field generates a
term which cancels the spurious term from the local U(1) transformation of the fermion
field. The gauge field, Ay, using the gauge freedom of A, transforms as:

1
Ay Ayt —3,a(x) (2.5)

Introducing a combination of the kinetic term for the fermion, which is also gauge
invariant, and the gauge transformation of a vector field gives:

(0 —ieA,)y — e (0, —ieA,)w (2.6)

Under the gauge transformation of the fermion field, the vector field will also trans-
form with the same transformation parameter a(x). The gauge invariant electromag-
netic field tensor F,, is needed to provide a kinematic term for the A, field.

Fuy =0, Ay — 0y Ay 2.7)

This gives the following Lagrangian density for QED:



- _ 1
Laep = 19! Dy — myy — - Fu F* (2.8)

] , 1
= iyy* (Ou—ieAy)y — miyy — - Fuy F* (2.9)

1
= iyyHoy — myy — ZF’WFW +eyyty A, (2.10)
= L+ Loauge + Lint (2.11)

with £ being the Lagrangian for the free fermion field v of mass m, Zgauge being
the Lagrangian for the free massless gauge field A, and the Lagrangian for the interac-
tion term %, . The QED Lagrangian is invariant under gauge transformations with the
condition that the term, including the gauge boson mass m, is zero. Therefore, the elec-
tromagnetic interaction must have a massless gauge boson. This massless gauge boson
is the photon (y), which mediates the electromagnetic interaction [12].

When combining both electromagnetic interactions and weak interactions into an
electroweak theory, a problem arises. If a similar gauge transformation is applied to
the electroweak interactions, the massive W and Z bosons result in the Lagrangian no
longer being gauge invariant. SU(2) x SU(3) gauge invariance only works for massless
gauge bosons. However, if spontaneous symmetry breaking is added to the Standard
Model, the masses of the W and Z can be included.

Therefore, a scalar field, known as the Higgs field, is introduced into the Lagrangian
to uphold local gauge invariance. However, the purpose of the Higgs field potential
extends beyond preserving gauge invariance; it aims to spontaneously break this sym-
metry through the establishment of a non-zero vacuum expectation value. The Higgs
field potential is represented by the equation:

1 1
Vig) = Eungz + ZA¢4 (2.12)

The potential when u? > 0 describes a scalar field with mass g with a vacuum expec-
tation value of ¢ = 0. If y? < 0 the potential has a minima of ¢? = —u?/A resulting in a non
zero vacuum expectation value. This departure from a zero vacuum expectation value
marks the onset of spontaneous symmetry breaking within the Higgs potential. Here v
is the value of the field at the minimum of the Higgs potential. The vacuum state is not
gauge invariant under local gauge transformations, which leads to gauge boson mass
terms; the masses of the W* and Z now have been included. The mass terms arise from
the covariant derivative in the kinematic term of the Higgs field, which are:

_V o2y or _v
mz—2 g°-+g", mw—zg, (2.13)



the Z and W boson masses. Finally, the v value gives a gauge boson coupled to mass,
the Higgs (H) boson [13, 14].

Experimental Evidence

The Standard Model has been verified by experimental evidence of the W, Z and Higgs
bosons. The existence of the W and Z bosons was first verified at CERN in 1983 through
the UA1 and UA2 experiments, providing evidence for the electroweak theory. Carlo
Rubbia and Simon van der Meer received the 1984 Nobel prize in physics for this dis-
covery [15, 16]. Further evidence of the Standard Model was obtained by the ATLAS and
CMS experiments at the LHC in 2012. This confirmed the discovery of the Higgs boson,
validating the mechanism of electroweak symmetry breaking and providing insight into
the origin of particle masses. The discovery of the Higgs boson was awarded the 2013
Nobel prize in physics to Francois Englert and Peter Higgs [17].

Renormalisation and Running Coupling

The fine structure constant describes the strength of electromagnetic interactions:

62

a=—
a7

Here e signifies the charge. Electromagnetic interactions have an energy scale de-

(2.14)

pendence. At low energies and large distances, the interactions decrease in strength,
known as the "running" of the coupling. In this context, virtual fermion-antifermion
pairs emerge spontaneously within the quantum vacuum, influencing the behaviour
described by the photon propagator. The additional loop processes create a polarisa-
tion in the vacuum between particles, becoming a screen of charge. When the distance
between the particles decreases, polarisation decreases, increasing the effective inter-
action strength.

This leads to an effective coupling constant proportional to Q between the particles.
Q is the four momenta exchange and larger Q means smaller distance. Perturbation
theory is required to include additional loop processes that occur in the interaction.
To define the coupling constant, begin with the leading order interaction and add the
higher-order loop processes as part of a geometric series. There are an infinite num-
ber of higher-order corrections. Therefore, an arbitrary limit is introduced to stop di-
vergences to infinity called renormalisation. The coupling constant can therefore be
defined as:

a(uy)

a@s) Q?
1- _3”R lOg(m)

a(Q?) = (2.15)

With up as the renormalisation momentum, which is chosen to be on the scale of the



measured physics. Renormalisation in QED provides accurate theoretical descriptions
of electromagnetic interaction as seen from the logarithmic dependence of Q, which
cause higher-order corrections to contribute less to the interaction [18].

2.1.2. Quantum Chromodynamics

Quantum Chromodynamics (QCD) is the quantum field theory describing the strong
interactions of coloured quarks and gluons. QCD is represented by the gauge group
SU@3)¢, which describes interactions between quarks and gluons via colour charge.
Eight gluon fields must be introduced to preserve the invariance of the Lagrangian un-
der local SU(3)¢ transformations. The adjoint representation of SU(3)¢ describes eight
colour states (colour octet) which form combinations of colour and anti-colour. Gluons
(g) carry components of colour charge and, therefore, not only mediate but participate
in QCD interactions.

The Standard Model can be represented as a product of these groups SU(3)¢ x SU(2),
x U(1)y. The group is non-commutative (non-abelian) except for U(1) which is abelian.
The Lagrangian for QCD is given by:

1

Loco = L Va,a (1Y Dy =mgban) Y qp =7 Fun FH (2.16)
q

Where repeated indices are summed over. Where D, is the covariant derivative:

Dy =0, —igsty,st 2.17)

and is summed over g, the different quark flavours. Rewriting Equation 2.16 gives:

- . 1
ZLocp = Zufq,a (lyﬂaufsab - ngH tgbdpc - mq5ab) Ygb— ZF:«/FA#V (2.18)
q

V¥4,q and 1,4 4 are the quark fields for a quark of flavor g and mass m,. The colour
index a sums over a = 1 to N, = 3, representing that quarks come in three colours. duc
are the gluon fields. Here C sums over 1 to N? — 1 = 8, representing eight kinds of glu-
ons. Quarks and gluons can have six types of colour charge: red, green, blue, anti-red,
anti-green and anti-blue (r, g, b, 7, §, b). The Dirac y-matrices are y*. The QCD coupling
constant is g; (or as = g2/47). The tgb corresponds to eight 3 x 3 matrices that are the
generators of the SU(3) group. An explicit representation of these is tgb = Agb/ 2, where
A are the Gell-Mann matrices. They describe how a gluon’s interaction with a quark

rotates its colour. F‘j‘v is the field tensor given by:

F/j‘v =0yt - 5v«9¢,f‘ - gszBCdf,ngC (2.19)

where the f4pc are the structure constants of the SU(3) group. The indices of the
field strength tensor run over the three colour indices A, B and C, which are the eight



colour combinations of the gluon field. Neither quarks nor gluons are observed as free
particles. Hadrons are colour-neutral or colour-singlet combinations of quarks, anti-
quarks, and gluons [19].

The last term in Equation 2.19 gives rise to triple and quartic gluon self-interactions.
Gluon self-interaction leads to a property of strong interaction called asymptotic free-
dom. Like in QED, particle and antiparticle pairs can be spontaneously produced and
annihilated by their propagating boson. However, the gluon can produce additional
gluons through triple and quartic self-interactions, unlike in photons.

In QED, charge screening is when the coupling becomes large at a very short distance
Q, but its effect is small. For QCD, however, the antiscreening effect causes the strong
coupling to become small at a short distance Q (large momentum transfer). The screen-
ing effect also occurs through quark loops; however, the antiscreening effect through
gluon loops is larger. This leads to the concept called asymptotic freedom, when QCD
interactions occur at a short distance, e.g. width of a hadron, high four momenta Q
transfer perturbative calculations of cross sections are possible.

Quarks unable to escape the strong interaction lead to quarks clustering into a colour-
less state called colour confinement. This effect is the reason that no individual quark
has been experimentally observed. When the distance between two quarks is large
enough, the colour field will have enough energy to produce quark and anti-quark pairs.
The process between quark and anti-quark pairs will repeat to form more quarks until
the quarks hadronise into colourless hadrons. At proton-proton colliders, the energy is
high enough to separate partons to form jets of multiple hadrons.

When adding higher-order loop corrections in QED, the strength of the strong inter-
action changes. This is similar to the case in QCD; however, in Equation 2.15 with the
additional gluon self-coupling terms log(Q?/u%) the strong running coupling constant
changes sign. The effective strong coupling constant is:

as(ﬂ%)

as(Q%) = (2.20)

as(uz)

L+ o

(33-2¢) log(%)

Where ¢q is the number of quark flavours. If g were 17, the log term in the denomina-
tor of the equation, specifically (33-2¢), would cause a change in sign and the effects of
QCD would be similar to QED. There are 6 quark flavours. When Q? is low, the pertur-
bation will break down as the coupling strength is too large. Equation 2.20 can then be
rewritten as:

as(Qh) = 1om 2.21)

(33-2g)log($%

Where A? gives the energy limit on perturbation theory in QCD. When there are en-
ergies of Q% > A?, the strong interaction can be described using perturbation theory. If
the energy is Q? < A2, then a non-perturbative approach is used [18].



2.2. Parton Distribution Functions

Parton Distribution Functions (PDFs) are essential for making predictions for the Stan-
dard Model and Beyond the Standard Model (BSM) physics in hadron colliders. The
proton is not a fundamental particle but is composed of quarks and gluons. Under-
standing the proton’s structure began with Deeply Inelastic Scattering (DIS) experi-
ments [20]. To study the structure of the composite system in protons, experiments
can use a probe to study the distribution of energy/momentum of the fundamental
constituents. DIS experiments use a lepton to probe the proton by exchanging an elec-
troweak boson y/Z or W*. The following diagram depicts this Figure 2.1 [21].

kb k"

\
4

Y ¥ v

=
=

Figure 2.1.: Deep inelastic scattering Feynman diagram with kinematics.

Using data from the SLAC experiment, Feynman observed that scaling behaviour
could be explained by the proton’s point-like scattering of free particles [22]. These free
particles were called partons. This model proved successful, and partons were later
identified as quarks and gluons. In the Quark Parton Model (QPM), nucleons have
massless, point-like, spin 1/2 quarks which are free within the nucleon. This model
could be better, as it does not include gluons, but it is still successful as a conceptual
model. The mass of nucleons and quarks is also neglected. However, this approxima-
tion is valid when looking at a large enough momentum scale of the scattering process
Q.

PDFs do include gluon interactions unlike the QPM. The PDF f;(x, Q?) gives the prob-
ability of finding in the proton a parton of flavour i (quark or gluon) carrying a fraction
x of the proton momentum with Q being the energy scale of the hard interaction. The
momentum weighted x; f(x) is often used so that the area under the curve when plot-
ting is the momentum fraction carried by partons of species i. In standard notation the
antiquark PDFs are denoted x; f (x) and PDFs for each quark flavour u, d, s, ¢, b [23].

Cross sections are calculated by convoluting the parton level cross-section with the
PDFs. The hadronic cross section for a process of two hadrons A and B interacting,
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A+ B — X, with X being any final state is shown in Equation 2.22. The 6; ;. x represents
the partonic cross section for interactions between two partons with flavour i and j.

OAB—X= Z[f dxldefiA (x1) fJB (x2) - 6i,j—>X + [x1 < X2] (2.22)
ij

The PDFs in this equation are universal and factorise. This factorisation allows PDFs
extracted from an analysis of inclusive DIS measurements to calculate cross-sections
of other processes in lepton-hadron or hadron-hadron interactions. Since perturbative
QCD does not predict the parton content of the proton, the shapes of the PDFs are
determined by a fit to data from experimental observables in various processes using
the DGLAP evolution equation.

1.9 MSHT20NNLO, Q? =10 GeV? 1.9 MSHT20NNLO, Q? = 10* GeV?

f(z, Q%)

0.8

0.4

I i _ 0 1 I
0.01 0.1 1 0.0001 0.001 0.01 . 1

0 - L
0.0001 0.001

Figure 2.2.: MSHT20 NNLO PDFs at Q2 = 10 GeV? and Q? = 10* GeV? with associated 68% confidence level
uncertainty bands [24].

Equation 2.22 cannot describe processes with the emission of real and virtual gluons.
For gluons emitted collinear with quarks and anti-quarks, there are large logarithmic
contributions in the perturbative expansion that result in divergences in the calcula-
tion. PDFs are redefined to an appropriate scale, called the factorisation scale ur, to
remove these divergences which separate the short and long-distance physics. Gener-
ally, this scale equals the hard scattering process’s momentum transfer Q2. This is sim-
ilar to the renormalisation scale ur which is also usually taken to be Q? and typically

r = pr = Q2.
The PDFs will be dependent on the factorisation scale. When the perturbative ex-
pansion is calculated to all orders, the scale dependence is required to vanish. It is this

requirement that results in a set of evolution equations which are derived from relating
PDFs at different scales. These are the DGLAP equations which for the quarks ¢g; and
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gluon g are:

aq x'/'tz a le X x

Oll(Egpz) = T;fx - |Paa; @ as) (5#2)+ Pag a0 g (S 12| (2.23)
ag (xr/-lz) (0 1 dz X o x

dloguz_ = gfx —~ [qu,- (z,a) Qj(;,l.l )+ng(z,as)g(;,p )] (2.24)

The P, terms are the splitting functions which give the probability of parton x pro-
ducing a parton y with a momentum fraction z. Splitting functions are calculated to
next-to-leading order (NLO) and next-to-next-to-leading order (NNLO) for perturba-
tive expansions in the order of (aslogu?)". The dependence on Q? in the DGLAP equa-
tions results in the dependence of Q? in the PDFs. This allows PDFs to be recalculated
at different energy scales. An example of PDFs calculated at two different energy scales
is shown in Figure 2.2. The dependence on the momentum fraction z in the PDFs is
determined through experiment [21, 23, 25].

2.3. Drell-Yan Process

The Drell-Yan (DY) process is named after physicists Sidney Drell and Tung-Mow Yan,
who predicted dilepton production in hadron-hadron colliders [26]. This dilepton pro-
duction involves a neutral and a charged current process known as the neutral-current
Drell-Yan (NCDY) process and the charged current Drell-Yan (CCDY) process. The NCDY
is the lepton and its anti-lepton pair production in a hadron-hadron collision. Fig-
ure 2.3 shows the Feynman diagram of this process at leading order from s-channel
production from two incoming hadrons to a virtual gauge boson decaying to two lep-
tons in the final state. A photon y and a Z are the bosons that mediate this process.
Similarly, a Feynman diagram of the CCDY process is shown in Figure 2.4 and Figure 2.5
with a quark and anti-quark interaction to result in a W boson.

To calculate the cross section for the CCDY process in a hadron-hadron collision, the
dynamics of hadrons and partons are related to each other with an on-shell or off-shell
centre-of-mass energy of a hadron-hadron collision /s, in terms of the four-momenta
of the incoming partons p!’ and ph:

pl = ‘/; (x1,0,0,x1), ph= ? (x2,0,0,—x2) (2.25)

where x; and x, are the partons momentum fractions. The partonic cross section 9

for W boson production is:

!

671 = ZV2GEmiy [Vaq[* 5 (- miy) (2.26)

Here Gp is the Fermi constant, myy is the invariant mass of the W boson, V; is the
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Figure 2.4.: Feynman diagram of the positively charged current Drell-Yan process.

Cabibbo-Kobayashi-Maskawa (CKM) matrix element for gq’, and § is the Dirac delta
function.

By combining Equation 2.22 and Equation 2.25 with the cross section for W boson
production Equation 2.26. The hadron-hadron CCDY cross-section is obtained at lead-
ing order:

do
dm?,

2
(qr (%1, M%) Gy (22, m2,) +[1 < 21)
2.27)

The cross-section can be multiplied by the branching ratios for whichever hadronic

- 1
=§\/§Gpm€‘,f0 dox; dxad (x1x25 — mi,) x ;&’quq;‘

or leptonic final state is of interest. Figure 2.6 shows cross-sections for Drell-Yan pro-
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Figure 2.5.: Feynman diagram of the negatively charged current Drell-Yan process.

cesses, including the W* cross-sections for this measurement.

Drell-Yan processes are used as a benchmark in LHC physics because the production
cross-sections of weak vector bosons (CCDY) are relatively large for the range of ener-
gies the LHC operates at. The Drell-Yan process is very well understood theoretically,
with clear signatures in the detector, giving insight into the performance of the accel-
erator and detector. The final state of CCDY provides an easily identifiable and clean
experimental signature, a single lepton and large missing Er (see Section 3.5), which
can be measured to high precision.

The cross-sections depend on parton distribution functions (PDFs) and, therefore,
will be dependent on the dynamics of strongly interacting particles (QCD) and ini-
tial state radiation (higher order QCD). The W* bosons produced will decay into a
muon/anti-muon and anti-neutrino/neutrino. The final state is used to give informa-
tion on pairs of parton (quark) flavour distributions in the intial state. These are ud, us,
ub, cd, cs, cb for the W* boson and di, d¢, si, s¢, bi, bé for the W-boson. This offers
an opportunity to test current models of parton dynamics with the LHC.

From Equation 2.25, the rapidity of the system relative to the beam axis or the z com-
ponent of the momentum p, can be derived:

1. E+p, 1. x

=_1 =—log= 2.28
y ZOgE—pZ 20gx2 ( )

E is incoming parton energy. The parton momentum fractions for W/Z boson pro-
duction are then:

_Mmwz

mw,z _
X1 = e’ xp = eV

Vs Vs

where x; and x, are the partons momentum fractions and myy,z is the mass of the

(2.29)
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W/Z boson where myy, z = sx;x,. The ATLAS detector will limit the rapidity region ac-
cessible with rapidity constraints of |y| < 2.5 (for precision analyses) [24].

W resonance
Z resonance

6
‘|-> 10 T T T 17T II T L || T T
8 1 05 Total NLO Cross section
a 104 — ¥* Contribution
[=3 3 Z Contribution
blO 10 —— Z/y Interference (Modulus)
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10 J N —— W NLO Cross Section
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10
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Figure 2.6.: Drell-Yan differential cross-sections as a function of invariant mass at next-to-leading order.
Resonances for W and Z bosons are labelled with the ranges for certain characteristic scales
and the expected range for which new physics could be found. The W™ cross-section is consis-
tently higher than W~ by around 60% due to the LHC colliding positively charged protons [27].

2.3.1. Higher Order Corrections

k-Factors are the ratio of cross-sections at different orders of perturbative expansion
and are used to evaluate the significance of higher-order corrections in theoretical pre-
dictions. In Drell-Yan production the k-Factor is used to assess the impact of next-to-
leading-order (NLO) and next-to-next-to-leading-order (NNLO) corrections in compar-
ison to leading-order (LO) predictions. In the high invariant mass region, a challenge
arises because it’s a kinematic space where NNLO QCD corrections @ (a3) and NLO
electroweak corrections 0 (a) become a similar size. The calculations of k-Factors for
Drell-Yan production involved the use of the programs FEWZ [28, 29, 30], DYNNLO [31, 32],
ZWPROD [33] and VRAP [34] to compute the cross-sections. These programs utilised PDFs
like the CT10 at NLO QCD and MSTW2008nnlo at NNLO QCD. By comparing the re-
sults obtained at different orders of perturbation the k-Factors are derived [35]. More
information on the k-Factors used in this analysis can be found in Section 5.
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2.4. Effective Field Theory

Whilst doing a global analysis of the proton, which is useful for constraints on PDFs, Be-
yond the Standard Model Physics (BSM) can also be investigated. New physics can be
searched for directly and indirectly in a high-energy collider. A direct search involves
looking for new heavy particles. However, an indirect search looks for subtle devia-
tions in the cross-section at LHC energies due to the effect of new particles with higher
masses than the reach of the LHC. The Lagrangian, when looking for BSM physics in
Standard Model Effective Field Theory (SMEFT), contains the renormalisable Standard
Model Lagrangian (%sy;) with additional higher-dimension interactions (£4). There-
fore, looking for a Lagrangian when taking dimension six will include many more terms
taking the form:

Lomprr = Loy + L1 (2.30)

SMEFT represents a model-independent way to identify, interpret, and calculate BSM
effects from precision measurements. These precision measurements should be taken
assuming that the energies examined by experimental data are well below that of the
new physics scale (A). This new scale might be the mass of a new particle. In this way,
SMEFT can connect experimental observables with new physics [36].

The Lagrangian for dimension 6 SMEFT is:
N g
Lomprr = Lom + ) ﬁ@' (2.31)
i=1

The sum over N represents the sum over the number of non-redundant operators.
The cut-off scale of EFT is A% %, so taking dimension d = 6, the new physics scale be-
comes A%, a; are the Wilson coefficients (coupling constants) constrained by taking
observables’ measurements. The dimension six operators are O;. [36]

The high-energy processes in the LHC (such as the Drell-Yan process), which have
energy-growing BSM effects, increase sensitivity to the SMEFT. For Run-2 of the LHC,
in particular, the observables will be in the few TeV region, making them more sensi-
tive to PDFs. Therefore, there is a danger that the BSM effects can be fitted away into
the PDFs in high-energy tails [37]. The dimension-6 operators alter the high energy
behaviour of electroweak gauge boson propagators. This is included in the "oblique
parameters" $, T, W and Y which modify the bosons y, W and Z. Oblique parameters
are derived from the Taylor expansion coefficients from the new physics contributions
to the transverse part of vector boson self-energies [38]. The W and Y parameters have
effects that grow with energy meaning that the LHC can have better sensitivity than
previous measurements by the previous collider LEP.

Figure 2.7 shows the 95% CL exclusion for neutral Drell-Yan sensitivity to W and Y
at LEP at 8 TeV in grey. The neutral Drell-Yan shown in purple and charged Drell-Yan
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Figure 2.7.: Projected 95% CL exclusions in the W-Y plane [36].

in green from LHC measurements are shown at two different luminosities. Therefore,
using the LHC centre of mass energy 13 TeV will allow more precision measurements
for electroweak tests, such as measuring high mass W bosons and allowing model-
independent EFT coefficients to be extracted, indicating BSM physics [36].

2.5. Measurement Overview

The cross-section and charge asymmetry of W boson production in pp collisions have
previously been measured. Charge asymmetry occurs when the cross-section of the
produced W boson depends on its charge. This arises as the positively charged valence
quarks are slightly more dominant inside the positively charged proton. The ATLAS [4]
and CMS [39] experiments provide the latest results for cross-section and charge asym-
metry measurements. The ATLAS collaboration published results for the cross-sections
and the associated charge asymmetry as a function of the absolute pseudorapidity of
the decay muon for W boson production. The results use /s = 8 TeV data correspond-
ing to 20.2 fb™! for pp collision data with the ATLAS experiment at the LHC. The pre-
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cision of the cross-section measurements varies between 0.8% to 1.5% as a function of
the pseudorapidity. The charge asymmetry is measured with an uncertainty between
0.002 and 0.003. The measurement’s PDF precision was better than both the uncertain-
ties, and the spread between different PDF sets of the data shows sensitivity to serve as
input to improve the knowledge of the proton structure [5]. The latest published results
were performed by the CMS collaboration in 2020, the differential cross section and
charge asymmetry for inclusive W boson production at the LHC in 2016 corresponding
to an integrated luminosity of 35.9 fb~! at the centre of mass energy of /s = 13 TeV is
measured for two transverse polarisation states as a function of the W boson absolute
rapidity. The precision of the measurements was used to constrain the parton distri-
bution functions of the proton using the next-to-leading order NNPDF3.0 set [6]. The
measurement presented in this thesis aims to extend these analyses into the high-mass
region using the full Run-2 (2015-2018) dataset provided by the LHC to the ATLAS de-
tector.
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3. The LHC & ATLAS Detector

3.1. The LHC

The LHC (Large Hadron Collider) [2] is near Geneva, at CERN (European Organization
for Nuclear Research) [40]. The LHC consists of a 26.7 km ring underground in a tunnel
with superconducting magnets to accelerate particles around the ring shown in Fig-
ure 3.1. There are two beam pipes consisting of high-energy particles in the ring. These
beams of particles counter-rotate and collide at 4 locations. At these four locations are
the particle detectors ATLAS, ALICE, CMS and LHCDb [2].

The beams of particles used at CERN start from hydrogen atoms in a bottle. Protons
are produced from hydrogen gas using a strong electric field to strip away the electrons.
This leaves bare protons that are then rapidly accelerated through a metallic chamber
containing an electric field called a radio frequency cavity. There is a series of accel-
erators, and at each stage of the acceleration process in the accelerator complex, the
energy of the particle beam will increase. The particle beam can be guided around the
path of the accelerator complex with dipole magnets that bend the beams, quadrupole
magnets that focus the beams and collimators that collimate the beams [2].

The protons are first injected into the Proton Synchrotron Booster (PSB) at the en-
ergy of 50 MeV from Linac2. The PSB accelerates them to 1.4 GeV. The protons are sent
into the Proton Synchrotron (PS) and accelerated to 25 GeV and then to the Super Pro-
ton Synchrotron (SPS), which accelerates them to 450 GeV. Finally, they are injected
into the LHC in a clockwise and counter-clockwise direction. In the last element of this
accelerator chain, each particle beam is accelerated for about 30 minutes up to the en-
ergy of 6.5 TeV. The protons arrive in bunches and circulate in the LHC beam pipes for
many hours. The LHC collides these particles resulting in the centre of mass energy
v/s =13 TeV. The centre of mass energy increased from Run-1 /s =8 TeV [41].

3.2. Luminosity

The measure of a particle accelerator’s ability to produce the required interaction rate
is called the luminosity #. It is defined as:

afzdtzzv 3.1)
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Figure 3.1.: CERN Accelerator Complex [42].

Here o is the cross-section, N is the number of events, and t is time [41]. The lumi-
nosity of a beam of particles is the number of particles passing through the beamline
per unit time per unit area: [43]

n2

<L = fnbjp (3-2)

f is the rotation frequency of the beams, n;, is the number of particle bunches per
beam, n,, is the number of protons in the beam, and A is the beam’s transverse colliding
area.

Table 3.1 shows a selection of LHC parameters for pp collisions at /s = 13 TeV in 2015-
2018 for best accelerator performance. The LHC design instantaneous luminosity at
Vs =14 TeVis 103 cm™2 s™!. The proton beams have about 10!! protons, each contain-
ing 2808 bunches. Each of the bunches in the LHC has a bunch spacing of 25 ns (or
7.5 m), with the proton bunches colliding 40 MHz. If the number of bunches increases,
the luminosity also increases. In various parts of the LHC, bunches are focused. At
the interaction point (IP), the bunches will be squeezed to increase the probability of a
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collision or reduce the transverse colliding area of the beam A in Equation 3.2 [2, 44].

Parameter 2015 2016 2017 2018
Maximum number of colliding bunch pairs (r;,) 2232 2208 2544/1909 2544
Bunch spacing (ns) 25 25 25/8 b4de 25
Typical bunch population (10'! protons) 1.1 1.1 1.1/1.2 1.1
Beta function value at Interaction Point *( m) 0.8 0.4 0.3 0.3-0.25
Peak luminosity Zpeak (10* cm™ s71) 5 13 16 19
Peak number of inelastic interactions/crossing ({u)) ~16 ~41 ~45/60 ~55
Luminosity-weighted mean inelastic interactions/crossing | 13 25 38 36
Total delivered integrated luminosity (fb =1 ) 4.0 38.5 50.2 63.4

Table 3.1.: LHC parameters for pp collisions at /s = 13 TeV in 2015-2018. The values
shown represent the best accelerator performance during normal physics op-
eration. For 2017, the LHC ran in two modes: the standard 25 ns bunch train
operation with long trains and 8 b4e, for a pattern of eight bunches separated
by 25 ns then followed by a four bunch-slot gap [45].

3.3. Pileup

In order to maximise the potential for measurement and discoveries, the LHC delivers
the highest possible collision rates. Therefore, when two bunches cross at the interac-
tion point, multiple overlapping pp collisions will occur.These additional interactions
are referred to as pileup. The pileup must be carefully considered as it affects the detec-
tor response when an interesting collision occurs and can distort measurements of the
high-energy interaction of interest. Therefore, this additional "ambient" energy or par-
ticles must be subtracted or accounted for. In the same bunch crossing, the detector
can observe the final state of the interaction with additional pileup and zero bias in-
teractions (inelastic hadron-hadron collisions dominated by low momentum). Pileup
affects most of the objects reconstructed in the final state. Objects reconstructed with
pileup have compromised precision because of miscalculation of energy, momentum
and topology from the potential overlap of pileup decay products and overlap with in-
teresting objects. Most pileup contributions are from hadrons. Therefore, hadrons are
the most affected final objects. However, lepton and photon isolation criteria will also
be affected [46].

3.4. ATLAS Detector

ATLAS (A Toroidal LHC ApparatuS) is a general-purpose detector at the LHC. It resides
in an experimental cavern at point 2 at CERN. ATLAS aims to exploit the high energy and
collision rate the LHC provides. As ATLAS is a general-purpose detector, it is designed to
be sensitive to a range of particle signatures over a wide span of energy and momenta.
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The particle signatures are then reconstructed, identified and calibrated. This is used
to test the Standard Model’s predictions and probe new physics processes [4].

ATLAS has a diameter of 25 m, length of 46 m and overall weight of 7,000 tonnes [47].
It is the largest detector to be built at a particle collider. ATLAS uses a series of sub-
systems shown in Figure 3.2 to identify the final state of interactions. After a pp colli-
sion, each particle produced will interact with different parts of the subsystems in the
detector, allowing the particle tracks to be reconstructed, thus identifying the parti-
cle. Particles directly detected are protons, neutrons, photons, electrons, muons, pions,
and kaons. Neutrinos interact weakly with matter however can be inferred through the
missing energy within a particle decay. The b-meson particles have relatively long life-
times and therefore are a small distance from the beamline but can be detected due to
the displaced vertices of the decay products [48].

25m

Tile calorimeters
\ : LAr hadronic end-cap and
forward calorimeters
Pixel detector

LAr electromagnetic calorimeters

Toroid magnets
Muon chambers Solenoid magnet | Transition radiation fracker
Semiconductor tracker

Figure 3.2.: ATLAS Detector with labelled subsystems [49].

3.5. Coordinate System

The interaction pointis located in the centre of ATLAS and is the origin of the coordinate
system. The beam direction is the z-axis with the x-y plane transverse to this. The x-
axis is positive in the direction from the interaction point to the centre of the LHC ring.
The y-axis is defined as positive when pointing upwards. The polar angle (0) is the angle
from the beam direction and the azimuthal angle (¢) is defined as the angle around the
beam in the x-y plane. The rapidity is defined as:
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1. (E+p2)

] (3.3)

The rapidity is difficult to precisely measure for highly relativistic particles due to the
difficulty in measuring the total momentum vector where the z component is signifi-
cant. However, the quantity pseudo-rapidity can be defined:

n= —lntan(g) (3.4)

where y = n) for highly relativistic particles where the mass is negligible. The distance
in ¢ and 7, in the pseudorapidity-azimuthal angle space is defined as:

AR =/ An? + Ag? (3.5)

Defining variables in the transverse plane to the beam pipe (x-y plane) is helpful.
In the LHC, protons are accelerated and collide head-on. When collisions occur, both
protons dissociate into streams of quarks and gluons which hadronise and a significant
amount of the collision energy escapes through the beam pipe (+z-direction). An ex-
ample is an interesting physics collision or hard collision, where only one parton could
participate in the process and the other does not significantly change. In the transverse
plane before the collision, the initial momentum is zero. Considering the conservation
of energy and momentum, the quantity in the transverse plane after the collision must
also be zero. The transverse momentum, pr, is the magnitude of the momentum vector
projected on the x-y plane.

The missing transverse energy, E/**, is inferred from the transverse momentum of
invisible particles and detected particles in a hard collision. In the W — uv process
missing energy is attributed to the neutrino. The transverse energy of the neutrino is
obtained by taking the absolute value of the negative vector sum of the high p particles
in the final state plus soft tracks (low pr ) not associated with the former particles. This
is given by Equation 3.6 [50].

Ely’== X Papi= X Pxo (3.6)
ie{ hardobjects } je{ softsignals }

The first term in Equation 3.6 reresents the transverse momentum of all the hard ob-
jects. The second term in Equation 3.6 represents the tracks associated with the hard
vertex but not the selected hard objects. This includes signals or signal traces from
scattered soft particles from the underlying event accompanying the hard-scatter in-
teraction or from statistically completely independent pileup interactions. It also could
include the tracks from particles and jets which do not satisfy the hard object quality
criteria or are below the kinematic threshold. The following Equation 3.7 is the missing
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energy vector:
Er%nss _ ( E;mss , E;IIISS ) (3.7)

The magnitude is given by Equation 3.8:

E]n]iss — ‘Er]{ziss - \/(E)rcniss)z " (EJrzu'ss)z (3.8)

The direction in the transverse plane is given by the following Equation 3.9:

miss
E)’

miss
Ex

¢F"" = tan™! (3.9)

These equations define the missing energy transverse momentum vector [50]. Re-
construction of the E]'f”'“ is discussed further in Section 3.14.
The quantity transverse mass can be defined as: [4]

My = \/2ph EIS3 (1~ cos(A(@)) (3.10)

In cases with an unseen neutrino in the final state, the invariant mass cannot be de-
termined from the final state. The My is an analogue of the invariant mass. For a 2-body
final state where one particle is a neutrino, the My is identical to the invariant mass if
the neutrino has purely transverse momentum. M7y is a useful observable for the DY
processes where only the charged lepton is measured.

3.6. Magnets

A strong magnetic field is required to measure a charged particle’s momentum. The AT-
LAS magnet system comprises four superconducting magnets, three toroids (two end
caps and one barrel) and one solenoid. A schematic of this is shown in Figure 3.3. This
magnet system is 26 m long and 22 m in diameter and has a stored energy of 1.6 GJ.
The magnets are responsible for bending charged particle tracks in a plane perpendic-
ular to B-field and the velocity of the particle in the inner detector and muon detector
to measure the particle’s momentum. The Lorentz force vector equation, defined in
Equation 3.11, gives the force on a charged particle due to magnetic and electric fields.

F=q0xB (3.11)

The solenoid is aligned along the beam axis, providing the inner detector with a 2 T
axial magnetic field. It has an outer diameter of 2.56 m and is 5.8 m long. The toroids
provide a magnetic field for the muon detectors in the end caps and the central regions.
The barrel toroid is constructed from 8 coils. It spans the entire length of the muon
subsystem and provides the central muon detector with a 0.5 T magnetic field. The
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two endcap toroids, each constructed from 8 coils, produce a magnetic field of 1 T.
Figure 3.4 isincluded to demonstrate what the magnetic field looks like in the transverse
and longitudinal cross-section [51].
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Figure 3.4.: ATLAS magnetic field shown in a) transverse cross-section of the magnetic field in the centre
of the magnet system (not including endcap toroids) b) longitudinal cross-section showing
central solenoid, end cap toroids and barrel toroids [51].

3.7. Inner Detector

The inner detector shown in Figure 3.5 is the central component of ATLAS. It is the
nearest detector to the interaction point and is the first part of ATLAS to detect decay
products from a collision. The inner detector can, with high efficiency, reconstruct the
tracks and vertices in an event. This together with the other subsystems in ATLAS, is
used to identify different particles and can also provide an extra signature for short-
lived particle decays [53]. For particles coming from the interaction point, the accep-

25



tance in pseudo-rapidity is |n| < 2.5 and full coverage in ¢ to match the rest of the ATLAS
subsystems. In the plane perpendicular to the beam, the transverse momentum resolu-
tion is given by o,/ pr = 0.05%p7 GeV. The inner detector utilises separate but comple-
mentary sub-detectors: the Pixel Detector, the Semi-Conductor Tracker, the Transition
Radiation Tracker and the Insertable B-Layer [54].

T YR

- End-cap semiconductor fracker

Figure 3.5.: Schematic of the ATLAS inner detector subsystem [55].

3.7.1. Silicon Pixel Detector

The pixel detector consists of 1744 silicon pixel modules positioned into three con-
centric layers in the barrel and the two endcaps each have three disks. This can typ-
ically provide three measurement points for particles from the interaction point. Each
module can actively cover an area of 16.4 mm x 60.8 mm with 47,232 pixels of size
50 pm x 400 pum [54].

From the interaction point in ATLAS, a particle will travel and hit the silicon layer
from the pixel detector. The charged particle interacts with the doped silicon (which is
reverse-biased), which can liberate an electron from the valence band into the conduc-
tion band, creating a hole. The doping and the reverse bias create an electric field which
sweeps the election-hole pair towards the anode/cathode generating a current pulse.
An electric current is used in each pixel to collect these charges as a small electric sig-
nal. The readout for each module is provided by attaching a radiation-hard front-end
chip to the silicon sensor, which collects the signal. The particles will travel through
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three layers of silicon. As the particle travels through the silicon pixel detector, many
electron-hole pairs will be created without stopping the particle. A particle’s trajectory
can be deduced by gathering information on pixels that have been hit. Each pixel pro-
vides a 3D space point from which trajectories can be reconstructed [54, 56].

3.7.2. Semi-Conductor Tracker

The Semi-Conductor Tracker (SCT) is used to help in the measurement of the vertex
position, momentum and impact parameter (defined in Section 6.1.3) by providing four
precision measurements for each track [53]. The SCT encompasses the pixel detector
with 4,088 modules of silicon strips. These are arranged concentrically in the barrel
region with four layers of silicon micro-strip (7| < 1.4) and in each of the two endcaps
there are nine disks (1.4 < || < 2.5). This provides four space points from eight strip
measurements for particles originating from the beam. Similar to the pixel detector,
the SCT uses charged-track-ionisation for detection. [54]

3.7.3. TRT Detector

The Transition Radiation Tracker (TRT) is designed like a straw detector (a detector that
has many straw chambers to determine the particle’s track). Due to the small diameter
and the isolation of the sense wire within each separate tube, they can operate at very
high rates [53]. The TRT surrounds the SCT. In the barrel region, the TRT consists of
300,000 drift tubes (straws) of 4mm diameter. The readout for the barrel region is at
both ends of the straw. The endcaps have 0.4 m long straws perpendicular to the beam
axis, each with 122,880 straws. At the outer end, there is the readout for the endcaps.

The cylinders were initially each filled with a mixture of 70% Xe, 27% CO, and 3%
O,. The xenon gas allows for electron identification, the CO, stabilises the mixture,
and the O, increases the drift velocity. The xenon gas detects transition-radiation pho-
tons which are created in between the straws. Transition radiation is emitted when a
charged particle crosses the boundary between two materials with different electrical
properties. Transition radiation can be formed by the propylene added between the
tubes, which changes the refractive index when a charged particle passes through it
along with the resultant pair production. The lower energy-charged particles ionise the
gas mixture in the straws. This allows for particle identification because the particle’s
mass will increase the amount of transition radiation [57].

During 2012 data-taking period, the TRT experienced issues due to leaks in the gas
pipes which delivered the active gas to cleaning and mixing stations. These leaks pre-
dominantly occurred in inaccessible areas, rendering direct repairs unfeasible. Ac-
cordingly, the expensive Xenon-based gas mixture was replaced with the more afford-
able Argon-based alternative. Since the start of Run-2 in 2015, the TRT modules with
large amounts of leakage were operated with te Argon gas mixture which has allowed
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for the continued functionality of the affected modules and sustained detector perfor-
mance [58].

3.7.4. Insertable B-Layer

The performance of the B-layer is essential for the full physics capabilities of the ATLAS
dectector. This layer should ensure there is good vertexing and B-tagging despite the
increase in pileup, possible radiation damage effects or other eventual problems in the
pixel dectector. The Insertable B-Layer (IBL) is an additional layer integrated into the
present pixel detector between the new beryllium beam pipe and the then innermost
pixel layer (B-layer) shown in Figure 3.6. The IBL was added into the ATLAS detector
in 2014 during the long shutdown. The motivation behind the installation of the IBL
was to maintain or to improve the tracking capabilities of the inner region by allowing
for a finer resolution and improved efficiency in the reconstruction of particle tracks.
It also provides an increased bandwidth requirement for the expected LHC peak lumi-
nosity [59, 60].

The IBL integrated two sensor technologies: planar and 3D sensors. Planar sensors,
constructed from n™ —on—n silicon have a thickness of 200 um, while 3D sensors are
230 um in thickness. Both sensor types feature pixels sized at 50 x 250 um?, which is
60% of the Pixel Detector’s pixel size, with approximately 12 million pixels in total. These
sensors are designed to endure radiation levels of up to 5 x 101°1MeVneq, corresponding
to the expected fluence at the end of LHC Phase-1 operations [61].
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Figure 3.6.: Schematic of the ATLAS 4-Layer pixel detector for Run-2 [62].

3.8. Calorimeters

Next in the ATLAS detector is the calorimetry system which surrounds the ID. The pur-
pose of calorimeters is to measure the energy a particle loses as it travels through the
detector. Calorimeters absorb all known particles, except muons and neutrinos, from a
collision. ATLAS hosts two calorimeters: the Liquid Argon (LAr) Calorimeters and the
Tile Hadronic Calorimeters. A schematic of the calorimeters in ATLAS can be found in
Figure 3.7.
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Figure 3.7.: Schematic of the ATLAS electromagnetic and hadronic calorimeter subsystems surrounding
the inner detector [63].

Calorimeters usually contain layers of alternating passive or absorbing material and
active material in a so-called accordion geometry shown in Figure 3.8. The absorb-
ing material is dense and provides material for the EM and hadronic showers, the low
energy particles produced in the showers then ionise the detector material. Whereas,
the active material is used to produce an output signal proportional to the energy in-
put. The calorimeters in ATLAS have full coverage |n| < 4.9 and ¢-symmetry around
the beam axis. The design of the calorimeter system must have enough depth so that
the electromagnetic and hadronic showers are contained to limit any propagation into
the muon detectors. The ATLAS calorimetry system components are the high granular-
ity liquid argon (LAr) electromagnetic sampling calorimeters (ECAL) and the hadronic
calorimetry (HCAL).

3.8.1. ECAL

The electromagnetic calorimeter is used to absorb the energy from electromagnetic
showers. The absorbing material in the electromagnetic calorimeter is lead and the
active material is liquid argon. The electromagnetic calorimeter has three parts, a bar-
rel component spanning 0 < || < 1.475 and two endcaps spanning 1.375 < || < 3.2. The
electromagnetic calorimeter has a thickness of > 22X, (radiation lengths) in the bar-
rel and a thickness of > 24X, in the end caps. The radiation length of a material is the
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mean length for an electron to reduce its energy by the factor 1. In the barrel, the ac-
tive calorimeters have a total thickness of approximately 9.7 A (interaction lengths, the
average distance a hadron travels in a medium before interacting). This gives a good
resolution for high-energy jets and can contain the showers enough to limit the amount
propagating into the muon system.

3.8.2. HCAL

The hadronic calorimeter absorbs any hadronic showers that are produced. The hadronic
calorimeters use steel as the absorbing material and scintillators as the active material.
The hadronic calorimeter has three parts: the hadronic tile calorimeter (TileCal), the
liquid argon hadronic endcaps (HEC) and the liquid argon forward calorimeter (FCal).
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Figure 3.8.: Schematic of the ATLAS LAr calorimeter. This shows an electromagnetic barrel (EMB) module
where the different layers are visible. The granularity in eta and phi of the cells for each of the
three layers and trigger towers is also shown [4].
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TileCal

The hadronic tile calorimeter (TileCal) is located in the barrel and uses plastic tile scin-
tillator plates as the active material and steel as the absorbing material. It consists of a
central barrel 5.8 m in length and two extended barrels 2.6 m long. The TileCal covers a
region |n| < 1.7 behind the liquid argon electromagnetic calorimeter. The tile calorime-
teris 7.4 A. In the electromagnetic and hadronic calorimeters, hadron-nucleon in-
teractions occur within the absorbing material (lead and steel) and TileCal then detects
these showers. The scintillators produce photons when they detect these interactions.
The resultant photons from the scintillating material are then collected by wavelength-
shifting fibres that connect to the tile edges and convert them into a longer wavelength.
The photons are then transmitted to photomultipliers outside the calorimeter [4].

HEC

The hadronic endcap calorimeters (HEC) are liquid argon and copper sampling calorime-
ters. The HEC is located behind the electromagnetic endcap calorimeters. The HEC is
important as it can detect muons and measure radiative energy loss. The HEC com-
prises two-wheel units, a front wheel and a rear wheel. The wheels are each made up
of 32 wedge-shaped modules. The HEC can cover a range of 1.5 < |n| < 3.2. This range
reduces the drop in material density at the transition regions between the HEC/forward
calorimeter and the HEC/tile calorimeter [4].

FCAL

The forward calorimeter (FCAL) consists of three layers of liquid argon and a metal. The
electromagnetic layer (FCAL1) uses copper and is closest to the interaction point. The
two hadronic layers (FCAL2, FCAL3) are made of tungsten. There is an additional pas-
sive layer made of brass which absorbs hadronic shower remnants that punch through
called Plug3. This arrangement is shown in Figure 3.9. FCal is positioned in the forward
and backward detection regions 3.1 < |n| < 4.9. FCal covers a total depth of 10 A. Over-
lap between the tile calorimeter, HEC and FCal makes it possible to cover the range of
0 < |nl < 4.9. The FCal is integrated into the endcap, improving coverage and reducing
radiation backgrounds from the passage to the muon spectrometer [4, 64].

3.9. Muon Spectrometer

The next sub-detector in ATLAS is the muon spectrometer (MS) [4]. High-energy muons
provide a signature for interesting physics when performing measurements, such as
those for W boson leptonic decays. The muon spectrometer in ATLAS must therefore
be able to provide muon reconstruction and a momentum-dependent trigger. This
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Figure 3.9.: Schematic of the ATLAS forward calorimeter. The electromagnetic layer (FCAL1) is closest to
the interaction point. The two hadronic layers (FCAL2, FCAL3) are next. There is an additional
passive layer called Plug3 [64].

is achieved through a distinct set of sub-detectors. Muon momentum is determined
by measuring position in three points in space. Due to the magnetic fields, there is a
solenoid field in the ID and a toroidal field in MS. The particle bends in two different
planes and the muon trajectory is curved. The trajectory has a greater curvature for
muons with less momentum. The curvature can be measured by fitting the track. A
good approximation can also be made using sagitta. Sagitta is the height of an arc. The
relationship between sagitta s and the transverse muon momentum is:

L’B
85
L is the path length and B is the magnetic field [65].
A transverse and side view of the Muon Spectrometer can be found in Figure 3.10. The

pr= (3.12)

muon spectrometer is the outer part of ATLAS. The design of the muon spectrometer al-
lows it to detect charged particles from the barrel and end cap calorimeters in the range
Inl < 2.7 and measure their momentum. The main systems in the muon spectrometer
are the Monitored Drift Tubes (MDT), Cathode Strip Chambers (CSC), Resistive Plate
Chambers (RPG) and Thin Gap Chambers (TGC). Tracks are measured within the bar-
rel region in chambers in three cylindrical layers oriented around the beam axis. In the
end cap and transition regions, three layers of chambers are also oriented perpendicu-
lar to the beam. The muon spectrometers aim to give a stand-alone muon transverse
momentum resolution of 10% for 1 TeV tracks which is approximately a sagitta of about
500 pym with a resolution of < 50 um along the beam axis [4].

3.9.1. MDT

Monitored Drift Tube (MDT) chambers precisely determine the muon momentum.
MDT chambers span an area of 5500 m? and in the barrel cover || < 1 and in the end-
caps 1< n|<2.7. An MDT is composed mostly of cylindrical aluminium tubes and filled
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with Ar (93%), and CO, (7%). Each MDT has a support frame with three parallel lay-
ers of these tubes on either side (6 layers total). They register the drift times of ionised
electrons from muons traversing the gas tubes and creating electron-ion pairs. From
a typical track, six coordinates can be measured, giving the position of the track in the
layer and the direction it travels across the tubes. This gives a measurement with 40 ym
precision and an angle with precision 3 x 10~ rad [4].

3.9.2. CSC

Cathode Strip Chambers (CSC) are found in the high pseudo-rapidity regions 2.0 < |n| <
2.7 in the end cap disks with high particle rates. CSC’s have an array of cathode strips
made from copper crossing with positively charged anode within some gas. They con-
tain a gas mixture of Ar (80%) and CO; (20%). When muons pass through the gas,
electron-ion pairs are created. The electrons drift with constant velocity to the anode
wire, creating an avalanche of electrons. The wires and strips are perpendicular, giv-
ing two position coordinates for each particle. The positive ions will move towards the
copper cathode. CSC’s have a spatial resolution of 50 um [4].

3.9.3. RPC

Resistive Plate Chambers (RPC) act as trigger instrumentation in the barrel region. RPCs
are gaseous detectors that can provide a muon trigger. Like the CSC, they consist of
two parallel plates, an anode (positive) and a cathode (negative). They are made of a
resistive material, Bakelite, and are separated by an active gas volume of 94.7% tetraflu-
oroethane (C,H,F,;),5% isobutane (C4H;0) and 0.3% sulfur hexafluoride (SFs). External
metallic strips in each plate pick up the signal from the electrons. The drifted charge
gives a 2D space coordinate. The strips are aligned in a pattern designed to quickly
measure muon momentum and then trigger to decide whether to keep the data. RPCs
have a good spatial resolution of 5 ns with a time resolution of 1.5 ns [4].

3.9.4. TGC

Thin Gap Chambers (TGC) are multi-wire proportional chambers found in the end cap
chambers. They use anode wires, graphite cathodes and G-10 fibreglass. The gas mix-
ture used 55% CO; and 45% n-pentane (n-Cs;H;,) is high quenching. They provide a
fast trigger and high precision tracking with a time resolution > 99% efficiency for a 25
ns gate [65].

By combining the RPC and TGC systems, fast trigger information is provided for
muon tracks. The RPC covers the barrel region |n| < 1.05 and the TGC the end cap re-
gion 1.4 <|n| < 2.4. The trigger chambers measure both coordinates, one in the bending
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Figure 3.10.: ATLAS cross and side view of the Muon System [66].

1 plane and one in the non-bending ¢ plane. The precision tracking chambers deter-
mine the coordinate in the bending plane for the track. If there is a match between the
MDT and trigger chambers hits in the bending plane, the trigger chambers coordinate
in the non-bending plane is used at the second coordinate of the MDT measurement.
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3.10. Trigger System

A high proton-proton collision rate is crucial at the LHC due to the rare occurrence of
the interesting phenomena. Therefore, a high collision rate is necessary increase the
likelihood of observing these events. Among the large number of events generated,
many are not of interest for analysis. Hence, a trigger system within the ATLAS Trig-
ger and Data Acquisition (TDAQ) setup is necessary to efficiently differentiate between
events for in-depth analysis.

ATLAS utilises a two-tiered trigger system, Level-1 (L1) and High-Level Trigger (HLT).
This has been shown diagrammatically in Figure 3.11. These levels refine the selec-
tion process applied to the collected data. L1, a hardware-based trigger, and the HLT, a
software-based system, work together to identify events of interest [67].
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Figure 3.11.: The ATLAS TDAQ system in Run-2 showing the components for triggering and the detector
read-out and data flow. [67].

3.10.1. Level 1 Trigger

The L1 trigger has custom electronics used to determine Regions-of-Interest (Rols),
such as the n and ¢ coordinates of regions with interesting objects such as electrons,
muons, taus, jets etc. in the detector. This is achieved using input from coarse granu-
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larity calorimeter and muon detector information. The L1 triggering system consists of
the L1 Calorimeter trigger (L1Calo), L1 Muon trigger (L1Muon), L1 Topological trigger
(L1Topo) and Central Trigger Processor (CTP). Accepted events are limited to a maxi-
mum read-out rate of 100 kHz, significantly reduced from the bunch crossing rate of 40
MHz. The decision time for the L1 accept is 2.5 us.

The L1Calo trigger is used for the electromagnetic, hadronic, barrel, endcap and for-
ward calorimeters, utilising analogue signals which undergo digitisation and calibra-
tion. The signals are then sent in parallel to the Cluster Processor (CP) and the
Jet/Energy — Sum Processor (JEP). The CP system identifies electron, photon and tau
candidates which surpass set thresholds. The JEP system identifies jet candidates and
computes global energy sums, including total and missing transverse energy (E%niSS ).

The L1Muon works along with the calorimeters by assessing the hits in the muon
trigger chambers, the RPCs (Resistive Plate Chambers) in the barrel and TGCs (Thin
Gap Chambers) in the end caps. This trigger identifies high p; muons which originate
from the interaction point and looks for differences in the hit pattern from a muon with
infinite momentum. L1Muon trigger applies coincidence requirements between the
outer and inner TGC stations and between the TGCs and the inner detector to minimise
the rate of non-interaction point particles in the endcap regions [67].

Introduced in Run-2, the L1Topo takes the L1 trigger objects from the upgraded out-
put merger modules of the L1Calo trigger (CMX) and the L1Muon trigger (MuCTPi).
This system is able to apply topological selections at the L1 trigger stage by combining
kinematic information from multiple calorimeter and muon trigger objects. The use
of L1Topo suppresses backgrounds for many trigger selections, in many cases by more
than a factor of two [68].

The CTP makes the overall decision to keep an event at L1 by combining informa-
tion from different L1Calo, L1Muon, and L1Topo triggers and with signals from various
detector subsystems. The CTP implements a trigger menu that is made up of trigger se-
lections. It also applies dead time, a mechanism preventing excessive L1 accepts that
could overload detector read-out capabilities.

The L1 trigger is capable of selecting events based on multiple criteria: event-level
quantities, object multiplicities above thresholds or specific topological requirements.
When an event is L1-accepted, the Front-End (FE) detector electronics read out the data
for all detectors. The event data is then processed through the ReadOut Drivers (RODs)
and the ReadOut System (ROS) before being forwarded to the second trigger stage, the
High-Level Trigger (HLT) [67].

3.10.2. High Level Trigger

The HLT is a software-based trigger and underwent significant upgrades during the
LHC’s long shutdown. In Run-1 it consisted of two stages, the Level-2 trigger and the
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Event Filter. However, in Run-2, these stages were merged into a HLT stage. This al-
lowed computing operations to be streamlined which reduced data duplication and
increased flexibility.

Various algorithms are used by the HLT on a dedicated computing farm to refine
event selection. The algorithms utilise the information about the ROIs provided by the
L1 trigger. The HLT initially uses fast algorithms which provide early rejection, followed
by precise and resource-intensive algorithms, similar to offline reconstruction for the
final selection.

Approximately 40,000 Processing Units (PUs) execute event reconstruction algorithms,
making decisions within milliseconds. The HLT is capable of reducing the event rate to
1 kHz, which is the maximum rate that can be written to permanent storage and has
a decision time of 200 ms. The data is written to data tape storage at the CERN Tier-0
computing centre. Regular hardware updates enhance the computing farm’s power and
improve the trigger system’s efficiency.

Additionally, during Run-2 the Fast TracKer (FTK), a hardware-based system meant
for reconstructing inner-detector tracks at the L1 accept rate, was being commissioned.
However, it wasn'’t utilised by the HLT for trigger decisions but was made ready for inte-
gration into the HLT tracking algorithms [67, 68].

3.11. Muon Reconstruction

The ATLAS detector records energy deposits and hit information which is reconstructed
into physics objects (muons, electrons, etc.) in offline processing. Different reconstruc-
tion algorithms taking different approaches can be applied to the data and Monte Carlo
simulations. Corrections to the Monte Carlo simulation are applied following the rec-
ommendations of the ATLAS combined performance groups [69]. Reconstruction al-
gorithms are used in the HLT during data taking and after data is recorded using more
accurate calibration and alignment information with full access to the granularity sub-
detector readout information across the ATLAS detector.

This section describes event reconstruction for the muon, which is the most rele-
vant object for the charged current Drell-Yan process in the muon channel. Muons
in the ATLAS detector interact with matter through several mechanisms: ionisation,
bremsstrahlung and pair-production. Ionisation occurs as muons traverse through ma-
terials they collide with atomic electrons resulting in the creation of ion pairs. These
ion pairs consist of positively charged ions and free electrons within the material. Ad-
ditionally, muon interactions with matter can result in the excitation of atoms, where
electrons are raised to higher energy states. These excited electrons can emit photons
when they return to their original energy levels. This process is one of the mechanisms
through which muons deposit energy in the detector.

At sufficiently high energies, radiative processes become more important than ion-
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isation for charged particles. For muons in materials such as iron, the "critical en-
ergy" where these processes dominate occurs at several hundred GeV. The processes
that dominate at this energy are bremsstrahlung and pair production. Pair produc-
tion is the creation of a muon-antimuon pair by a photon in the vicinity of a nucleus.
Bremsstrahlung is the emission of photons by charged particles as they are deflected by
the electric fields of atomic nuclei [19].

The tracking systems in the muon spectrometer utilise deviations in muon trajecto-
ries caused by interactions with atomic nuclei. This information is used to determine
the path and momentum of muons. By analysing these trajectories and momenta, the
muon spectrometer aids in the reconstruction of data from ionisation and scattering.
Specific requirements are placed on muons at the reconstruction level, detailed in Sec-
tion 6.1.

Muon reconstruction is initially performed independently in the ID and MS. The in-
formation from individual subdetectors is then combined to form the muon tracks used
for physics analysis. For combined ID-MS muon reconstruction, the information pro-
vided by the ID, MS and calorimeters are used. Depending on which subdetector is used
in reconstruction, four muon types can be defined: Combined Muon (CB), Segment-
Tagged (ST), Calorimeter-Tagged (CT) and Extrapolated Muons (ME) [70].

3.11.1. CB

Combined (CB) muon track reconstruction is performed independently in the ID and
MS. Using a fit that takes hits from the ID and the MS, a combined track can be formed
that spans the ID and MS and can be used for determining object kinematics. CB
muons are the most commonly used type because of their high purity.

3.11.2. ST

Segment-Tagged (ST) muons start with a track in the ID, which is classified as a muon.
Once extrapolated to the MS, this track must be associated with at least one track seg-
ment in an MDT or CSC chamber. ST muons are used with low p; muons or in regions
of limited MS coverage with coverage up to |n| < 2.7, where muons only cross one layer
of the MS chambers.

3.11.3. CT

Calorimeter-tagged (CT) are muons where a track in the ID matches the energy deposits
in the calorimeters compatible with a minimally-ionising particle. CT muons have the
lowest purity of all muon types but provide additional acceptance for MS regions with-
out instrumentation such as |7| <0.1.
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3.11.4. ME

Extrapolated (ME) muons are reconstructed using only the MS track and a loose re-
quirement on compatibility with the origin being the interaction point (IP). ME muons
cover areas not covered by the ID, such as in the region 2.5 < || < 2.7. In general, the
muon must traverse two layers of the MS chambers or three layers in the forward re-
gion.

3.11.5. Reconstruction Algorithms

Muon reconstruction algorithms use different "chains", which depend on the muon
object that has been identified. Each chain contains a sub-structure of reconstruction
algorithms used to reconstruct CB, ST, CT and ME muon object definitions.

Chain 1

"Chain 1" is for the statistical combination of the tracks of muons using the ID and MS
track vector’s covariance matrices and extrapolates iteratively, adding track segments in
the direction of the extrapolation.

Chain 2

The second chain, "Chain 2", or muon identification (MulD), performs a global refit of
muons using hits from the ID and MS subdetectors and extrapolates using weighted
track covariance matrices. Another strategy the MulD implements is for extrapolating
ID hits outward towards MDT and CSC segments via a Hough transform.

Chain 3

"Chain 3" is a unified muon reconstruction chain to incorporate the best features of
"Chain 1" and "Chain 2". "Chain 3" ranks the quality of the authored muons from all
other chains and records the highest available quality muon candidates.

The muon reconstruction used in this analysis evolved from the "Chain 3" algorithms
with additional muon quality requirements as recommended by the ATLAS Muon Com-
bined Performance (MCP) group. The "Chain 3" was improved by using a Hough trans-
form to identify hit patterns for the seeding of the segment-finding algorithm. This
makes the reconstruction faster and provides better background rejection by being more
robust against misidentified hadrons. Another improvement was calculating energy
loss in the calorimeter, where an analytic parameterisation of average energy loss is
derived from the detector geometry. The analytic parameterisation and the energy
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measured in the calorimeter are combined to obtain the final estimate of the energy
loss [71].

3.11.6. Momentum Measurement

Due to the muon charge, the path it traverses through the ATLAS detector will be bent
according to the magnetic field vectors passing through it. The curvature of the tracks
in ATLAS can be used to determine muon momentum experimentally. The degree of
curvature is dependent on the momentum vector of the muon and is described by the
Lorentz force, F = Qv x B.

Taking a simplified case of a homogeneous magnetic field, B, traversed by a charged
particle with versine angle, 26, the momentum can be calculated by measurement of
the sagitta of the particle’s arc through the magnetic field. The sagitta of the arc is related
to the radius by s = r(1 — cos#), as shown in Figure 3.12.

L2

Figure 3.12.: Diagram of the radius of curvature r, length L and sagitta s.

Next, equating the centripetal acceleration and the acceleration of the Lorentz force,
the helical radius, 1, is given by:

r= % (3.13)

High momentum particles with large arcs relative to the detector will have a small
sagitta. The muon trajectory is less curved by the ATLAS detector’s magnetic field, and
the sagitta measurement, used to calculate pr, is less precise. The momentum can be
determined by assuming a large value r and a small 0, through geometric relationships,

_I*QB
pr= 89

The fractional uncertainty on the momentum is proportional to the momentum it-

(3.14)

self due to the inverse dependence on the sagitta measurement. The arc’s curvature is
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calculated by reconstructing hits and track segments described earlier. Muon recon-
struction algorithms consider the different magnetic field profiles and bending planes
acting in the ID and MS subdetectors.

3.11.7. The Tag and Probe Method

The tag and probe method is a data-driven technique used to measure the efficien-
cies of a selection. Simulations need to be calibrated with data and the tag and probe
method provides a way to extract efficiencies from the data. Taking two muons orig-
inating from the decay of the same particle have high levels of correlation and allows
properties to be inferred from each other. These muons typically are from a Z boson,
but other processes, such as J/w meson decays, can be used. The decay muons are la-
belled "tag" and "probe". A tag muon is defined using a series of tight selections ensur-
ing the purity of the Z — uu events. The probe muon has very loose selection criteria
and is used to measure efficiency [72]. By comparing the efficiencies of data and MC
samples, correction scale factors can be determined, which can be applied to the MC
to correct mismodelling. The ATLAS Muon Combined Performance group uses the tag
and probe method to provide scale factors for the trigger and muon reconstruction effi-
ciencies [69]. The tag and probe method is also used to calculate dedicated scale factors
for trigger, isolation and TTVA efficiencies in this analysis, detailed in Section 8.

3.11.8. Reconstruction and Identification Efficiency

After the reconstruction process, high-quality muon candidates for physics analyses
are selected based on specific requirements. These requirements include the number
of hits in the Inner Detector and the Muon Spectrometer, track fit properties and com-
patibility of measurements in the two detector systems. Each set of requirements for
each muon type is referred to as a selection working point (WP) with multiple WPs are
defined to cater to the diverse needs of physics analyses involving muons. These are
provied by the ATLAS MCP group [69].

In this analysis, there are two working points defined: "loose" and "tight". For a muon
to be considered a loose muon, it must pass the Medium selection and have a py of at
least 20 GeV. The lower Medium quality is only used for the definition of loose muons
that are vetoed. On the other hand, a tight muon must have pr > 30 GeV, be isolated
and meet the HighPt quality criteria, with the FCTightTrackOnly_FixedRad isolation be-
ing used. Figure 3.13 displays the reconstruction and identification efficiencies for the
Loose, Medium and Tight working points as a function of pr.

The HighPt working point is specifically designed for analyses where the muon’s trans-
verse momentum is large, typically above a few hundred GeV. It requires a minimum of
three hits in three stations of the Muon Spectrometer, which improves the sagitta mea-
surement and enhances the momentum resolution, especially in regions with high pr.
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However, there are certain regions in the MS, such as the transition region between the
barrel and end-cap with 1.01 < || < 1.1, where optimal reconstruction is not possible
and muons in this region are vetoed [73].
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Figure 3.13.: Muon reconstruction and identification efficiencies for the Loose, Medium and Tight criteria.
This plot illustrates the efficiencies observed in J/¢ — uu events as a function of py. Predicted
efficiencies are represented by open markers, while the filled markers depict the measure-
ment results obtained from collision data. In cases where the statistical uncertainty in the
efficiency measurement is non-negligible, error bars are included. The panel at the bottom
presents the ratio of the measured efficiencies to the predicted ones, including statistical and
systematic uncertainties [73].

3.12. Electron Reconstruction

Electrons in the ATLAS detector are reconstructed based on their curved tracks, similar
to muons. The reconstruction process relies on information from the inner detector,
as electrons do not travel beyond the electromagnetic calorimeter. When a relativistic
electron passes through matter, it predominantly loses energy through bremsstrahlung.
Bremsstrahlung occurs when an electron emits a photon in the presence of the electric
field of a nucleus (e — ye). The radiated photon could convert into an electron—positron
pair which can then interact with the detector material.

The reconstruction of electrons involves analysing the shape of the energy cluster in
the calorimeter and the characteristics of the track in the inner detector, ensuring their
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alignment. The process begins by scanning the calorimeter for energy clusters that re-
semble electrons and then searching for tracks in the inner detector that approximately
match the position of the selected cluster in n and ¢ space. A selected track under-
goes a secondary fit to the inner detector hits which forms an electron candidate. How-
ever, some reconstructed objects labelled as electrons are fakes due to certain physics
backgrounds that can mimic similar signals. To improve the purity of the electron sam-
ple, identification criteria based on various inner detector track and electromagnetic
shower parameters are applied [19, 74].

In Figure 3.14 the electron identification efficiencies for the Loose, Medium and Tight
working points are shown as a function of EZ/*%. In this analysis electrons were vetoed
and therefore not included in the final selection.
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Figure 3.14.: Measured LH electron-identification efficiencies in Z — ee events for the Loose, Medium and
Tight working points are depicted as a function of E?’”'“ . Vertical bars represent the statistical
uncertainties (inner bars) and total uncertainties (outer bars). These data efficiencies are de-
rived by taking ratios between data and simulation efficiencies in J/y — ee and Z — ee events
relative to the Z — ee simulation. The lower panel displays the data to simulation ratios [74].
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Feature Criterion

Algorithm Anti- k;

R-parameter 0.4

Input constituent EMPFlow

CalibArea tag 00-04-82

Calibration configuration JES_MC16Recommendation_Consolidated_PFlow_Apr2019_Rel21.config

Calibration sequence (Data) JetArea_Residual_EtaJES_GSC_Insitu
Calibration sequence (MC)  JetArea_Residual_EtaJES_GSC_Smear

Selection requirements

Observable Requirement

Jet cleaning LooseBad

BatMan cleaning No

pr > 25GeV

Inl <25

JVT > 0.5 if pr(j) € [20,60]GeV and |5(j)| < 2.4 (Tight WP)

Table 3.2.: Summary of the jet reconstruction criteria and requirements.

3.13. Jet Reconstruction

The majority of inelastic proton-proton collisions at the LHC result in the production of
quarks and gluons. These collisions do not exist in isolation due to color confinement
and the quarks and gluons undergo hadronisation. The results of this are observed as
collimated streams of particles that deposit energy in the calorimeters. These energy
deposits are reconstructed as jets and provide a representation of the hadronic energy
in a collision.

Different use cases require different jet definitions with the resultant jets being cali-
brated to provide an accurate representation of the event and tagged to understand the
jet’s likely originating particle. In this analysis, small-R jets for physics results involving
quarks and gluons are used. The jet reconstruction process involves defining the input
four-vectors and specifying the jet algorithm and parameters.

For the jet reconstruction inputs, ATLAS uses topo-clusters. Topo-clusters are noise-
suppressed clusters of calorimeter cells that are grouped topologically. The anti-k; algo-
rithm [75] is the algorithm typically used for jet reconstruction. Two different distance
parameters, R, are used for different purposes. Small-R jets, which represent quarks
and gluons, are reconstructed with R=0.4.

After jet reconstruction, the jets need to be calibrated to account for various effects.
The calibration procedure involves suppressing pile-up contributions at the jet level,
calibrating the jet to the Monte Carlo truth scale and accounting for differences be-
tween MC and data.

Once the jets have been calibrated, their substructure is examined to identify the ori-
gin of the jet. This means looking at the angular distribution of energy within the jet,
which is useful for distinguishing boosted massive hadronic particle decays from QCD
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Parameter Value

Algorithm Calo-based

Soft term Track-based (TST)

MET working point Tight

Calibration tag METUtilities/datal7_13TeV/prerec_Janl6/

Table 3.3.: Summary of the E;”i S reconstruction criteria.

dijet/multijet production [76]. The overview of the jets reconstruction criteria and all
further requirements are summarised in Table 3.2. These recommendations are set by
the ATLAS Jet and Etmiss Combined Performance Group [77].

3.14. Missing Transverse Energy Reconstruction

EM'ss js a important observable as it serves as an experimental proxy for the pr carried
by undetected particles produced in proton-proton (pp) collisions. In order to recon-
struct E*%, signals from detected particles in the final state are analysed. If a non-zero
value is observed, this could be an indicator of neutrinos or new particles predicted
by theories beyond the Standard Model. The processs of E**S reconstruction relies on
all detector subsystems and requires a comprehensive and unambiguous representa-
tion of the primary interaction. This is a challenging task due to the limits on detector
acceptance and the presence of pileup.

The E*'SS reconstruction involves two contributions shown in Equation 3.6. The first
is from hard-event signals which are fully reconstructed and calibrated particles (e.g.
electrons, photons, tau-leptons, muons) and jets (the hard objects). Muons are recon-
structed from the ID and MS tracks, while electrons and tau-leptons are identified us-
ing a combination of calorimeter signals and tracking information. Photons and jets
are primarily reconstructed from calorimeter signals, with potential refinements from
reconstructed tracks. The second contribution is from soft-event signals. These are re-
constructed charged-particle tracks (soft signals) associated with the hard-scatter ver-
tex but not with the hard objects [50].The overview of the E*SS reconstruction settings
used in this analysis are presented in Table 3.3. The Tight working point requires that
forward jets should satisfy the pr > 30 GeV requirement. These recommendations are
set by the ATLAS Jet and Etmiss Combined Performance group [77].
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4, Level 1 Calorimeter Validation Code
Study

Due to the upgrade of the Level 1 Calorimeter (L1Calo) Trigger of the ATLAS detector,
studies need to be undertaken to ensure that a correct simulation is provided for com-
missioning, monitoring, data quality and reprocessing. This section presents a study on
the Level 1 Calorimeter, which was undertaken as part of the ATLAS authorship qual-
ification task. This section uses performance studies of an upgraded L1Calo trigger to
create a validation code for the future bitwise simulation of L1Calo. Variables for find-
ing and identifying electrons and photons that take advantage of the upgraded system’s
higher granularity have been implemented and tested. The results showing the com-
parison of the different distributions for the samples for the isolation variables inves-
tigated have been included in this study.This validation code setup is an essential step
towards producing a full bitwise software framework to simulate the upgraded L1Calo
system that will go online in Run-3 of the LHC.

4.1. The L1Calo Phase 1 Upgrade

For the upcoming Run-3 at the LHC, components in the ATLAS detector are being up-
graded. The instantaneous luminosity delivered by the LHC will increase in the next
run. During Run-2 of the LHC, the instantaneous luminosity reached up to
1x10%* cm™2s7!. Run-3 instantaneous luminosity is expected to reach 2x103* cm=2s7!
and higher [78]. L1Calo in ATLAS is responsible for reducing the trigger rate in custom-
built hardware using sophisticated algorithms. The trigger system in ATLAS is being
upgraded to cope with the challenges that arise from higher luminosity, such as the
increase in the pileup. The upgraded L1Calo trigger system will process digital infor-
mation from the Liquid-Argon (LAr) Calorimeters and the Tile Hadronic Calorimeter
(TileCal) to provide higher granularity, higher resolution and longitudinal shower infor-
mation from the calorimeter to the trigger processors. The trigger algorithms used in
the improved L1Calo will perform better, allowing for improved ATLAS data-taking [79].

ATLAS calorimeters provide the L1Calo trigger with analogue trigger signals inde-
pendent of those signals provided and used by offline reconstruction software. The
calorimeters measure energy deposited in small cells of various sizes down to granular-
ity in An x A¢ of 0.025 x 0.025. L1Calo uses information from analogue sums in regions
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of granularity ranging from 0.1 x 0.1 (central regions) up to 0.4 x 0.4 (forward regions)
to form 7168 trigger towers [80]. During the Phase 1 upgrade, the L1Calo system will be
provided with inputs with a finer granularity of the calorimeter. The system previously
used 7168 towers; however, ~30,000 SuperCells will be used in the upgrade. A SuperCell
is a LAr calorimeter region formed by combining E; from many cells adjacent in  and
¢. The granularity of the LAr Trigger Tower will increase to ten SuperCells per trigger
tower. The segmentation of the SuperCells in the Electromagnetic (EM) calorimeter is
shown in Figure 4.1. There will be one SuperCell in Layer 0 and one SuperCell in Layer
3. In Layer 1 and Layer 2, there will be 4 SuperCells in each layer [78].

The upgrade of L1Calo will include three new feature extractors (FEX) subsystems.
These are the so-called: Global Feature Extractor (gFEX), Jet Feature Extractor (JFEX)
and Electron Feature Extractor (eFEX). This new system architecture has been depicted
in Figure 4.2 with new components highlighted in yellow/orange. Each subsystem will
use custom-built algorithms to determine physics objects. The eFEX subsystem is de-
signed to identify isolated energy deposits to find electrons, photons and taus. The
jFEX performs jet, large-area tau, E?"'** and total-Ey trigger algorithms. The gFEX will
be used to identify large-area jets and use global E7 algorithms [78].

In this study, the eFEX subsystem’s new output will be used. The eFEX can distinguish
electrons from background jets by using the higher granularity discussed previously. An
example of a 70 GeV electron, as seen by the existing and upgraded trigger towers, can
be found in Figure 4.3. The eFEX has algorithms designed for the longitudinal shower
information from an electron shower. An electron will deposit most of its energy in
a much narrower area than a jet will and will not have much energy around it, which
leads to an isolated energy deposit. The isolated energy deposits can be used to de-
termine an electron. Using algorithms with the new SuperCells designed to determine
the isolation and shower shape of the electron for better identification, therefore, al-
lows better reconstruction of objects in the ATLAS trigger and improved physics results.
Therefore, different isolation variables must be tested for the best results. These studies
contribute to finding the best isolation variable by providing a validation code for the
bitwise framework currently under development, which will also test these variables.

4.2. Samples and Objects

Samples with collections of simulated SuperCells from the LAr were used to do studies
with the new eFEX algorithm.

47



Figure 4.1.: SuperCell configuration in a LAr trigger tower for Run-3 after upgrading the LAr Calorimeter
readout/trigger. The dimension of the object depicted in the sketch is 0.1x0.1 in  and ¢ in all
layers. Ten Et values are provided from the ""1-4-4-1"" structure. Layer-0 here corresponds to
the pre-scaler [78].

4.2.1. Electron and Dijet Selections

The framework used for writing the validation code for the L1Calo upgrade studies was
developed by Will Buttinger.!

The Monte Carlo (MC) samples for Z — ee were generated using POWHEG [81] and
PYTHIA8 [82]. PYTHIA is a General Purpose Monte Carlo generator and is a standard
tool for high-energy collisions. It provides detailed physics models for the evolution of
few-body hard processes to a more complex final state. It is capable of generating hard
processes and models for beam remnants, particle decay, initial-and final-state parton
showers, multiple parton-parton interactions and string fragmentation [82]. POWHEG is a
general computational framework. It is used to implement NLO calculations in shower
MC algorithms [81]. The MC dijet sample is generated with PYTHIA8. The samples are
generated in slices of leading jet pr. The slice used for this analysis corresponds to the
events with the lowest leading jet pr labelled JZOW. All samples generated contain the
old trigger towers and the new trigger towers with SuperCells.

The following Table 4.1 shows the samples used in this study.

Z and Dijet MC Samples

Process || Sample

7 — ee mcl5_13TeV.361106.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Zee.recon.AOD.e3601_s2576_s2132_1r7380
Dijet mcl5_14TeV.147910.Pythia8_AU2CT10_jetjet_JZOW.recon.AOD.e2403_s3142_s3143_r10023

Table 4.1.: Table of samples used for L1Calo study.

The following selections have been applied to the electron sample (Z — ee) and can
be seen in Table 4.2. The status code is equal to 1, meaning that stable particles are

IThis can be found on GITLAB at
https://gitlab.cern.ch/llcalo-run3-simulation/validation/L1CaloUpgrade/.
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Figure 4.2.: Schematic of L1Calo in Run-3. The new components have been coloured yellow/orange. The
old components are shown in green [78].

selected, more specifically it means that particle has long lifetime enough to enter to
the detector (interact with material). The PDG ID (Particle Data Group ID) of 11 cor-
responds to the electron. Kinematic cuts on pr > 10 GeV and |n| < 2.5 are taken. The
electron must also originate from a parent Z particle.

Selection | Requirement

status 1
PDGID 11

pr > 10 GeV
7 <25

From Z True

Table 4.2.: Truth Electron Selections.

A kinematic cut of pr > 10 GeV has been applied to the dijet sample and can be seen
in Table 4.3.

The following selections have been applied in the Z — ee sample to the Trigger Ob-
jects (TOBs) and can be seen in Table 4.4. A trigger object refers to an unspecified par-
ticle the trigger has detected. Digitisation allows analogue signals from the calorimeter
to be converted into digital signals. The analogue signals come from the trigger towers
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Selection | Requirement
pr | >10 GeV

Table 4.3.: Truth Dijet Selections.

in the calorimeter. The digitised energies can then be processed into electron, pho-
ton, and tau candidates. In Run-2, the preprocessor digitises the energies, allowing the
boards to process and store the information efficiently. A 25 MeV cut is taken to match
the internal digitisation scale on the hardware. This precision is chosen in the electron-
ics as candidates with energy lower are likely to be fluctuations and uninteresting for
physics in ATLAS [83].

Selection | Requirement

digitisation 25 MeV
noise cut per layer | 100 MeV

Table 4.4.: Trigger Object (TOB) selections.

Further selections depend on whether the electron or dijet sample is used. For the
electron sample, only the electrons which can be matched to the trigger have been in-
cluded in this study. The L1Calo tower must also have non-zero energy. This cut ensures
that only relevant towers with electron energy deposits are included in the study. The
momentum of an object in the transverse plane is labelled as pr and E7 is the trans-
verse energy. A quantity related to the angle of a particle relative to the beam axis is
called pseudorapidity . The selected electrons are required to have kinematic con-
straints on transverse momentum and pseudorapidity: pr greater than 10GeV and a
detector region with || < 2.3. The transition region between the barrel and end-caps of
the electromagnetic calorimeters, 1.375 < || < 1.52, is also excluded due to its reduced
resolution. Electromagnetic energy deposit found in a cluster of cells in layer 1, layer 2
and n is defined as E%lus. A cut on E%lus > 10 GeV is included in the selection too.

Selection \ Requirement
Trigger Matching | Required
Tower Energy >0
pT pr > 10 GeV
Inl Inl<2.3
(1.375 < |n| < 1.52 excluded)
Cl Cl
EStus ESUS > 10 GeV

Table 4.5.: Electron selection for the Z — ee sample.
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The selection of the dijet sample is shown in Table 4.6. The only requirement is to
include events in a tower with non-zero energy. This ensures that plots will not contain
trigger towers with no trigger objects.

Selection \ Requirement
Trigger Matching | Not Required
Tower Energy >0

pr >10 GeV

Table 4.6.: Dijet sample selections.

4.3. Analysis Results

4.3.1. Trigger Efficiency

The trigger determines whether to read out or discard the measurements correspond-
ing to each observed interaction for offline analysis. Creating trigger efficiency dis-
tributions enables us to find the per electron trigger efficiency for truth and matched
electrons. Efficiency, shown in Equation 4.1, denotes the fraction of truth electrons
matched to a trigger. The term in the numerator, N, ros represented the number of
transverse momentum events matched to a TOB. The term N, rruth tectron is the number
of transverse momentum events matched to a truth election. Here the efficiency being
tested is between the truth electrons and between the matched TOBs.

N _ros
€= ___r (4.1)

N Truth Electron
Py

The electron sample also includes a AR cut seen in Equation 6.3 for the following
Figure 4.4, Figure 4.5 and Figure 4.6. A AR cut is no longer included later when looking
at the isolation variables, as no cuts on shower width should be included for the latter
studies. Multiple values of AR were tested to determine which gave the best trigger
efficiency distributions and a value of AR < 0.12 was determined.

AR =\/An? + Agp? (4.2)

51



Trigger Towers

AnxA® = 0.1x0.1

d
17
(a)
Layer 3
) AnxA® = 0.1x0.1
Super Cells
70
S
@
Layer 2 9
¢ AnxA® = 0,025x0.1 —
L
20
Layer 1
AnxA® = 0.025x0.1 10
Layer 0 0
? AnxA® = 0.1x0.1

Figure 4.3.: An electron with 70 GeV of transverse energy seen passing through the existing Level-1
Calorimeter trigger electronics (a) and by the upgraded trigger electronics (b) [79].
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Figure 4.4 shows the p7 distributions of truth electrons in green and the TOB-matched
electrons in red. There is good agreement between the truth and matched TOBs from
around pr > 40 GeV shown by the overlapping distributions. Below 40 GeV, there is a
separation between the values of pr.
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Figure 4.4.: Truth and Matched electron py distributions. Truth electrons are in green and the TOB-
matched electrons are in red

The trigger efficiency for electron pr is shown below in Figure 4.5. This takes the two
distributions in Figure 4.4 and finds the ratio between them. An efficiency of 50% is
reached at =20 GeV. An efficiency of =100% is reached at pr > 40 GeV. This is also where
the efficiency plateau is reached. Therefore, there is a good agreement between truth
and matched electrons above this threshold.
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Figure 4.5.: Efficiency of electron sample using the cuts shown in Table 4.5 and AR < 0.12. The efficiency is

calculated by taking the ratio between the pr of truth electrons and matched TOBS. Errors have
been calculated using the Bayesian Error approach implemented in TGraphAsymmErrors [84].

The trigger efficiency for n is shown below in Figure 4.6. This efficiency is similarly
calculated using Equation 4.3. Most points in this distribution are close to 90% effi-
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ciency. Therefore, the selection is accurately selecting TOBs which are electrons.

TOB
n

€= nTruth Electron (4.3)
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Figure 4.6.: Efficiency of electron sample using the cuts shown in Table 4.5 and AR < 0.12. The efficiency is
calculated by taking the ratio between the 7 of truth electrons and matched TOBS.

4.3.2. Isolation Variables

The Phase 1 upgrade L1Calo will result in the trigger tower for Run-3 containing finer
granularity due to the Super Cells as shown in Figure 4.1. This enables better shower
shape identification. The eFEX module will distinguish between an isolated energy de-
posit belonging to electrons/photons and other particles. The signature for an electron
in the eFEX module is an isolated energy deposit in a narrow shower. Therefore, any-
thing which matches this shape can help to identify it as an electron. In the following
sections, two discriminating variables have been used to study their ability to identify
electrons. The motivation for studying their performance is their importance in offline
electron identification.

4.3.3. Total Shower Width (w;;.;)

The first variable which has been studied is the Total Shower Width (w;;,;) shown in
Equation 4.4.
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,Mmax — Most energetic SC in Layerl (4.4)

W = Y Er; (771' _TImax)2
stot Y Er;

The w;or distribution is calculated in the first layer of the EM calorimeter, which can
be seen in Figure 4.1. A window uses 15 Super Cells in a 5x3 Super Cell configuration.
This window is seeded by taking the Super Cell with the most energy in Layer-1 and
making it the central cell. wq,, is the energy-weighted average eta distance of the cells
in the window from the seed cell. In the denominator of this equation, the sum of the
transverse energy (Er) is taken over 5 Super Cells in . A sum over the ¢ index is also
taken, taking the 5 Super Cells in ¢ + 1 and 5 Super Cells in ¢ - 1. The 7 of the Super
Cell with the most significant energy deposit is called nnax. The numerator uses nmax by
weighting the E; with the difference between the 1.« value and the n; that is currently
being summed over. A small value of w;;,; will indicate a smaller shower width and vice
versa. As the electron produces a narrow shower, w;;,; will be expected to be small.

Using the samples and cuts listed in Section 4.2, the plot in Figure 4.7 shows a nor-
malised histogram with the values of wy;,; in the Z — ee sample and compares it to wq;,;
in a dijet sample. The peak of the electron sample (=0.01) is lower than that of the dijets
(=0.02). The width of each histogram also shows that the dijets sample has a greater
range of wy;,; values. Therefore, as expected, w;,,; for electrons will be smaller than for
jets, so ws;o; may improve the separation between electrons and hadronic jets.

The electron curve in Figure 4.7 has an increase in events around the 0.025 regions.
This is an artefact of the area used to calculate w;,; as the width of a SuperCell is 0.025.
Therefore, this is a boundary artefact but should still be studied further. Another bump
is visible at 0.05, which is also indicative of a boundary effect as it correlates to the
combined width of two supercells.

To see how the wy;,; distribution changes and how well Layer 2 can be used to identify
electrons, distributions of a modified wy,,, variable calculated from Super Cells in Layer
2 have also been included. Electrons deposit energy in a narrower shape than jets. This
will be different in Layer 1 and Layer 2. The comparison between wy;,; in Layer 1 and
Layer 2 will indicate how much a shower changes via depth. This histogram has been
plotted in Figure 4.8. Compared to Layer 1, the peaks in the distribution for both elec-
trons and jets have moved to larger values representing an increase in shower widths
in Layer 2. The shape of each distribution is similar to Layer 1, and as expected, the
electrons have smaller shower widths compared to jets.

To create these plots, three new methods have been added to the validation frame-
work code: getCentralL1Cell(), wstotL1() and wstotL2(). The first method, GetCen-
tralL1Cell(), is used for seeding the w;;,; equation and returns the index of the strip with
the greatest Er when looking in a window of 5x5 Super Cells. The methods wstotL1()
and wstotl2() each return the value of wg,, using getCentralL1Cell() or
getCentralL2Cell() respectively.
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Figure 4.7.: Normalised distribution of wy;e; in Layer 1. The Z — ee sample is shown in pink and the Dijet

sample in green.

A minor adjustment was needed in the function used to obtain the central cell. When
no energy was found in the cells, it would set the index of the central Super Cell as 0.
However, these should be excluded from the wy,,, calculation. This was fixed by setting
the initial index as a negative number and then excluding any events with a negative
index in wor.2

4.34. f;

EM showers are typically shorter than hadronic showers, which can be observed in the
calorimeters by the different shower shapes. The second isolation variable studied is
f3 which measures the longitudinal shower leakage. It takes the ratio of Er measured
in Layer 3 to the E; measured in all layers, see Equation 4.5. The peak of the energy
deposition for EM showers is earlier, typically in the fine-granulated layers (1,2). For
EM showers, f; is expected to be closer to 0 than for hadronic distributions.

£®
T,Anx Adp=0.1x0.2

f3=
0) (1) (2) 3)
ET Apxad=0.1x0.2 7 ET Apxap=0.075x0.2 T BT, Anxap=0.075x0.2 T ET, Anxap=0.1x0.2

(4.5)

The E7 in the front and back EM layers (Layer 0 and Layer 3) is measured in an area of
size An x A¢ = 0.1 x0.2. The Er in the middle EM layers (Layer 1 and Layer 2) is measured
in an area of size Anx A¢ =0.075x0.2. For electrons, as their signature has a smaller
shower length, there is expected to be little shower leakage, so compared to jets should
have a typically narrower distribution and peak at lower values.

2This fix can be found at https://gitlab.cern.ch/l1calo-run3-simulation/validation/
LiCaloUpgrade/tree/jesal-dev-branch.
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Figure 4.8.: Normalised distribution of wg;.; in Layer 2. The Z — ee sample is shown in pink and the dijet
sample in green.

Using the samples and cuts listed in Section 4.2, the following plot in Figure 4.9 shows
a normalised distribution of f; in a Z — ee sample and compares it to f; in a dijet sam-
ple. The peak of the electron sample is lower than for jets and the distribution of the
events is also narrower as expected. Therefore, by taking a cut at small f;, this isolation
variable can improve the separation between electrons and hadronic jets.

This plot has a strange shape in the distribution of the jet, specifically the lack of
events around 0 and the peak at around 0.5. A possible explanation raised for further
study is that the dijet and Z samples could have a different pileup profile. This can
be easily checked but was only noticed once plots were produced and the study com-
pleted.

Again a new method has been added in the validation code framework, in this case,
f30. The function f3() will return the value of f;. It utilises the methods already in-
cluded, emClus1331() and getEnergy(). It was essential to take note of the window be-
ing looked at and ensure the correct cells were used. In f;, Layer 2 is used to determine
the seeding and GetCentralL.2Cell() is used to find which strip will be used as the cen-
tre of the window. In order to get the correct ¢ value, this central strip is used. The Er
directly above and below the central ¢ is checked and whichever is largest is taken to
form the window, which will be used to calculate f;.

4.4. Next steps

The work presented here will be used as validation for the offline bitwise framework.
Therefore, the following steps will be to implement the isolation variables detailed in
this study into the offline bitwise framework. This will begin by creating an algorithm
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with the correct seeding for the variables needed. Once this is complete, the isolation

variables will also be implemented into the code. The results from here and the future
offline bitwise simulation will then be used for comparison and further studies.

58



5. Data and Monte Carlo Samples

The following chapter describes the Data and Monte Carlo (MC) samples used. First,
the data samples chosen are given. The second part lists the MC samples, explains
why Monte Carlo is used for the study in the up-coming chapters, the event genera-
tors, signal and backgrounds and how different kinematic regions have been combined.
Data and Monte Carlo samples were both reconstructed using the ATLAS Athena soft-
ware [85]. A list of all samples for Data can be found in Appendix A.1 and Monte Carlo
in Appendix A.2 and Appendix A.3.

5.1. Data Samples

The datasets used for this thesis are from LHC Run-2 collected between 2015 and 2018.
ATLAS collected 139 fb~! of luminosity for pp collisions at 13 TeV centre-of-mass en-
ergy with 25 ns bunch spacing. The data used correspond to head-on proton-proton
collisions. The time unit in which ATLAS luminosity data is recorded is called a Lumi-
nosity Block (LB). It is a 30-second interval where the instantaneous luminosity and de-
tector conditions should remain constant. Data for physics measurements will not be
selected for analysis if the LHC is not in stable beam mode, magnets are off or ramping,
sub-detectors are switched off/other problems or if there are too many noisy cells. The
Good Runs List (GRL) specifies which sets of "good" luminosity blocks should be used.
The ATLAS data quality group provides this information via the Good Run Lists [86].
This ensures the data had stable LHC collisions and ATLAS component operations.

Figure 5.1 shows the total integrated luminosity and data quality for 2015-2018. The
figure shows LHC delivered luminosity in green. Luminosity recorded by ATLAS is shown
in yellow. The luminosity certified to be all good data quality is in blue. When instan-
taneous luminosity increases, the mean number of particle interactions per bunch-
crossing increases, called pileup. Table 5.1 and Figure 5.2 show the pileup for each
data-taking year. The pileup corresponds to the Poisson distribution of the number
of interactions per crossing calculated for each bunch. The following equation shows
the calculation of pileup from instantaneous luminosity per bunch:

_ ZLhunch* Tinel
Ir

ZLpunch 1s the instantaneous luminosity per bunch, o;,,; is the total inelastic pp cross

(5.1
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section at /s = 13 TeV, taken to be 80 mb and f; is the LHC revolution frequency [87].

During the different data-taking years, there were changes in the detector and the
beam conditions. These changes were due to differences in the pileup and instanta-
neous luminosity delivered during a run. The backgrounds and trigger rates increased
with these changes. Therefore, different triggers were necessary to ensure good data
taking and account for the increase in instantaneous luminosity in different years due
to the changes in conditions. Table 5.2 shows the different muon triggers used. More
details on the triggers are in Section 6.1.4.
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Figure 5.1.: Total integrated luminosity and data quality in 2015-2018. Cumulative luminosity versus time
delivered to ATLAS (green), recorded by ATLAS (yellow), and certified to be good quality data
(blue) during stable beams for pp collisions at 13 TeV centre-of-mass energy in 2015-2018 [87].

Pileup for Data Years
Year Runs <u> Peak %;,s; cm™2s7!
2015 266904-284484 13.4 5.10733
2016 296939-310216 25.1 13.80-10733
2017 324839-341649 37.8 20.90-10733
2018 348885-364292 36.1 21.00-10733

Table 5.1.: Table for data years 2015-2018 showing run numbers, average pileup, and ATLAS recorded lu-
minosity. The first column indicates the data-taking year. The second column corresponds to
the run numbers for each year. The third column gives the mean number of pileup interactions.
The fourth column gives the total integrated luminosity collected in each year.
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data from 2015-2018. Only ATLAS data recorded during stable beams are shown. The inte-
grated luminosity and the mean < p > value are also shown [87].

Triggers for Data Years
Year Runs Trigger Lin b1
2015 266904-284484 mu_20iloose Or mu_50 3.2
2016 296939-310216 mu_26ivarmedium Or mu_50 36.1
2017 324839-341649 mu_26ivarmedium Or mu_50 46.9
2018 348885-364292 mu_26ivarmedium Or mu_50 60.6

Table 5.2.: Table for 2015-2018 data showing run numbers, triggers and ATLAS recorded luminosity. The
first column indicates the data-taking year. The second column corresponds to the run num-
bers for each year. The third column gives the high-level trigger chain used for trigger algo-
rithms to record the events used in this analysis. The fourth column gives the total integrated
luminosity collected in each year.

5.2. Monte Carlo Samples

5.2.1. Motivation For Monte Carlo Use

In high-energy physics, data collected from experiments is distorted by the experiment
itself, so extracting the underlying physics from this distortion is essential. From the
detector standpoint, all known detector effects, such as detector acceptance from the
construction and physical properties of the detector, must be distinguished and well-
controlled. These effects are considered the "folded" reconstructed distribution and
need to be "unfolded" to provide MC at the generator level with none of these effects
to give a generalised result. Therefore, once these effects have been included in the
simulation, the MC can predict backgrounds and unfold the data. From the theoretical

61



standpoint, all known physics effects must be included in predictions. These physics
effects are the best perturbative predictions, underlying event models, FSR and ISR ef-
fects, and hadronisation effects etc. Additionally, unfolded data and theory can be com-
pared to determine the effects of new physics [88].

The ATLAS experiment distorts and biases the data recorded. Acceptance describes
the coverage of the detector kinematically and geometrically. The detector has gaps
and holes where acceptance is low. Imperfect resolution smears measured particles
momenta. Detector misalignments can translate into momentum mismeasurements
etc. A simulation is used to model these effects. Further refinements of the distortions
are provided by offline corrections known as "Scale Factors", which fine-tune the effi-
ciencies and resolutions of reconstructed MC into an agreement with data. This is the
"distortion model" of ATLAS. Once known, it is used to unfold the data or perform back-
ground subtractions.Therefore, it is important to have a simulation that combines the
physics of proton-proton collisions and the detailed detector response of ATLAS to the
collision products as they propagate through the detector to record these collisions.

The Monte Carlo method is used to generate theoretical event-level simulations. Monte
Carlo methods are a practical way to evaluate multi-dimensional phase-space using
random sampling techniques integrals or to simulate on an event-by-event basis. Monte
Carlo simulation uses a random number generator that takes individual events and de-
termines their kinematic properties according to normalised multi-differential kine-
matic cross-sections. After the kinematics of an event have been determined, the final
states are "convolved" with the ATLAS detector through hit simulation using responses
from multiple scattering probabilities and cell/pixel/drift tube. This process is repeated
many times to create a Monte Carlo sample that is statistically significant [89].

The Monte Carlo generator combined with a simulation of the particle detector cre-
ates predictions for particle physics experiments. However, the detector simulation will
not account for all detector effects, e.g. some dead channels in a subdetector mid-way
through the run will not be simulated directly and could lead to unsimulated loss of
efficiency or deteriorated resolution. Scale factors can be used to correct some mis-
modelling through smearing and reweighting. Therefore, Monte Carlo simulation can
predict LHC collisions at the ATLAS detector. Monte Carlo samples were used here to
model the signal and background yields expected, calibrate the detectors and search
for new physics.

An alternative to using Monte Carlo simulation to determine background yields is
data-driven background estimates. Data-driven backgrounds are used as a cross-check
where the simulation is thought to be unreliable or if the event selection selects a small
contribution of a much larger background process cross-section, e.g. for multijet pro-
duction.
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5.2.2. Monte Carlo Generators

The event generator used in this analysis is POWHEG [81], PYTHIA [82] is used as a show-
er/hadronisation generator and a precision tool for photon corrections is PHOTOS [90].

POWHEG (Positive Weight Hardest Emission Generator) interfaces parton-shower Monte
Carlo generators to calculate next-to-leading order (NLO) matrix elements for QCD
computations. In the POWHEG method, the hardest radiation is first generated in a tech-
nique that yields only positive weighted events using exact NLO matrix elements. The
POWHEG output is then interfaced to any shower Monte Carlo program, which is pr-
ordered (highest to lowest pr) or has a pr veto. The samples generated in this analysis
use PYTHIAS for the shower and hadronisation process [81, 91].

PYTHIAS is a general-purpose Monte Carlo generator capable of modelling hadron-
hadron, hadron-lepton and lepton-lepton events and is a standard tool for high-energy
collisions. PYTHIA8 provides detailed physics models for an evolution of a few-body
hard processes to a more complex final state. It can generate hard processes and mod-
els for beam remnants, particle decay, initial and final-state parton showers, multiple
parton-parton interactions, and string fragmentation. Generation starts with a hard
scattering process calculated to the lowest order in QCD. Additional QCD and QED ra-
diation are added in a shower approximation. PHOTOS is commonly used with PYTHIA
to generate QED radiative effects in W decay events. This analysis uses PYTHIA8 only for
the underlying event and hadronisation. The underlying event is any particle produc-
tion not associated with the leading hardest parton-parton process [82].

PHOTOS generates precision QED radiative corrections for final-state charged leptons.
Bremsstrahlung radiation is included in the output events from a Monte Carlo gen-
erator. For this analysis, POWHEG handles the matrix element and parton shower, then
PYTHIAS8 dresses the event with the underlying events, and finally, PHOTOS handles QED
ISR/FSR. PHOTOS takes the output from POWHEG and PYTHIAS and includes photon radi-
ation by reshuffling momenta of particles, ensuring that momentum is conserved and
that the cross-section is preserved. The output constitutes the full generator-level in-
formation where all particles and their parent/child decay chains are known. This can
be used to provide theoretical fiducial predictions for signal processes [90].

The next step in the Monte Carlo generation is to ensure an accurate simulation of
the ATLAS detector. This is provided by GEANT4, a tool for the simulation of the passage
of particles through matter. This includes a detailed description of all detector volumes,
materials and geometry. GEANT4 uses this to trace particles from the generator level and
model their interactions with the detector material. All Monte Carlo sample production
was processed using the full simulation of ATLAS in GEANT4 [92].

The conditions for data collection varied between 2015-2018 because of changes in
the detector and beam conditions. The MC simulation needs to account for changes,
so different production campaigns are needed. For 2015 and 2016, campaign a is used,
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Process Matrix Element Parton Shower/ EventTune

Hadronisation

W — uv POWHEG-BOX PYTHIAS8 AZNLOCTEQ6L1
1t POWHEG-BOX PYTHIAS8 Al4

singletop POWHEG-BOX PYTHIA8 Al4

Z — uu POWHEG-BOX PYTHIAS8 AZNLOCTEQ6L1
Z—1T POWHEG-BOX PYTHIAS8 AZNLOCTEQ6L1
Diboson SHERPA SHERPA -

W —1v POWHEG-BOX PYTHIAS8 AZNLOCTEQ6L1

Table 5.3.: Event Generation for each MC process used. The first column shows the process. The second
column depicts the matrix element used. The next two columns show the parton shower or
hadronisation used and the corresponding event tune.

2017 campaign d and 2018 campaign e. These campaigns will be referred to as MC16a,
MC16d and MC16e. When complete, the output of the MC is in the same format as data
from the real detector, in addition to the truth info and relations between the simulated
and truth particles.

A generator-level or particle-level simulation refers to a simulation without detector
effects. There are three truth level definitions: Born level, Bare level, and Dressed level.
Born-level leptons are leptons before QED Final State Radiation (FSR). Bare-level lep-
tons are leptons after QED FSR. Dressed-level leptons involve a cone or a jet algorithm
to cluster photons around the direction of the bare lepton. This creates a lepton after
partial QED radiation. Dressed leptons are used for complex topologies which involve
multiple objects in the final state, e.g. leptons and jets. The Born and Dressed levels
provide observables appropriate for intermediate states like single W or Z and are used
for comparison with theory predictions [93].

Event generators when dealing with soft, non-perturbative QCD effects are at their
least predictive when their modelling deals with asymptotic behaviours. When extrap-
olating to more typical conditions parameters are introduced whose values are deter-
mined by comparison to data. The process of parameter optimisation is referred to as
"tuning" and is based on experimental data from previous colliders which have now
been tuned to ATLAS data. The tunes are parameters adjustments that describe multi-
ple parton interactions of the underlying event for the LHC. Different sets of them try
to do this in different ways [94].

The detector and physics simulation are combined to give a prediction of the signal
W — uv and background events in ATLAS.

5.2.3. Signal and Background Monte Carlo

The experimental signature for W production is one muon with missing energy from
the neutrino shown in Figure 5.3. However, various processes may mimic a W boson
and must be accounted for. These backgrounds are ¢7, single top, diboson, W — 7v,
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Z — ppand Z — t1. The event generation used is listed in Table 5.3. The signal sample
W — uv was simulated using POWHEG with the CT10 PDF set and PYTHIA 8.2 for parton
shower, hadronisation and the AZNLOCTEQG6L1 tune to include models for simulating
the underlying event. For QED final state radiation (FSR) PHOTOS is used to simulate
photon radiation after collisions. Background processes also use POWHEG and SHERPA for
generating the hard scatter and PYTHIA and SHERPA for the hadronisation.

Xa

p1

Y ¥ v

/////

Y ¥ v

p2
Xp

Figure 5.3.: Feynman diagram showing W — uv process.

Monte Carlo Signal

The Monte Carlo was generated using 19 mass thresholds (120 GeV, 180 GeV, 250 GeV,
400 GeV, 600 GeV, 800 GeV, 1000 GeV, 1250 GeV, 1500 GeV, 1750 GeV, 2000 GeV, 2250
GeV, 2500 GeV, 2750 GeV, 3000 GeV, 3500 GeV, 4000 GeV, 4500 GeV, 5000 GeV). An in-
clusive sample was also generated, including the resonant peak region. These will be
referred to as the mass slices and the peak sample. Mass slices at the invariant dilepton
mass at Born level for W production give better statistical precision and modelling in
high invariant mass regions. Mass slices are all generated under identical settings for
hadronisation, parton showers, underlying event and QED FSR.

A cut is taken on the peak sample for My, < 120 to avoid double counting the cross-
section between the peak and high mass slices. A smooth continuous distribution can
be recovered after the luminosity weighting is performed. The equation used for the
luminosity weighting follows in Equation 5.2:

MCWeight- £ .
LumiWeight = it I,Jam ome (5.2)
SumofWeights
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TotalEventWeight = LumiWeight- TruthWeight- RecoWeight
TruthWeight = k— Factor-Pileup (5.3)

RecoWeight = ScaleFactors

MCWeight is the Monte Carlo event weight given by the event generator, which has
a value of +1. This weight avoids double counting QCD ISR in the NLO matrix element
and the NLO parton shower since any gluon emission at NLO could arise from either
part of the calculation [95].

%para is the integrated luminosity of the data year/s and is used to scale the Monte
Carlo events to represent the number of events expected in data.

o uc is the cross-section of the Monte Carlo sample. The cross-section o is taken from
ATLAS Metadata Interface (AMI) [96].

SumofWeightsis given by the event generator. A different number of weighted events
are used to generate each sample. The number of events generated gives the statistics of
the sample or how much fluctuation is seen in each bin due to the random Monte Carlo
generation. However, a weight is needed to scale the samples to compare the actual size
of the Monte Carlo sample to other samples. Therefore, the sum of event weights for all
events produced by the generator is used to normalise the events [97].

The TruthWeight includes the k — Factor weight and the Pileup weights. Often
higher-order perturbative calculations have better theoretical accuracy than those used
in the Monte Carlo generation. To include the best theoretical knowledge in Monte
Carlo, a k— Factor weight from higher-order calculations is used. This is defined in
Equation 5.4. The k — Factor corrects for the ratio of the NNLO to NLO or, in some
cases, the NLO to LO cross-section for a given sample.

kractor (m) = kocp - kew (5.4)

kqcp is the QCD correction and is the ratio of the NNLO to the NLO or LO cross-
section. kgy is the electroweak correction which is the LO electroweak correction
matched with NLO corrections. The k-Factor is mass dependent and varies with the
mass of W and Z bosons. The LPXKfactorTool [98] is used for the k-Factor calculations.
The CT10 NLO PDF is corrected to the prediction from the CT14 NNLO PDF and NLO
EW corrections are applied. The average k-Factor values for each sample are shown in
Table 5.4. For the diboson and top process, the k-Factor value is fixed. Figure 5.4 also
shows the average k-Factor values as a function of transverse mass m'}v, transverse mo-
mentum p’. and pseudorapidity n*.

The Pileup is the weight that shifts the MC distribution to match the different pileup

conditions in each data-taking year shown in Figure 5.1. ScaleFactors are used to cor-
rect the MC to describe all relevant efficiencies as measured from the data. This in-
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Figure 5.4.: Scale factor plots for average k-Factor efficiency. These plots are for W* — u* v for the combina-

tion of Monte Carlo campaigns, MC16a, MC16d, and MCl16e. The plots show average k-Factor
as a function of transverse mass m%v (a), transverse momentum p’; (b) and pseudorapidity |n#|

().

cludes a correction to the trigger, isolation, identification and reconstruction. More dis-

cussion on the scale factors is in Chapter 6. Table 5.4 lists the individual mass slice MC

samples for W* and W~ with relevant information for the normalisation process [99].

Figure 5.5 shows the truth invariant mass distribution for W — uv at the Born level

after the TotalEventWeight has been applied to all samples. The smooth shape of the

distribution shows that the different mass slices have been normalised correctly.
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Figure 5.5.: Born generator level invariant mass distribution for MC16a showing each mass slice for W —
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The plot below gives the ratio between the sum of the inclusive peak region and the high mass
slices.



DSID Process & Mass Threshold [GeV] o [pb] Nevt k-Factor

361101 | W* — u*v 11306 39962000 1.02

301100 | W*(120,180) — u*v 32.06 500000 1.01

301101 | W*(180,250) — + 5.0034 250000  9.97-107!
301102 | W*(250,400) — + 1.7546 150000  9.90-107!
301103 | W*(400,600) — + 0.3124 100000  9.79-107!
301104 | W*(600,800) — u* 0.0608 50000  9.64-107!
301105 | W*(800,1000) — 0.0177 50000  9.49-107!
301106 | W*(1000,1250) — 0.0073 50000  9.32-107!

0.0025 50000  9.13-107!
0.0010 50000  8.96-107!
0.0004 50000  8.81-107!
301110 | W*(2000,2250) — 0.0002 50000  8.68-107!
301111 | W*(2250,2500) — ptv 9.3300-10° 50000  8.58-107!

301107 | W*(1250,1500) — +
+
+
+
+

301112 | W*(2500,2750) — u*v 4.6256-10™° 50000  8.51-107!
+
+
+
+
+

301108 | W*(1500,1750) —
301109 | W*(1750,2000) —

301113 | W*(2750,3000) — p*v 2.3473-107° 50000  8.47-107!
301114 | W*(3000,3500) — 1.8447-107° 50000  8.48-107!
301115 | W*(3500,4000) — 5.0963-107% 50000  8.63-107!
301116 | W*(4000,4500) — 1.4305-107% 50000  8.95-107!
301117 | W*(4500,5000) — 4.0124-1077 50000  9.43-107!

301118 | W*(>5000) — utv 1.5341-1077 50000 1.02

361104 | W™ —uv 8282.9000 31973000 1.04

301120 | W~(120,180) — ™ v 22.1940 500000 1.02

301121 | W~(180,250) — u~v 3.2849 250000 1.01

301122 | W~(250,400) — p—v 1.0831 150000 1.01

301123 | W~ (400,600) — p~ v 0.1754 100000 9.95-107!
301124 | W~(600,800) — v 0.0310 50000  9.77-107!
301125 | W~(800,1000) — u~ v 0.0083 50000  9.59-107!
301126 | W~(1000,1250) — u 0.0032 50000  9.39-107!
301127 | W~(1250,1500) — u~v 0.0010 50000  9.17-107!
301128 | W~ (1500,1750) — v 0.0004 50000  8.96-107!
301129 | W~ (1750,2000) — u~v 0.0001 50000 8.75-107!
301130 | W~(2000,2250) — ™ v 6.5000-107° 50000  8.54-107!
301131 | W~ (2250,2500) — u 3.0000-107° 50000  8.34-107!
301132 | W~(2500,2750) — 1.4549-10° 50000  8.15-107!
301133 | W~(2750,3000) — p—v 7.0000-107% 50000  7.95-107!
301134 | W~(3000,3500) — p~ v 6.0000-10°% 50000  7.67-107!
301135 | W~(3500,4000) — p~ v 1.5975-107% 50000  7.26-107!
301136 | W™ (4000,4500) — v 4.7210-1077 50000  6.83-107!
301137 | W~(4500,5000) — i~V 1.4279-1077 50000  6.41-107!
301138 | W™ (>5000) — u~ v 6.1624-107% 50000  5.82-107!

Table 5.4.: MC16a W — puv samples. The first column shows the DSID, which is the dataset identification
for each mass slice. The second column shows the sample process and the mass thresholds.
The third column o gives the cross-section. The fourth column Ney¢ is the number of events.
The fifth column shows the k-Factor.
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Background Samples

The signature for this measurement is a muon and missing transverse energy from the
neutrino. Backgrounds to this measurement arise from mismodelling in the ATLAS de-
tector and processes that mimic the signal signature. Missing energy in an event is not
a simple quantity. It requires understanding all other objects in the event, e.g. muons
and jets. There are many ways missing energy can be "faked". Mismeasurements of the
jet’s energies can lead to fake MET. Issues with dead parts of the ATLAS detector or not
working correctly can also lead to fake MET. Noise with the beams can also lead to fake
MET, e.g. from the pileup.

tt The most significant background process is the tz. An example has been depicted
in the Feynman diagram found in Figure 5.6. A pair of top quarks produced through
gluon interaction will decay into a b quark, muon and neutrino. Therefore, if ATLAS
does not detect the b quark, it will mimic the same signature as W production. The two
W bosons can also decay leptonically and hadronically. Any leptonic decay will include
areal MET (not fake) from a neutrino and a e, p or . Hadronic decays to ¢/ ¢ could also
lead to fake (i.e. non-prompt) muons. The b/b decay is forbidden due to large r mass.

t The single top quark background process also involves a W boson decaying into a
neutrino and muon. The second W could also decay to electron, muon, tau leptons or
hadronically to 2 jets. Only one muon and MET from a neutrino/neutrinos are needed
to mimic W production.

Figure 5.6.: Feynman diagram showing ¢7 background process.

Z — up  The Z — ppis a large background for this measurement. This has been shown
in the Feynman diagram found in Figure 5.7. In this process, the two quarks from the
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proton will decay via a Z boson to two muons. One muon may not be correctly re-
constructed/identified by ATLAS or can be lost in the beampipe, which will mimic W
production for this background.

Figure 5.7.: Feynman diagram showing Z — pu background.

Diboson Diboson processes are an additional background. In these processes, two
quarks scatter leading to EW diboson production or annihilation from two bosons, e.g.
ZZ, WZ or WW and produce the final state of particles that mimic the signal process.
Nine diboson processes have been included in this analysis. These are ZZ — [1ll, ZZ —
qqll, ZZ — llvv, WZ — Ivll, WZ — qqll, WZ — Ivqq, WZ — lvvv, WW — gqllv and
WW — lvgq.

W — rvand Z — tr Some smaller backgrounds include the W — tv shown in Fig-
ure 5.8 and Z — 77 shown in Figure 5.9 process. Each has a tau incorrectly identified as
a muon or MET. For W — 7v, the tau could decay into a real muon which is also non-
prompt. Although W — 7v is a Drell-Yan process, it will contaminate the muon channel
measurement and is considered a background. In Z — 77, one tau could decay into
a muon and the second lepton is not identified or reconstructed correctly or decays
hadronically.

Figure 5.9.: Feynman diagram showing Z — 77 background.
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6.

Event Selections

After the real-time selection of physics events during data taking by ATLAS, further se-

lections must be taken at the analysis stage to select the physics signature of the pro-

cesses being studied. The following chapter details the selections applied to select

charged current Drell-Yan events and suppress background processes efficiently. Back-

ground processes are discriminated from Drell-Yan signal events by requiring kine-

matic constraints and detector observables. Further requirements are placed to reject

non-prompt, fake or poorly reconstructed muons. Prompt muons originate from the

hard scatter of an interaction and non-prompt muons originate from secondary de-

cays.

6.1.

"Fake" muons are particles that have incorrectly been reconstructed as muons.

Event Selection Criteria

The selection criteria for W — uv candidates are listed below. Details of each criterion

are provided in the following subsections.

Event Level Cuts

The event must be in the ATLAS data quality good runs list (GRL).
The event must pass the LAr quality check.
Primary vertex cut.

Trigger selection to be triggered by a muon in the event. For 2015 data is HLT _mu20_iloose
and HLT_mu50 triggers. For 2016, 2017 and 2018, triggers are HLT_mu26_ivarmedium
and HLT_mu50 triggers.

Only one muon no other leptons) in the event.
The selected muon is matched with the trigger (trigger matching).
Jet cleaning (Loose bad).

No overlap removal between jet and muon.

Object (Muon) Level Cuts

72

The quality of the muon is HighPt.



The muon passes the FCTightTrackOnly_FixedRad isolation criteria.

The muon is well associated with the hard scattering vertex with Track-to-Track
Vertex Association (TTVA) cut dy' ¢ <3 and |zysin| < 0.5 mm.

The muon must be in the |n,| < 2.4 region.

The muon transverse momentum should be p,, > 65 GeV.

The missing energy of the event should be E**S > 85 GeV.

The transverse mass of the event should be m‘%" > 200 GeV.

6.1.1. Good Runs List

The data quality (DQ) group provides information from the DQ monitoring and assess-
ment of data collected by ATLAS in the Good Runs List (GRL). The GRL is a set of XML
files containing a list of Luminosity Blocks (LBs) for given runs over a period that has
been certified for use in physics analyses. LBs are recorded approximately every 30s
during data-taking and record the operational status of all ATLAS detector components.
The files filter out recorded data without optimal conditions, e.g. the detector or LHC
conditions were compromised. The integrated luminosity of a dataset (good for physics
data) is calculated from the LBs in the GRL for a specific trigger [100].

6.1.2. LAr Error

The LAr calorimeter will identify events that do not satisfy certain data-taking condi-
tions. The LAr performs data integrity checks to ensure meaningful data is propagated
through its online systems, trigger decisions and event recording. Calorimeter noise is
also monitored to reduce the rate of fake calorimeter clusters. Calorimeter noise is split
into two main classes, large-scale coherent noise (bursts) and per-channel noise. Bursts
affect whole events and occur when there is sudden noise in several thousand calorime-
ter cells beyond the expected electronic noise. Per-channel noise is from small detector
regions, e.g. individual cells. Cells that persistently see an unusually high proportion
of events or cells which are systematically recurring or skipped are identified, and the
information from neighbouring cells is used for cluster reconstruction instead [101].

6.1.3. Primary Vertex

A primary vertex is a point in space where a pp collision has occurred. Events that do
not contain a minimum of 1 primary vertex with 3 or greater tracks associated with it
are vetoed. The primary vertex is calculated using measurements taken in different lay-
ers of the pixel detector and SCT [102].
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Impact Parameter

Due to the high sensitivity in ATLAS, primary cosmic rays that reach the atmosphere
and create a cascade of secondary cosmic rays which contain muons can be recon-
structed as Drell-Yan events. To remove these events, an impact parameter cut is taken
to select events produced close to the primary z vertex position.

In ATLAS measurements, two commonly used impact parameters are dy and z; as
shown in Figure 6.1. These variables give the distance between the closest approach of
the muon track and the primary vertex position. dj is the transverse impact parameter
and z is the longitudinal impact parameter. An additional variable is also defined as
d;'¢ in Equation 6.1:

. do
' = 6.1
O " o(dy) (6-1)

Here o (d)) is the measurement uncertainty on dy, originating from determining the
track and primary z vertex position.

The tracks are selected using the following criteria:

* pr>400MeV;|dyl <4 mm;o (dy) <5 mm;o (z9) < 10 mm,;

SCT detector hits = 4; silicon (SCT or pixel) hits = 9; no pixel holes;

if |n| = 1.65, silicon hits > 11; No more than one SCT hole (Run 2);

Insertable B-Layer (IBL) hits + B-layer (closest pixel layer) hits = 1( Run 2 );
e A maximum of 1 shared pixel hit or 2 shared SCT hits (Run 2).

dp and z are the transverse and longitudinal impact parameters of tracks with respect
to the centre of the luminous region and o (dy) and o (z)) are their uncertainties. A hole
is a measurement on a detector surface that is not observed but was predicted with the
given trajectory [103].

6.1.4. Trigger Selection

Triggers aim to select muons arising from physics processes of interest and are well re-
constructed. A trigger chain consists of a Level-1 (L1) trigger item followed by a series
of High-Level Trigger (HLT) algorithms that reconstruct and apply kinematic selections
to objects. This trigger chain is used to select events, with each chain specifically de-
signed to select different physics signatures, e.g. leptons, jets, photons, total energy,
and missing transverse energy [104].

As described previously in Table 5.2, three different muon triggers were used. This
analysis uses HLT _mu20_iloose, HLT_mu26_ivarmediumand HLT_mu50 triggers. The "HLT"
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Figure 6.1.: Left: Diagram of impact parameter dy.The blue line represents the particle track. The primary
vertex here is at the origin of the x-y coordinates. The dj is the distance of closest approach of
the particle track in the transverse plane and is represented by the red line. The conventional
ATLAS frame of reference is used in the diagram. Right: Diagram of impact parameter zp. The
blue line represents the particle track. The primary vertex here is at the origin of the R-Z coor-
dinates. The zj is the distance of the closest approach of the particle track in the longitudinal
plane and is represented by the orange line. The conventional ATLAS frame of reference is used
in the diagram.

means High-Level Trigger, the "mu" means triggers are applied to muons, the number
after "mu" is the transverse momentum threshold in GeV and "iloose" and "ivarmedium"
defines the isolation cut taken on the object. "ivarmedium" requires a candidate passes
a medium isolation selection calculated using inner detector tracks reconstructed on-
line by the HLT within a variable cone size which depends on the pr of the muon. Sim-
ilarly, the "iloose" requires candidates to pass loose isolation selection computed using
inner detector tracks reconstructed online by the HLT; more details are in Section 6.1.7.
Triggers with different pr threshold e.g. pr > 26 GeV and pr > 50 GeV are used for higher
efficiency at high pr.

In this analysis, the lowest un-prescaled single muon trigger is used. The
HLT_mu20_iloose was only available in 2015-16 data taking and had the lowest isolation
and pr threshold conditions. Therefore, it has the highest rate and could only run when
the instantaneous luminosity was relatively low. As instantaneous luminosity increased
in 2017 and 2018, more restrictive triggers were needed to maintain a reasonable rate.
The HLT_mu50 trigger has a sufficiently low rate that no isolation condition is needed.

For a muon to be "trigger matched", the object that passes the trigger must corre-
spond to at least one event-level reconstructed muon. The selected muon should have
fired the trigger with AR <0.1.

Trigger efficiency scale factors correct for the difference in efficiencies between sim-
ulation and data once trigger selections are applied. These values are provided by the
Muon Combined Performance (MCP) group. Figure 6.2 shows the average muon trig-
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Reject Against  Criteria
Electron Electron shared track, pr; < pr2

Muon Electron is Calo-Muon and shared ID track

Electron Muon shared ID track

Jet Electron AR<0.2

Electron Jet AR<0.4

Jet Muon NumTrack < 3 and (ghost-associated or AR <0.2)

Table 6.1.: Overlap removal criteria.

ger scale factor with respect to transverse mass m!, muon pr and muon 7. The scale
factor is a ratio between the data and Monte Carlo efficiency. A strong dependence on
nu in the barrel region is shown because the barrel region has low detector efficiency
and modelling simulation is more difficult because of the geometry of the MDT trigger
chambers in the barrel region of the MS. There is small dependence on p‘; and m}’.

6.1.5. Jet Cleaning

Jets produced in pp collisions must be distinguished from jets of non-collision origin.
Jet selection criteria should keep the highest efficiency selection for jets produced in
proton-proton collisions and efficiently reject "fake/bad jets" from backgrounds either
from collisions (calorimeter noise) or non-collision origin (beam-induced backgrounds
and cosmic ray showers). Jet candidates are either "good jets" from high-energy objects
produced in a collision or "fake/bad jets" from background processes. A Loose selec-
tion is also designed for the efficiency of selecting jets from pp collisions above 99.5%
(99.9%) for pr > 20(100) GeV. This analysis used Loose bad jets; therefore, it rejects the
bad jets and selects jets that meet the Loose criteria [105].

6.1.6. Overlap Removal

Table 6.1 lists the standard overlap removal used. Overlap between a muon and a jet
has been omitted, which is crucial for the multijet estimation described in Section 7.
The number of potentially "fake" muons, aka non-prompt muons, is essential for the
multijet estimation. Therefore, overlap removal between muons and jets has not been
applied to increase the number of muons that could be fake.

6.1.7. Muon Isolation

Isolation is a discriminating variable that helps separate prompt and non-prompt
muons. It provides a way to reduce muons arising from the multijet background in
semileptonic decays of heavy quarks. Multijet background events with a lepton in the
final state arising from the decay of a heavy flavour b or ¢ quark could pass signal se-
lection requirements. However, their tracks will be surrounded by additional energy
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Figure 6.2.: Average trigger cut efficiency scale factors as a function of transverse mass m‘}v (), p*; (b) and

[n#| (c). These plots are for W* — uv for the combined Monte Carlo campaigns MC16a, MC16d
and MC16e. The same behaviour is seen for W~ — pv. The individual systematics and statisti-
cal uncertainty for one standard deviation are shown in blue and red. The drop in scale factor

as p‘; or m‘;v increases shows that the MC overestimates the efficiency in the data.
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deposits from additional particles in the surrounding hadronic jet. This differs from
single leptons, isolated with a singular track where most energy is deposited.

Isolation for muons is defined as the scalar sum of transverse momenta, Y pr, of ad-
ditional tracks inside a cone centred around the muon track direction, AR, excluding
p'r, the transverse momentum of the muon, divided by p [106].

The Muon Combined Performance (MCP) group [69] defines several working points
for isolation. The working point for the isolation implemented here is called the
FCTightTrackOnly_FixedRad. "FC" stands for Fixed Cut. Only tracking information is
used to calculate the isolation (no calorimeter information). In ATLAS, the muon ID
and MS provide the tracking information to define the energy deposited. In this work-
ing point, the upper trigger threshold is taken for pr > 50 GeV and is required to satisfy
Equation 6.2:

(AR=0.2)

_Xpy

==L
Pt

The cone size AR used is defined in Equation 6.3:

I <0.06 (6.2)

AR =min | ——— (6.3)
P

10 GeV
’ max

The FCTightTrackOnly_FixedRad working point uses p’T‘ fixed cone isolation for trans-
verse momenta above 50 GeV. Below 50 GeV, the cone size is dependent on pf to im-
prove performance for muons [107]. The following Figure 6.3 shows the average muon
isolation scale factors.

6.1.8. Muon Kinematics

For this analysis cuts have been taken on p‘} and [n]. A cut on p‘} > 65 GeV is taken,
ensuring that the muons from the W boson decay are energetic and efficiently remove
background events. The triggers used in this analysis accept events with transverse
momentum greater than 20 GeV or 26 GeV or 50 GeV. Therefore, a p’} cut above these
values ensures good efficiency in event selection. It also efficiently reduces the multijet
background contribution; more details are in Chapter 7.

A cut on the muons is applied for |n| < 2.4 due to the acceptance of ATLAS defined
by the muon trigger chambers (MDTs), the ID and MS being |n| = 2.5 and || = 2.7. The
MCP group also provides efficiencies in the region |n| < 2.5; therefore, a cut lower than
this gives access to the provided muon reconstruction efficiencies.

6.1.9. Missing Transverse Energy

The missing transverse energy or E/'/** arises from the neutrino in charged current
Drell-Yan processes. The assumption is that in pp collisions, transverse momentum is
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Figure 6.3.: Average isolation selection efficiency scale factors as a function of transverse mass m';V (@), p‘;
(b) and [n#| (c). These plots are for W* — pv for the combined Monte Carlo campaigns MC16a,
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tion are shown in blue and red.
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conserved. Thus, when all pr is summed in an event, any missing energy is attributed
to the neutrino pr. A cut was taken on E’T”iss > 85 GeV in this analysis to reduce the
background events.

6.1.10. Transverse Mass

The invariant mass cannot be fully reconstructed for W — uv processes due to the miss-
ing energy. However, the transverse mass is a quantity that can be reconstructed to
discriminate W bosons from background events and perform a cross-section measure-
ment. The transverse mass is defined in Equation 6.4 below:

mW = \/Zp’;E?i“(l — cos (¢ - ") (6.4)

p'; is the muon transverse momentum. E*'*S is the magnitude of the missing energy
vector. ¢H is the muon azimuthal angle and ¢£7"" is the missing energy azimuthal angle.
When the neutrino momentum has zero longitudinal component, the transverse mass
is equivalent to the invariant mass. Therefore, for a given invariant mass, the transverse
mass is bound between 0 and m. In this analysis, a m%" > 200 GeV cut is used. This
reduces events coming from backgrounds and the W mass peak.

6.1.11. Truth Level

It is helpful to define a fiducial truth level selection for the unfolding. The following
selections are required, which have been chosen to resemble the reconstruction level
cuts:

Fiducial Truth Level Cuts

200 GeV < m} <2000 GeV
* pr(vpor ) > 85 GeV

* pr(€born ) > 65 GeV

|n(€born)| <24

An underflow bin called the "shadow" bin was used during the unfolding procedure.
For the truth and reconstructed level, the m}¥ cut is lowered. Therefore, the m}’ bin
for 150-200 GeV used to stabilise the unfolding is included. The shadow bin is not to
be included in the final or published results. Therefore the final fiducial level starts at
m}¥ =200 GeV.
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7. Multijet Background Estimate

This section details the process for estimating the QCD multijet background, this is also
sometimes referred as fake lepton backgroundd. The multijet background is not well
described in Monte Carlo. Therefore, a "data-driven" method is performed to deter-
mine the multijet background accurately. A "data-driven" method is one where recon-
structed data is used directly to derive a multijet estimate. The following sections intro-
duce the multijet, detail the inputs of the matrix method, the real/fake lepton efficiency
and the final results in data are then shown. This chapter also explains the systematic
uncertainties for this estimation.

7.1. Introduction

Event signatures with several jets are considered multijet events. These events arise be-
cause of QCD interactions, and at the LHC multijet events have a large cross-section.
Multijet events have falsely identified leptons or have non-prompt leptons (fake lep-
tons) which pass as part of an interesting physics signal, making them a background in
most LHC analyses. The final state for this measurement is W* — yv. When a multijet
process also has a muon and neutrino in its final state, this will contaminate the signal.

The multijet background or fake muon background for this analysis arises from semi-
leptonic decays of bottom and charm quarks, when a hadron (pion or kaon) is formed
when a jet decays into a lepton and when there are fake muons from jets. The b and
¢ quarks can undergo semi-leptonic decays where, a quark transforms into a different
quark (e.g. ¢ — s or b — c¢), emitting a lepton (electron or muon) and a neutrino. While
the neutrino goes undetected, the accompanying muon is detected. These muons are
considered fake because they are not directly produced at the primary vertex. The pi-
ons and kaons can undergo decay in flight within the tracking regions. Specifically,
these particles can decay into muons and neutrinos. When these decays occur within
the detector’s tracking regions, the resulting muons from pion and kaon decays can
mistakenly be identified as primary vertex muons. This misidentification contributes
to the multijet background. When jets are detected in ATLAS, their signature is a col-
lection of particle tracks in the MS and ID subdetectors. The energy deposited in the
calorimeters is also used to identify the jets. The particles will have a cone shape and,
using specialised algorithms, can identify jets. However, the reconstruction of jets is not
perfect, and some particles can be misidentified and contribute to the fake muon back-
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ground. Punch-through hadrons also contribute to the multijet background. These are
hadrons that have a large enough energy to pass through the calorimeter and deposit
energy in the muon spectrometer. These hadrons can be misidentified as muons.

For multijet events with fake electrons, there are also various sources. These include
fake electrons from b and ¢ quark decays, electrons from photon conversions and elec-
trons from misidentified jets. Fake elections from b and ¢ quark decays are similar to
the fake muon b and ¢ quark decays, but the final signature involves an electron and a
neutrino instead. Electrons from photon conversions occur when a photon transforms
into an electron-positron pair. The electron generated in this conversion process can
contribute to the fake electron signals. Electrons from misidentified jets can occur in
various ways, such as when there are few charged tracks in the jet or little energy in the
hadronic compartments. Electrons tend to deposit most of their energy in the electro-
magnetic calorimeter, while hadronic jets distribute energy more widely. When there is
insufficient energy in hadronic compartments this might lead to misidentification.

Missing energy in multijet events could contaminate the signal because it can mimic
the final state for this measurement which involves a neutrino, also resulting in miss-
ing energy. One source of EITniSS is in multijet events involving neutrinos, such as in the
decay of W bosons or heavy-flavour hadrons. Another source of E%ﬁss is the mismea-
surement of jets. Inaccuracies in measuring the energy of jets can lead to mismeasure-
ment of the total transverse energy in the event, resulting in E‘Tniss . Other undetected
particles, such as any particles that escape the detector without leaving a detectable
signature, also contribute to E;niss .

The multijet has a larger cross-section than the other background processes in this
analysis. The selection in Chapter 6 reduces the multijet background events in a few
ways. The leptons resulting from a hard collision will be isolated, whereas jets are seen
as a cluster of energy. Therefore, selecting isolated events reduces multijet contamina-
tion. The muon d, significance follows a Gaussian shape centred at zero. Muons from
the signal have a small impact parameter, whereas jets have a large impact parameter.
The large cuts on transverse momentum, missing energy and transverse mass will re-
duce the multijet background as the multijet dominates in lower regions. However, it
is not possible to altogether remove the multijet background. The multijet processes
are not well described in Monte Carlo. Therefore, a data-driven technique has been
adopted for estimation, where the number of events is derived from measured data.

7.2. Matrix Method

"Real" leptons are prompt and isolated leptons from the primary interaction vertex
from the W* boson. "Fake" leptons are any non-prompt lepton produced in heavy
flavour meson decays or from an object misreconstructed as a lepton coming from con-
verted photons from various origins, from decays of pions or kaons to muons. Real
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Criteria Requirement

Loose level HighPt quality
No isolation

Tightlevel HighPt quality
FCTightTrackOnly_FixedRad isolation

Table 7.1.: Loose and tight selections for the multijet estimation.

events in the following are any event where the lepton is real and fake events are those
with one fake lepton.

Overlap Removal

It should be noted that the overlap removal between a muon and a jet has been omit-
ted. The standard overlap has been discussed in Section 6.1. When dealing with the
fake muon estimation, it is crucial to compare a muon and a jet. The standard overlap
removal procedure is such that if the number of tracks is less than 3 and the muon is
ghost-associated or AR(jet, u) < 0.2, the jet is rejected.

Ghost-association is a method used in dense hadronic environments to match jets
with calorimeter objects. This involves introducing infinitesimally small "ghosts" rep-
resenting jets. These "ghosts" are the track jet 4-vectors in the event, with the track jet
pr set to an infinitesimal amount. This effectively retains only the direction of the track
jets, ensuring that the reconstruction is not altered by the ghosts when the calorimeter
clusters, along with ghosts, are reclustered. Following this, reclustering with the anti-k;
algorithm [75] with R = 1.0 is performed. This technique ensures robust matching with
irregular jet boundaries and facilitates precise measurements in the analysis [108].

Alternatively, the muon is rejected against the jet if the surviving object is within
AR(jet, u) < 0.4. These selections do not affect the signal selection because an isolated
muon is required in the signal region. However, as fake muons mostly have jet origins,
they will likely be close to the jet and would eliminate many fake muons via overlap
removal. It is vital in the matrix method to define a QCD-enriched region with a large
number of fake muons. Therefore, standard overlap removal is not used in this analysis.

7.2.1. Matrix Method Strategy

The matrix method requires a tight and a loose level, defined in Table 7.1. The isola-
tion has been used as a discriminant for tight and loose selections due to its ability to
strongly separate between real and fake muons.

The matrix method is given by lowering the isolation and/or identification require-
ments. A matrix, shown in Equation 7.1, can then be used to relate the number of real
and fake muons (Ng/Np) and the number of loose and tight muons (N../N7).
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RPN
Ny, l-€ep 1—e€F Np

Ng and Ny are mutually exclusive, therefore the Ny and N; must be too. Therefore,
Ny is the number of events that pass the loose selection but fail the tight selection. Ny
is defined as the number of events that pass the tight selection. e is the real efficiency
calculated by taking the ratio of the number of real events which pass the tight selection
to those which pass the loose selection. The fake efficiency er is calculated similarly but
takes the number of fake events, shown in Equation 7.2.

NT
€RIF = }E/F (7.2)

RIF
Here N7, . are those events that solely pass the loose level selection. Events for N} .
must pass the tight selection and, by definition, are a subset of the NzLe/ p- This in-

cludes all events that pass or fail the tight selection, thereby correctly defining effi-
ciency. Therefore, the number of tight events will be given by the number of real events
multiplied by the real efficiency summed with the number of fake events multiplied by
the fake efficiency. The efficiencies allow the ability to take the number of real or fake
events and calculate how many pass the tight selection. The matrix also gives this in
Equation 7.2, which defines Equation 7.3.

Nt =€grNgr+€rNFp (7.3)

The number of real or fake leptons is not available in the data. However, the number
of tight and loose leptons is available. By inverting the matrix, Equation 7.4 gives the
number of fake leptons.

Ngr 1 l-er -—€r N
= (7.4)
Np er(l—€p)—€r(1—€Rr) | eg—1 €g N,

To estimate the final number of multijet events, the number of fake leptons passing

the tight level (the event selection of this analysis) must be calculated. This is given by
Equation 7.5.

€F

€pNp = [er (NL+ N7)— Nr] (7.5)

€ER—€F

For the matrix method to successfully estimate the multijet background, it is cru-
cial to have a good estimate of the real and fake efficiencies from the number of loose
and tight events. The efficiencies are calculated from the data and MC and are usually
estimated in each variable in a special region, enriching the real or fake lepton. The
efficiencies are assumed to be transferred to the signal region by calculating an event
weight per bin. This is based on whether the tight selection is passed, shown in Equa-

84



tion 7.6 or if it fails the tight selection shown in Equation 7.7.

T ep(er—1)
= 7.6
Warmr er—Cp (7.6)
L €FER
=t 7.7
Wym R —Cr (7.7

The weight w] ,, is for events that pass the tight selection (N7 =1, N, =0) and wt,,  is
applied to events that pass the loose selection but fail the tight selection (N7 =0, N, = 1).
These weights are applied to W* and W™ data (for tight and tight not loose events) to get
charge-separated multijet distributions and will account for any differences between
charges.

7.3. Multijet Estimate

The multijet estimate was carried out separately for each Monte Carlo campaign and
finally summed for the estimation in Run-2. Plots for MC16e only have been included
in this section. Plots for MC16a and MC16d can be found in Appendix C.

7.3.1. Real Efficiency

The real muon efficiency, e, is the efficiency for a real, loose muon to make the tight
selection. It is measured using only simulation, by combining both charges W* in the
signal Monte Carlo. Real muons should dominate these samples; summing the charges
gives better statistics.

The following selections have been applied to the MC samples for the real efficiency
calculation:

* mi' >120 GeV
* pr >65GeV

* AR <0.1

HeruthMreco
* No EMiss & m¥ selection
Only the high-mass slices have been used; therefore, the truth invariant mass is greater
than 120 GeV. The cut on pr > 65 GeV is kept the same as the selection in Chapter 6. The
E%niss and m!" are not used for the calculation of the real efficiency. Also a truth match-

ing with AR (fruth » Hreco ) < 0.1 was applied.
The method used is the following:

* run over each sample with the tight/loose criteria
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* calculate the real efficiency by dividing the tight and loose

The real muon efficiency for MC16e is shown in Figure 7.1. To cover all dependencies
in the fake efficiency, detailed in Section 7.3.2, the efficiency is binned
three-dimensionally in pr,|n| and A® (g, E%niss ). Each line represents a different || re-
gion and each plot show a different A® (u, E%‘iss ) region. For all regions, the efficiency
is close to unity, eg > 0.99 and as pr increases, the efficiency also increases. For higher
In| values, the efficiency tends to be smaller. In the higher A® (u, EI"i*$ ) regions, the ef-
ficiency also tends to be larger. High efficiency is expected as most real muons should
be isolated therefore passing the tight criterion.

7.3.2. Fake Efficiency

The er, fake muon efficiency is for a fake, loose muon to make the tight selection. A
good estimate of the fake muon efficiency is important. Therefore, a sample with a
large number of fake muons is necessary. The fake muon contribution to the data
is small, so if the real muon contribution to the data is subtracted, a sample of fake
muons will be obtained. The Monte Carlo well models real muons in the signal and
backgrounds. Therefore, the estimate of fake muons comes from the data, while the
simulation (Monte Carlo) is used to model and subtract the contributions of real muons
from both signal and background events. The calculation method is as follows:

* Run over data and all MC

* Calculate loose and tight histograms

* Get the difference between MC and Data to be identfied as fakes

* Calculate the fake efficiency by dividing the number of tight and loose fakes

To further increase the fake muon contribution, a fake enriched region is defined as
follows:

* EMSS < 65GeV

* pr>65GeV

* dgig >1.5

* at least one jet with pr > 40GeV and AR(Jet,u) > 0.2

*x No mr cut

Here the fake muon contribution is expected to be substantially more than in the sig-
nal region. The E%niss cut selects a region orthogonal to the signal region. The cut on
pr > 65 GeV is the same as the selection in Chapter 6. The cut on dglg chooses events
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with non-prompt muons. Heavy flavour jets are a dominant source of fake muons;
therefore, an additional jet is selected to enrich a dijet topology. The jet is also required
to have no overlap with the fake muon such that AR( jet,u) > 0.2. This ensures there
are two jets, one jet where the fake muon originates, plus an additional one. Standard
overlap removal is removed from this analysis so that this selection could be taken for
a fake muon-enriched region. This definition of a QCD enriched region is arbitrary, so
systematic variations are defined in Section 7.5.

The fake muon efficiency for MC16e is shown in Figure 7.2. The fake efficiency has
been binned as a function of pr and is shown for different A® (u, ES ) regions. The fake
efficiency has a strong dependence on pr, at lower pr the efficiencyislowest e < 0.1 and
at higher pr the efficiency is largest. Dependence on || and A® (g, E?ﬂss) is also seen,
but not as strongly as pr. For the dependence in ||, represented by the coloured lines,
the central 0 < || < 1.05 region has the lowest values in efficiency, whilst the 1.7 < |n| < 2.4
has the higher values in efficiency. For the dependence in A® (g, "% ), shown in each
figure, the smallest A® (u, E%liss ) region shows the lowest fake efficiency. Conversely, the
largest A® (u, E%ﬂss) region has the largest fake efficiency. The binning for these plots
have been chosen in compromise with describing all the dependencies but still main-
taining sufficient statistics in each bin for the calculation. In the lowest py region, the
binning is finest, and there is only one bin for high pr starting at 200 GeV. This ensures
that in the highest pr region, the efficiency does not approach too close to unity. If the
fake efficiency approaches unity, it would also approach the value of the real efficiency,
which would result in an unstable multijet calculation, as described in Equation 7.5.

7.4. Multijet Results

The multijet estimate has been computed as described in the previous sections and pre-
sented in the following Figure 7.3, Figure 7.4 for W* and Figure 7.5, Figure 7.6 for W~.
Chapter 9 presents the control distributions, including this multijet background esti-
mate, showing good agreement between the data and prediction. Comparing the dis-
tributions for W* and W, there are no significant shape differences, with each distribu-
tion peaking around the same value. One important difference between the charges is
that there are overall more events in W* than in W~. Taking the transverse mass distri-
bution, shown in Figure 7.3d and Figure 7.5d, there is an approximately 2.5% difference
in the number of events in the 200 GeV bin. Thus, the multijet estimation has a charge
asymmetry in the regions with a high number of predicted events (low m7), which is
in line with the findings of this thesis. In the larger mr bins, the difference between
charges becomes close to 0%. Due to the expected low number of multijet events in
this region, there is inadequate statistical data to observe any asymmetry.
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Figure 7.3.: Multijet background estimation for W* — p*v in p";, AP, E?”“, mr, n* and ¢*. These dis-
tributions were calculated by summing the final multijet estimates for MC16a, MC16d, and
MClé6e.
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Figure 7.5.: Multijet background estimation for W~ — p~v in p";, AP, E?”“, mr, n* and ¢*. These dis-
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7.5. Multijet Systematic Uncertainties

A QCD-enriched region was defined in estimating the fake efficiency; see Section 7.3.2.
The definition of the enriched region is, to a degree, arbitrary. The calculation of the
fake efficiency is dependent on the choice of the region selected. The region is modified
by changing each selection individually to account for this dependence. These changes
are systematic variations. The following variations have been applied, one by one, to
calculate the multijet systematics:

EMSS < 55 GeV

EMSS < 75 GeV

pr> 75 GeV

|dy'8) > 1.4

1d'8) > 1.6

AR(Jet,u) > 0.2 and at least one jet with pr > 30 GeV

AR(Jet,u) > 0.2 and at least one jet with py > 50 GeV

After the variation, the difference is taken with respect to the nominal multijet back-
ground. The results of this are shown in Figure 7.7. The largest systematic variation
comes from the changes in jet pr and is around 10% in mr around 200 GeV. The to-
tal contribution of the multijet, as shown in Figure 9.1, is around 5% to the total data.
Therefore, the relative systematic uncertainty is expected to be around 0.5-1%.

The systematic variations for the final cross-section and asymmetry measurement
are also shown in Figure 7.8 and Figure 7.9. These variations have been calculated by
taking the multijet input for each calculation of the cross-section or asymmetry and
varying it individually. The difference again is taken with respect to the nominal. The
largest variation comes from the changes jet p7, around 0.5-1% in m around 200 GeV.
The multijet is one of the dominant uncertainties in the lower and intermediate-mass
range around 200 — 500 GeV.
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Figure 7.8.: Systematic uncertainties for the multijet background. These uncertainties are for Run-2 data
for W (top row) and W~ (bottom row). The plots on the left are for the "up" variation and the
right-hand side shows the "down" variation." These uncertainties have been calculated for the
cross-sections in Chapter 10.
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Figure 7.9.: Systematic uncertainties for the multijet background. These uncertainties are for Run-2 data
for Wt (top row) and W~ (bottom row). The plots on the left are for the "up" variation and the
right-hand side shows the "down" variation." These uncertainties have been calculated for the
asymmetry in Chapter 10.
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8. Systematic Uncertainties

The final result of a precision measurement relies on how the uncertainties affect the
final result. This chapter details all of the systematic uncertainties considered in this
analysis. The origin and their impact on the analysis have also been discussed.

8.1. Systematic Uncertainty Definition

The systematic uncertainties affect the cross section and asymmetry results through
the shape of the distributions and the normalisation. The experimental systematic un-
certainties have been applied to the Monte Carlo signal. The uncertainties considered
for this analysis vary for nominal yields by one standard deviation "up" and "down"
for each given uncertainty. Both charges are shown though there is no substantial dif-
ference in most of the uncertainties; any differences have been stated. Smoothed and
symmetrised uncertainties have also been explicitly stated, except for one-sided sys-
tematics and asymmetry uncertainties.

The standard ROOT smoothing algorithm 353QH, twice is used for smoothing [109].
The 353QH smoothing algorithm uses a multi-step process to reduce variance in prob-
ability density estimation. It involves three components; running medians, running
means and quadratic interpolation. The "353" in the algorithm refers to running me-
dians of three, then medians of five, followed by three again. The "Q" refers to the
quadratic interpolation, which addresses the shortcomings of the running medians.
The "H" refers to Hanning or running means, which handles the problem of monotonic
sequences. The "twicing" technique is used to reduce the problem of over-smoothing
the real peaks and valleys or regions with large second derivatives. This process involves
smoothing the residuals (the difference between the original data sequence and the ini-
tial 353QH smoothed sequence) and adding the result to the previous smooth. [110].

To calculate the uncertainty of a single bin, the following Equation 8.1 is used:

g = Nivs = Nuom (8.1)
erlom

' is the uncertainty in a bin "i" and helps to study individual systematics effects on
the cross-section and asymmetry bin by bin. N/ ,, and Nsiys are the number of entries
for the nominal where no systematic variation is applied and "sys" where the systematic
variation is applied.

98



In the following Equation 8.2, the up and down systematic uncertainty is averaged
bin by bin to get a symmetric systematic uncertainty:

B 1T R L
5;ym=—2 own (8.2)

Symmtrising is used to express the systematic variations so that the values are sym-
metric for the up and down variations. Therefore, for the symmetrised systematics,
positive and negative signs are assigned to the symmetrised down and up variations.
Symmetrised and smoothed uncertainties are calculated for the control distributions
and cross-sections.

To combine the individual systematics and get the total systematic uncertainty for
each bin, each systematic is added in quadrature, shown in Equation 8.3:

n
, 2
6ltoml = Z (61) (8.3)
x=1
Where 6, , ., .
atics considered, and &' is the systematic uncertainty for an individual systematic in

: i
each bin. 0! al

uncertainties.

is the total uncertainty for each bin, the sum runs over all the system-
is used for the final cross-section and charge asymmetry systematic

The up or down shift in the systematic parameter can result in different signs of the
cross-section shifts for W* and W~ which could underestimate/overestimate the sys-
tematic uncertainty in the charge asymmetry. Therefore, the up or down shift sign
needs to be considered for the charge asymmetry. When summing over all systemat-
ics shown in Equation 8.3, for each bin, the positive terms and negative terms for each
up and down systematic are instead added in quadrature, except when up and down
has the same sign where the largest difference is used. Finally, a conservative approach
is taken and the maximum positive or negative total sum is taken.

The number of signal events passing the selection criteria depends on the kinematic
cuts, e.g. p’},n“,EI;‘iSS . This represents a source of uncertainty in the number of events
because some systematic uncertainties affect the experimental determination of the
value. This arises because when considering fixed cuts, the final number of events after
applying a specific selection criterion can change due to the fluctuation of the kine-
matic variable. Counting the number of events is a linear function and it can be as-
sumed that the uncertainties of each kinematic variable are uncorrelated and indepen-
dent of each other. Taking this approximation yields vanishingly small covariances be-
tween the variables; therefore, the correlation between the different errors is also small.
This approximation is reasonable as the determination of different kinematic variables
and muon identification is independent, e.g. the p’; and EITniSS calculation should be
independent. The transverse mass calculation depends on the missing energy and the
muon kinematics calculations, so correlations between these must be considered. The
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Category Systematic

Muons MUON_ID
MUON_MS
MUON_SAGITTA_RESBIAS
MUON_SAGITTA_DATASTAT
MUON_SCALE
leptonSF_MU_SF_ID_STAT
leptonSF_MU_SF_ID_SYST
leptonSF_MU_SF_Isol_STAT
leptonSF_MU_SF_Isol_SYST
leptonSF_MU_SF_Trigger_STAT
leptonSF_MU_SF_Trigger_SYST
leptonSF_MU_SF_TTVA_STAT
leptonSF_MU_SF_TTVA_SYST

Table 8.1.: List of the experimental systematic uncertainties on the muons.

correlations between the charges would also need to be considered for the asymme-
try. However, the approach used in this thesis, where these are treated as uncorrelated,
yields a conservative value because taking into account correlations would reduce the
total errors.

8.2. Experimental Systematic Uncertainties

In the ATLAS detector, it is impossible to achieve perfect modelling, giving rise to exper-
imental uncertainties. Corrections (like the scale factors) to mitigate these uncertain-
ties implicate systematic and statistical uncertainties. This section briefly describes all
of the relevant experimental systematic uncertainties for the measurement in this the-
sis.

8.2.1. Muon Uncertainties

In Table 8.1 muon systematic uncertainties have been listed. For the scale factors, the
discrimination between statistical and systematic contributions is made.

Muon Momentum and Scale Resolution

The calibration for muon momentum is calculated using data and MC samples for
Z — pp and J/¥ — pp decays. The statistical error has also been added to the system-
atic uncertainty. Statistical errors arise from the alignment of the MS chambers where
there is a resolution correction uncertainty, the arbitrary invariant mass window choice
from which a systematic uncertainty is calculated by taking +5 GeV of this quantity and
scale uncertainties from non-linear effects when fitting the ID correction separately in
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Z — pp and J/¥ — pu samples. The following figures show the relative systematic vari-
ations for the muon calibration for the up and down variations for both positive and
negative charges, Figure 8.1a, Figure 8.1b and Figure 8.4a, Figure 8.4b. The MUON_MS
variation contributes around 1% for the high my region. The MUON_SCALE variation
has a negligible contribution [71].

Muon Scale Factors

Four muon efficiency scale factor variations are considered, the muon identification
and three selection efficiencies variations from the isolation, trigger and track-to-track
vertex association. The MCP group provided the uncertainties and the systematic vari-
ations extracted for the given Drell-Yan selection criteria. Figure 8.1a, Figure 8.1b and
Figure 8.4a, Figure 8.4b show the identification, isolation and trigger systematic uncer-
tainties. In Figure 8.2a, Figure 8.2b and Figure 8.5a, Figure 8.5b the statistical compo-
nent of the uncertainties are shown for the identification, isolation, trigger and TTVA
along with the systematic component for TTVA uncertainty. The muon identification
systematic uncertainty has the larger contribution, with a contribution of up to = 4% in
the high my region.

There are various sources of systematic and statistical uncertainties for the muon
identification scale factor uncertainties. Statistical uncertainty is associated with cal-
culating the identification Z — yu and J/¥ — pu data and MC samples. There is also
uncertainty in the background subtraction. A definite cone size is used for the tag and
probe method (detailed in Section 3.11.7), and a variation of +50% is used to calculate
the systematic uncertainty. For muons of pr > 200 GeV, a 2-3% uncertainty is used to ac-
count for the upper limit on the identification efficiency scale factor variation for high
muon momenta extracted from the MC.

In the muon isolation scale factor uncertainties, the backgrounds are varied within
their uncertainties. The tag and probe method selection criteria are also varied to calcu-
late a systematic uncertainty. The statistical contribution of the systematic uncertainty
is also included.

For the muon trigger scale factor uncertainties, variations on the tag and probe se-
lections are used for systematics from the background. The systematic uncertainties
from the event topology and the p; dependence are also considered. The statistical
contribution of the systematic uncertainty is also included.

In the muon TTVA scale factor uncertainties, the backgrounds vary within the uncer-
tainties and by shifting the tag and probe method selections. The statistical contribu-
tion to the systematics is also considered.
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Muon Sagitta

For the sagitta bias, a correction is applied as recommended by the MCP [69] group,
which is applied to the data. The source of the uncertainties comes from the resolution
of the muon momentum and the calculation of the correction itself. These are calcu-
lated by comparing the magnitude of the corrections for the positive and negative chan-
nels at the detector level. These corrections result in two uncertainties in the signal MC,
MUON_SAGITTA_RESBIAS and MUON_SAGITTA_DATASTAT. The sagitta resbias is, by
far, the largest systematic uncertainty in the high mr region as shown in Figure 8.1c,
Figure 8.1d and Figure 8.4c, Figure 8.4d. The sagitta has a different impact depending
on the charge. This leads to opposite behaviour in the up and down variation observed
for the W* and W~ selections. The value of these uncertainties in W* reaches ~ 10%
in the down variation and for W, reaches = 15% for the up variation in the high my
region. For the sagitta data statistical uncertainties, seen in Figure 8.1g, Figure 8.1h and
Figure 8.4g, Figure 8.4h, the value is largest in W~, reaching about 1% for the high mr
region.

8.2.2. Muon Charge Misidentification

Charge misidentification is the incorrect assignment of the electric charge. In data,
charge misidentification occurs when the charge of a muon before entering the detec-
tor is different from the charge measured in the detector. Similarly, in Monte Carlo
simulations, charge misidentification happens when the charge of a generated muon
differs from the charge assigned after reconstruction. For the muon charge asymme-
try, where two muons of opposite charge are considered, the charge misidentification
is relevant. The charge of the muon is reconstructed from the curvature of the associ-
ated track. A misidentification can occur from matching an incorrect track to the muon
candidate, from a mismeasurement of the curvature of the muon candidate track or
misalignments in the detector systems. This leads to a charge-dependent bias and a
correction can be calculated.

One approach for estimating muons with misidentified charge involves ensuring a
consistent measurement between the MS and ID, allowing for an independent cross-
check. In a prior study of W charge asymmetry at /s = 7 TeV, the researchers utilised
redundant ID and MS momentum measurements, resulting in a charge misidentifica-
tion rate below 10~* within the pr range of 20 —90 GeV. This had a negligible impact on
the asymmetry measurement [111].

In this analysis, high pr muons pose a challenge due to their reduced curvature in the
magnetic field. As the momentum of a particle increases, its track becomes less curved,
making it more difficult to accurately measure the charge and momentum. Conse-
quently, it is expected that the muon charge misidentification rate would be larger for
high pr muons. Despite the important role muons play in many ATLAS analyses, there
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is currently no solid estimation available for muon charge misidentification.

However, there are studies which have been carried out to estimate the charge misiden-
tification for electrons. The charge of an electron is reconstructed from the curvature of
the associated track in the ID. A misidentification can occur from matching an incorrect
track to the electron candidate or from a mismeasurement of the curvature of the elec-
tron candidate track. In pair production resulting from bremsstrahlung, three tracks
in close proximity can occur, which leads to ambiguity in charge assignment. To esti-
mate the probability of charge misidentification, a sample of Z — ee events is used. The
number of events where both electrons have the same electric charge is compared to
the number of events where they have opposite charges. The charge misidentification
for electrons is estimated to be in the range of 1073 to 1072 as measured by the EGamma
group [112].

If a calculation of the muon charge misidentification were to be performed, an alter-
native method could be used. This would involve using the Z — u*u~ sample where
the Z boson decays to two muons of opposite charge. The charge misidentification
rate can be calculated by comparing the number of events with same-charge muons to
opposite-charge muons, providing a measure of muon misidentification.

Based on the study of W charge asymmetry at /s = 7 TeV and the lower estimate of
charge misidentification in muon compared to electrons, it is expected that the correc-
tion for charge misidentification would have a minimal impact on the final results of
this asymmetry measurement. Therefore, the charge misidentification systematic un-
certainty has not been considered in this thesis. This decision is also justified by the
dominant contributions of the statistical uncertainties (up to 40%) and the systematic
uncertainties related to the sagitta bias correction (up to 33%) in the asymmetry mea-
surement.

8.2.3. Missing Energy Uncertainties

The EIT’rliSS is calculated using leptons, photons and jets from which arise uncertain-
ties which are propagated to the EITniSS uncertainties. More uncertainties arise from
the reconstruction of the soft term, calculated by comparing the Monte Carlo and data
simulation using the balance of the soft term and the hard objects. The EX soft term
systematic uncertainties are listed in Table 8.2. The relative impact of the EMsS system-
atic uncertainties are shown in Figure 8.1e, Figure 8.1f and Figure 8.4e, Figure 8.4f. The
value of these uncertainties is largest in W~, reaching about 1.5% for the low m region.
Similar behaviour is observed for the W* and W~ selections.

8.2.4. Jet Uncertainties

The 36 systematic uncertainties for the jet energy scale (JES) and jet energy resolution
(JER) have been listed in Table 8.3. This thesis uses the Category Reduction scheme
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Category Systematic

Ef"ss SoftTrk_Scale
SoftTrk_ResoPara
SoftTrk_ResoPerp

Table 8.2.: List of experimental systematic uncertainties on the E%niss soft term.

based on 28 nuisance parameters for the JES. The SimpleJER scheme is used based on
eight nuisance parameters for the JER. The jet systematic uncertainty are shown in Fig-
ure 8.2, Figure 8.3 and Figure 8.5, Figure 8.6. For both the JES and JER systematics,
the uncertainty is largest at low m} and approaches zero at high m}¥. The JER Effec-
tiveNP_1 is one of the largest uncertainties, reaching ~ 2% in the low m}" region.

The number of jet uncertainties is very large. Therefore, their processing is compu-
tationally intensive. The ATLAS Jet and Etmiss Combined Performance [77] group have
a recommended set of systematics which merge individual systematics to reduce the
computational resources required. This analysis utilises these systematics and the offi-
cial naming conventions provided by the group.

Jet uncertainties can account for assumptions made in the event topology, MC sim-
ulations and reconstruction algorithms. The uncertainties from pileup are also con-
sidered for the mismodelling of the number of primary vertices, the number of inter-
actions and residual pr dependences. Another source of systematics affecting the jets
arises from the objects’ scale and resolution (muons, electrons and photons). There are
also uncertainties regarding the efficiency of the JVT cut applied to select jets. Uncer-
tainties from the statistical limitations of the data and MC samples, which are limited
and used to perform the calibrations, have also been included.

Variations taken for the jet systematics include the JET_JER_EffectiveNP_1,2,3,4,5,6,7.
These uncertainties arise from pileup, Z/y+ jet and multijet in situ calibrations, ac-
counting for assumptions made in the MC simulation, event topology and sample statis-
tics. These uncertainties account for electron, muon, and photon energy scale uncer-
tainties. The nuisance parameters associated with these systematics are combined and
a reduction is performed, taking the largest components and keeping these whilst av-
eraging the rest of the components into a single nuisance parameter (np) [113].

For the JET_Etalntercalibration_NonClosure a jet correction is used to account for
biases in the jet n reconstruction which arise from the transition between different
calorimeter environments and sudden changes in calorimeter granularity, the non-
closure of the corrections is accounted for by this jet uncertainty.

In the JET_JER_DataVsMC, uncertainties arise from using different MC generators to
study the agreement with data for the several kinematic jet variables.
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Category Systematic

Jet Energy Scale BJES_Response
EffectiveNP_Detectorl
EffectiveNP_Detector2
EffectiveNP_Mixed1
EffectiveNP_Mixed2
EffectiveNP_Mixed3
EffectiveNP_Modelling1
EffectiveNP_Modelling2
EffectiveNP_Modelling3
EffectiveNP_Modelling4
EffectiveNP_Statisticall
EffectiveNP_Statistical2
EffectiveNP_Statistical3
EffectiveNP_Statistical4
EffectiveNP_Statistical5
EffectiveNP_Statistical6
Etalntercalibration_Modelling
Etalntercalibration_NonClosure_highE
Etalntercalibration_NonClosure_negEta
EtaIntercalibration_NonClosure_posEta
Etalntercalibration_TotalStat
Flavor_Composition
Flavor_Response
Pileup_OffsetMu
Pileup_OffsetNPV
Pileup_PtTerm
Pileup_RhoTopology

Jet Energy Resolution DataVsMC
Detector 1
EffectiveNP_1
EffectiveNP_2
EffectiveNP_3
EffectiveNP_4
EffectiveNP_5
EffectiveNP_6
EffectiveNP_7restTerm

Table 8.3.: List of experimental systematic uncertainties for the jet energy scale and jet energy resolution.
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8.2.5. Pileup Reweighting

The pileup reweighting is an additional data scale factor which improves the agreement
between data and simulation of the pileup distributions shown in Section 9. This cor-
rection aims to match the number of primary vertices as a function of pileup interac-
tions and to include mismodelling by inelastic interactions. The systematic variations
of the pileup weight are taken from the pileup reweighting tool [114]. The relative sys-
tematic uncertainty coming from the pileup can be seen in Figure 8.2a, Figure 8.2b and
Figure 8.5a, Figure 8.5b. The maximum variation seen in these figures in the up and
down is of the order of 1%.

8.2.6. Luminosity

The total integrated luminosity used is 139.0 fb~!. The primary luminosity measurement
is completed using the LUCID-2 detector [115]. When comparing the different sub-
detectors and algorithms, an uncertainty is obtained. The uncertainty for the combined
2015-2018 dataset is 1.7% [45].

8.3. Fake Muon Background Systematic Uncertainties

In Chapter 7, the calculation of the multijet using the matrix method is described. This
method requires a calculation of real and fake efficiencies. In particular, the fake ef-
ficiencies are defined using a QCD-enriched region from which systematic variations
are calculated. The resulting systematic uncertainties are detailed in Section 7.5. The
uncertainties for the fake muon background are estimated using a data-driven method
as described in Section 7.5.

8.4. Theoretical Systematic Uncertainties

For this analysis, no theory uncertainties are included. In the Powheg+Pythia8 sig-
nal Monte Carlo samples used, no theory uncertainties were included in the form of
generator weights. However, alternative Monte Carlo is available, SHERPA 2.2.11 and
Powheg+Herwig?7, which can account for generator and shower uncertainties. The
SHERPA 2.2.11 uses internal showering provided by SHERPA and the PDF set NNPDF3.0.
The Powheg+Herwig7 is generated using Powheg-Box v2 at NLO QCD and showered
with Herwig 7 using the PDF set CTI8NNLO. The alternative Monte Carlo also stores
generator weights which can estimate theory uncertainties for the uz and pr scales, the
strong coupling constant as, EW corrections and the used PDFs. The alternative MC
has not yet been evaluated for the full Run-2 dataset and there are still some open is-
sues. In this thesis, theory uncertainties have not been included in the measurements
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presented but are expected to not alter the results presented. This estimation is based
on the results presented by the /s = 8 TeV measurement of the cross-section and charge
asymmetry of W bosons where the total theoretical uncertainties shown is up to 7% [5].
This is small compared to the uncertainties presented in this chapter. A similar study
for the theoretical uncertainties in the /s = 13 TeV measurement is expected to be per-
formed in the future.
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Figure 8.1.: Individual contributions to the systematic variations in Run-2 for W* — u*v in the measurement binning
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for mp. The plots on the left show the up variations and those on the right show the down variations. All
values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertainties
along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c) and (d)
display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy soft track
uncertainties. The labels in the legend of both plots are the conventional names given by the JetEtMiss
group. "MET" stands for missing energy, "SofTrk" refers to soft track E'T'”'” and "ResoPara" and "ResoPerp"
refers to the resolution uncertainty on the parallel and perpendicular component. Plots (g) and (h) display
the muon sagitta data statistical and muon identification uncertainty.
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Figure 8.2.: Individual contributions to the systematic variations in Run-2 for W* — u*v in the measurement binning
for my. The plots on the left show the up variations and those on the right show the down variations. All
values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. It also shows the TTVA systematic un-
certainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertainties.
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Figure 8.3.: Individual contributions to the systematic variations in Run-2 for W* — u*v in the measurement binning
for mp. The plots on the left show the up variations and those on the right show the down variations. All
values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertainties.
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Figure 8.4.: Individual contributions to the systematic variations in Run-2 for W~ — u~ ¥ in the measurement binning
for my. The plots on the left show the up variations and those on the right show the down variations. All
values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertainties
along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c) and (d)
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Plots (g) and (h) display the muon sagitta data statistical and muon identification uncertainty.



Figure 8.5.: Individual contributions to the systematic variations in Run-2 for W~ — y~¥ in the measurement binning
for mp. The plots on the left show the up variations and those on the right show the down variations. All
values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA systematic
uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertain-
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Figure 8.6.: Individual contributions to the systematic variations in Run-2 for W~ — u~¥ in the measurement binning
for my. The plots on the left show the up variations and those on the right show the down variations. All
values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertainties.
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9. Control Distributions

The following chapter presents key kinematic distributions with cutflows for this analy-
sis. The kinematic distributions show the agreement between data collected by the AT-
LAS detector and cross-section predictions convoluted with the detector’s response by
comparing the number of events in each distribution. This is vital for checking the va-
lidity of the W boson selection criteria, cross-section measurements and charge asym-
metry measurement. The cutflows summarise each selection criterion’s effect on the
total number of events selected. These are shown for the data and all Monte-Carlo sam-
ples used.

9.1. Monte Carlo to Data Comparison

The selections presented in Chapter 6 define a signal region with sufficient statistics in
the signal process (W* — p*vand W~ — u~v) where the cross-section will be measured.
The control distributions all use a 200 GeV m‘;’ cut. The shadow bin, used for stabilising
the unfolding, is not considered here. The MC-data comparison distributions in this
chapter are shown, charge-separated, for the full Run-2 period. Appendix E shows the
individual Monte-Carlo campaign distributions.

The following control distributions are shown for W* in Figures 9.2 and 9.3 and W~
in Figures 9.4 and 9.5. The Monte Carlo predictions are scaled to the pp cross-section,
the data luminosity and weighted as presented in Section 5 using Equation 5.3. It is
important to note that the data has a sagitta bias correction applied, which ensures
a good MC-Data comparison, particularly in W~. The uncertainty bands shown for
each distribution include the statistical uncertainty, the systematic uncertainty and the
uncertainty from the multijet calculation. Experimental systematic uncertainties are
considered for measuring the muon, E7**** and jets in the signal MC discussed in Chap-
ter 8. Additional data-driven systematic uncertainties for the multijet background are
also considered, as discussed in Chapter 7. No theoretical or unfolding uncertainties
are currently included; however, these are expected to have a minimal impact on the
distributions (around a few percent).

The fraction of predicted MC event yields to the data are shown for each charge in
Figure 9.1a and Figure 9.1b. As expected, the signal process has the largest contribution
of approximately 60% in the signal region. The most dominant background process
for both charges is ¢ with a contribution of approximately 20%. An 8% contribution
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Figure 9.1.: Chart showing relative contributions of all Monte Carlo in the signal region for Run-2 (139
fb~1), for muon charge (a) W* and (b) W~

follows this in the Z — ppu background in W* and a 5.7% contribution in the multijet
background in w~.

The kinematic variables considered are:

Muon transverse momentum, p'.

The p!. selection is one of the most significant cuts taken in this analysis. The control
distribution for p’. is shown in Figure 9.2a and Figure 9.4a for W* and W~ respectively.
At lower transverse momentum values (= 100 GeV), there is a peak and the contribution
to the background here is also the largest. The distribution peaks at approximately half
of the 200 GeV m} selection taken. The agreement between the data and the predic-
tion is shown in the lower panel. There is good agreement in the regions with most
statistics. At lower and higher p’. the difference between the values becomes more sub-
stantial. However, this is expected and is within the range of statistical and systematic
uncertainties.

Difference of azimuthal angle between the muon and event missing energy, |A¢|
This distribution, shown in Figure 9.2b and Figure 9.4b for W* and W~ respectively, is
peaked around 7. When muons and neutrinos are produced in the W — uv process,
they are mostly expected to be back to back. Therefore, the azimuthal separation angle
between them will be close to 7, reflected by the peak in events in the distribution. This
peak is shown for the signal process and all the electroweak backgrounds. The data and
prediction agreement is shown in the lower panel for both W* and W~. The agreement
is at the per cent level in the highest statistic region, |A¢| = 7. At smaller |[A¢|, there is a
larger difference between data and prediction (= 20%).

Event missing transverse energy, E/'*°
The missing energy of an event is described in Section 6.1.9 and acts as an approxi-
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mation to the transverse neutrino momentum. The E7'** selects W — pv events. The
muon and neutrino kinematics are similar for this process; therefore, the distributions
shown in Figure 9.2c and Figure 9.4c are likewise peaked at = 100 GeV. The data and
prediction agreement in the lower panel show agreement at the per cent level in the
highest statistic region. The difference between the values becomes more substantial
atlower and higher E''. However, this is expected and is within the range of statistical
and systematic uncertainties.

Event transverse mass, mr
The event transverse mass is an important distribution used in the final cross-section
and charge asymmetry measurements. The m is defined in Equation 6.4 and is depen-
dent on p';{, E‘Tniss and A¢. All three of these distributions must first be consistent before
mr is considered. The mr is also used to select W — uv events. The distributions in in
Figure 9.2d and Figure 9.4d for W* and W™ respectively show the my distribution. The
binning for this mr distribution is the same as the binning for the final cross-section
and charge asymmetry measurements. An explanation on how the binning was chosen
is given in Section 10.4.

The distribution peaks around the lower my cut at = 200 GeV. Following the p‘} and
EMiss distributions, most background events are also in the lower my region. The data
and prediction in the lower panel of the distributions agree within a per cent level in the
region with the most statistics. At higher mr, the difference becomes larger (~ 10%) and
is within the range of the statistical and systematic uncertainties.

Muon pseudorapidity, n*

The muon pseudorapidity has been defined in Equation 3.4. The distributions shown in
Figure 9.2e and Figure 9.4e are for W* and W™ respectively. These are used to check the
geometrical distribution of the final state muons. The distributions are flat as expected
because n* is an angular variable. The build of the ATLAS detector is such that muons
are detected equally well in the region |n#| < 2.4. The MS does not allow an optimal
reconstruction in the region between 1.01 < |n#| < 1.1; therefore, muons in this region
are vetoed. In the lower panel of these figures, the agreement between the data and
prediction is at a per cent level for all bins.

Muon azimuthal angle, ¢
The ¢* distributions are shown in Figure 9.2f and Figure 9.4f are for W* and W™ respec-
tively. The flat distributions for the muon azimuthal angle arise as there is no preference
on a ¢ value for W+ — uv events in the signal or background. The ATLAS detector’s
construction also allows it to reconstruct objects equally well for the full azimuthal an-
gle leading to a flat distribution. The data and prediction ratios, as shown in the lower
panel of the distributions, agree within a few per cent.

Pileup, < u >
The pileup, as described in Section 3.3 and Equation 5.1, is shown in distributions Fig-
ure 9.3a and Figure 9.5a for W and W~ respectively. The pileup is used to match the
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pileup conditions in each data-taking year shown in Figure 5.1. The distributions peak
around < u > = 20. In the lower panel of these figures, the agreement between the data
and prediction in the most statistically significant region is within a few per cent. In the
lower statistics region, the difference becomes larger but is mostly within the range of
the statistical and systematic uncertainties.

do significance, d0°'8
The d0°¢ as defined in Equation 6.1 discriminates between the multijet background
and signal events. The d0°¢ distributions are shown in Figure 9.3b and Figure 9.5b for
W* and W~ respectively. The distribution is Gaussian, with the highest statistics being
in the region where d0°€ = 0 for both the signal and background events. The data and
prediction in the lower panel of the distributions agree within a per cent level in the
region with the most statistics. As the distribution approaches the tails at d0°’€ = +3 the
difference becomes larger (= 15%).

Muon isolation per transverse momentum, TrackEr20/p';
The muon isolation is described in Section 6.1.7. The distributions for TrackEr20/ p*T’
are shown in Figure 9.3c and Figure 9.5c for W* and W™ respectively. As expected, the
event’s peak was below 0.01 due to most of the energy from muons being isolated. In
the lower panel, where the data and prediction theory is shown, the agreement in the
most statistically significant region below 0.01 is within a few per cent. In the regions
with fewer statistics, the difference between data and prediction becomes larger (= 15%)

Missing energy azimuthal angle, ¢£7""
The ¢ distributions are shown in Figure 9.3d and Figure 9.5d for W* and W~ re-
spectively. The flat distributions for the missing azimuthal angle, approximating the
neutrinos missing azimuthal angle, are expected due to no preference for the value in
this process and the ATLAS detectors construction, allowing it to reconstruct objects
equally well. The data and prediction ratios, as shown in the lower panel of the distri-
butions, agree within a few per cent for all &7 bins.

9.2. Cutflows

The following two tables are cutflows for W in Table 9.1 and W~ in Table 9.2. These
tables show each selection’s effect on the data, signal MC and backgrounds. The effi-
ciencies of each cut have also been included in brackets. In the final rows, the total
efficiency has been calculated by taking the initial number of events and dividing it by
the final number of events left after all selections.
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Figure 9.2.: W* — u*v control distributions for p‘;, A, E?"“ , mr, n* and ¢#. The data contribution is
shown with black points, the signal and the background contributions with solid lines. In the
shaded band, systematic experimental uncertainties have been combined with the MC statis-
tical uncertainties. The statistical data uncertainties are shown on the data points. Luminosity
uncertainties have not been included.
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Figure 9.3.: W* — u*v control distributions for < y >, d0%/8, TrackEr20/ péﬁ and ¢E'Tm“. The data contribu-
tion is shown with black points, the signal and the background contributions with solid lines.
In the shaded band, systematic experimental uncertainties have been combined with the MC
statistical uncertainties. The statistical data uncertainties are shown on the data points. Lumi-
nosity uncertainties have not been included.
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Figure 9.4.: W~ — u~¥ control distributions for p‘;, |Al, E?"“ , mr, n* and ¢*. The data contribution is
shown with black points, the signal and the background contributions with solid lines. In the
shaded band, systematic experimental uncertainties have been combined with the MC statis-
tical uncertainties. The statistical data uncertainties are shown on the data points. Luminosity
uncertainties have not been included.
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Figure 9.5.: W~ — pu~ ¥ control distributions for < yu >, d0%/8, TrackEr20/ péﬁ and ¢E'Tnm. The data contribu-
tion is shown with black points, the signal and the background contributions with solid lines.
In the shaded band, systematic experimental uncertainties have been combined with the MC
statistical uncertainties. The statistical data uncertainties are shown on the data points. Lumi-
nosity uncertainties have not been included.
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Data WT — uv Wt —1v Z — up Z—11 Top Diboson
Initial 5.56-107 (NA) 1.87-108 (NA) 3.93-107 (NA) 1.22-10% (NA) 3.96-107 (NA) 4.59-108 (NA) 2.77-108 (NA)
GRL 5.44-10% (97.96%)  1.87-108 (100%) 3.93-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-108 (100%) 2.77-108 (100%)
Good Calo 5.44-10% (99.93%)  1.87-108 (100%) 3.93-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-108 (100%) 2.77-108 (100%)
PriVitx 5.44-10° (100%) 1.87-108 (100%) 3.93-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-10% (100%) 2.77-108 (100%)
Reco Level 5.44-10% (100%) 1.87-108 (100%) 3.93-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-108 (100%) 2.77-108 (100%)
Trigger 1.83-10% (33.59%)  7.42-107 (39.7%)  1.80-10° (4.568%)  7.28-108 (59.68%) 9.19-10° (23.21%) 1.53-108 (33.39%) 1.06-10°% (38.11%)
MU_N20== 1.29-10° (70.73%)  6.97-107 (93.99%) 1.28-105 (71.29%) 2.68-10% (36.83%) 5.73-10° (62.36%) 1.37-108 (89.27%)  7.02-107 (66.55%)
EL_N20==0 1.29-107 (99.88%)  6.97-107 (99.99%) 1.28-106(99.97%) 2.68-108 (99.92%) 5.30-10° (92.49%) 1.28-108 (93.36%)  6.08-107 (86.62%)
MU_N30== 9.88-108 (76.57%) 5.88-107 (84.34%) 8.27-10° (64.66%) 2.14-108 (79.76%)  4.17-106 (78.6%)  1.15-108 (89.63%)  5.30-107 (87.2%)
MU_N65==1 6.74-107 (6.815%) 1.11-107 (18.82%) 2.36-10° (28.52%) 2.13-107 (9.955%)  2.25-106 (53.87%) 4-107 (34.93%) 1.66-107 (31.23%)
MU_N Tight 65 == 6.74-107 (100%) 1.11-107 (100%) 2.36-10° (100%) 2.13-107 (100%) 2.25-10% (100%) 4-107 (100%) 1.66-107 (100%)
Trigger match 6.73-107 (99.89%)  1.11-107 (100%)  2.36-10° (99.99%)  2.11-107 (99.1%)  2.21-10° (98.25%) 3.99-107 (99.78%) 1.65-107 (99.72%)
JetCleaning: Loose Bad | 6.65-107 (98.8%)  1.10-107 (99.65%)  2.35-10° (99.65%)  2.09-107 (99.38%) 2.19-10° (99.46%) 3.97-107 (99.54%) 1.64-107 (99.47%)
NOBADMUON 6.65-107 (99.99%) 1.10-107 (99.79%) 2.35-10° (99.78%) 2.09-107 (99.96%) 2.19-10° (99.65%)  3.97-107 (100%)  1.64-107 (99.99%)
Save 6.65-107 (100%) 1.10-107 (100%) 2.35-10° (100%) 2.09-107 (100%) 2.19-10° (100%) 3.97-107 (100%) 1.64-107 (100%)
Lepton Veto 4.06-107 (61.03%)  9.09-100 (82.63%) 1.95-10° (83.12%)  1.66-107 (79.32%) 1.79-10° (81.92%)  3.27-107 (82.25%) 1.36-107 (82.81%)
Charge Selection 2.08-107 (51.29%)  9.09-106 (100%)  1.95-10° (99.98%) 8.96-100 (53.96%) 9.23-10° (51.55%)  1.64-107 (50.03%)  6.56-10° (48.2%)
Nt <2.4 2.08-107 (100%) 9.09-10°% (100%) 1.95-10° (100%) 8.96-10° (100%) 9.23-10° (100%) 1.64-107 (100%) 6.56-10° (100%)
P> 65 GeV 2.08-107 (100%)  9.09-10% (100%)  1.95-10° (100%)  8.96-10° (100%)  9.23-10% (100%)  1.64-107 (100%)  6.56-105 (100%)
ENISS > 85 GeV 1.81-10° (8.708%)  4.48-10° (49.3%)  1.60-10° (82.23%)  1.74-10° (19.38%)  6.68-10° (72.33%)  3.85-10° (23.57%)  1.63-10° (24.86%)
my > 200 GeV 2.60-10° (14.35%) 3.18-10° (71.05%)  1.44-10° (89.67%) 1.35-10% (77.71%) 2.79-10° (41.71%)  4.50-10° (11.66%)  4.73-10° (29.04%)
Total Efficiency [ 0.0047% 1.7% 0.37% 0.11% 0.7% 0.098% 0.17%
ProcessMC/TotalMC NA 54.16% 2.446% 22.95% 4.74% 7.651% 8.055%
Data/TotalMC 4.425%

Table 9.1.: Cutflow table for Run-2 data for the W* selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in the
previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is calculated
by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row shows the
number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The Data/TotalMC
row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte Carlo samples
are normalised to the luminosity of the data and include the pileup and generator weights.
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Data W~ — puv W~ —1v 7 — up Z—1T Top Diboson
Initial 5.56-10% (NA) 1.56- 10 (NA) 2.75-107 (NA) 1.22-107 (NA) 3.96-107 (NA) 4.59-108 (NA) 2.77-108 (NA)
GRL 5.44-10% (97.96%)  1.56-108 (100%) 2.75-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-108 (100%) 2.77-108 (100%)
Good Calo 5.44-109 (99.93%)  1.56-108 (100%) 2.75-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-10% (100%) 2.77-108 (100%)
PrivVtx 5.44-10% (100%) 1.56-108 (100%) 2.75-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-108 (100%) 2.77-108 (100%)
Reco Level 5.44-10% (100%) 1.56-108 (100%) 2.75-107 (100%) 1.22-10° (100%) 3.96-107 (100%) 4.59-108 (100%) 2.77-108 (100%)
Trigger 1.83-10° (33.59%)  6.20-107 (39.89%)  1.44-10° (5.259%)  7.28-10° (59.68%) 9.19-10° (23.21%)  1.53-10% (33.39%) 1.06-10°8 (38.11%)
MU_N 20 == 1.29-10% (70.73%)  5.85-107 (94.25%)  1.01-10° (69.83%) 2.68-108 (36.83%) 5.73-10° (62.36%) 1.37-10% (89.27%)  7.02-107 (66.55%)
EL_N20==0 1.29-107 (99.88%) 5.85-107 (99.98%) 1.01-106(99.96%) 2.68-108 (99.92%) 5.30-10° (92.49%) 1.28-108 (93.36%)  6.08-107 (86.62%)
MU_N30==1 9.88-108 (76.57%) 5.09-107 (86.99%) 6.87-10° (68.13%)  2.14-108 (79.76%)  4.17-106 (78.6%)  1.15-108 (89.63%)  5.30-107 (87.2%)
MU_N65==1 6.74-107 (6.815%)  1.08-107 (21.2%)  2.28-10° (33.23%)  2.13-107 (9.955%) 2.25-106 (53.87%) 4-107 (34.93%) 1.66-107 (31.23%)
MU_N Tight 65 == 6.74-107 (100%) 1.08-107 (100%) 2.28-10° (100%) 2.13-107 (100%) 2.25-10° (100%) 4-107 (100%) 1.66-107 (100%)
Trigger match 6.73-107 (99.89%)  1.08-107 (100%)  2.28-10° (99.99%)  2.11-107 (99.1%)  2.21-10° (98.25%) 3.99-107 (99.78%) 1.65-107 (99.72%)
JetCleaning: Loose Bad | 6.65-107 (98.8%)  1.07-107 (99.64%) 2.27-10° (99.64%) 2.09-107 (99.38%) 2.19-10° (99.46%) 3.97-107 (99.54%) 1.64-107 (99.47%)
NOBADMUON 6.65-107 (99.99%)  1.07-107 (99.71%) 2.27-10° (99.63%)  2.09-107 (99.96%) 2.19-106 (99.65%)  3.97-107 (100%)  1.64-107 (99.99%)
Save 6.65-107 (100%) 1.07-107 (100%) 2.27-10° (100%) 2.09-107 (100%) 2.19-10% (100%) 3.97-107 (100%) 1.64-107 (100%)
Lepton Veto 4.06-107 (61.03%) 8.83-10° (82.41%) 1.84-10° (81.37%) 1.66-107 (79.32%) 1.79-10° (81.92%) 3.27-107 (82.25%)  1.36-107 (82.81%)
Charge Selection 1.98-107 (48.71%)  8.83-10° (100%)  1.84-10° (99.97%)  7.64-10° (46.04%)  8.68-10° (48.45%) 1.63-107 (49.97%)  7.05-10° (51.8%)
Nt <2.4 1.98-107 (100%) 8.83-10° (100%) 1.84-10° (100%) 7.64-10% (100%) 8.68-10° (100%) 1.63-107 (100%) 7.05-10° (100%)
p’;. > 65 GeV 1.98-107 (100%) 8.83-10°% (100%) 1.84-10° (100%) 7.64-10° (100%) 8.68-10° (100%) 1.63-107 (100%) 7.05-10° (100%)
EMISS > 85 GeV 1.37-100 (6.922%)  4.20-10° (47.56%) 1.52-10° (82.55%)  7.89-10° (10.33%) 6.39-10° (73.58%) 3.79-10°% (23.21%) 1.66-10° (23.51%)
mr > 200 GeV 1.84-10° (13.45%) 3.01-10° (71.66%) 1.38-10° (90.38%)  6.04-10° (76.48%) 2.65-10° (41.56%)  4.47-10° (11.78%) 5.05-10° (30.46%)
Total Efficiency [ 0.0033% 1.9% 0.5% 0.05% 0.67% 0.097% 0.18%
ProcessMC/TotalMC NA 60.58% 2.769% 12.16% 5.343% 8.991% 10.16%
Data/TotalMC 3.705%

Table 9.2.: Cutflow table for Run-2 data for the W~ selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in the
previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is calculated
by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row shows the
number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The Data/TotalMC
row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte Carlo samples
are normalised to the luminosity of the data and include the pileup and generator weights.



9.2.1. Event Selection Efficiency and Pileup

In this section, the event selection efficiency as a function of the pileup is considered.
Figure 9.6 illustrates the event selection efficiency as a function of the average pileup for
the W — uv processes, in the full Run-2 period. The efficiency (eselection) i defined as
the ratio of simulated events meeting all selection criteria to the total simulated W — uv
events. This is expressed in Equation 9.1.

€Selection = % 9.1)
Total

Here, Nggected represents the number of events passing all selection criteria, and
Nrotal 1S the total number of simulated events. This efficiency is calculated indepen-
dently for both positive and negative charges, using the event selections as defined in
Chapter 6.1.

The efficiency remains relatively consistent across the 20-50 < p > range for both pos-
itive and negative charges. This is expected as the event selection criteria is indepen-
dent of pileup and this is where the statistics dominate. The average efficiency within
this range is approximately 0.017 (1.7%) for W* and 0.019 (1.9%) for W~, matching the
values presented in the total efficiency row of Table 9.1 for the positive charge and Ta-
ble 9.2 for negative charge.

Examining the region < y > less than 10 there is a higher efficiency, but with larger un-
certainty due to limited statistics. In contrast, the efficiency experiences a dip followed
by an increase in the < p > higher than 50 region. This region also has larger uncertain-
ties due to fewer statistics. A comparison with Figure 5.2 indicates that around < u >
greater than 53, the 2017 statistics begin to dominate over 2018. The lower efficiency in
this region is attributed to the 2017 period being less efficient at data recording, a result
of several improvements made to data-taking during that time. In the average < p >
greater than 80 range the statistics in 2018 dominate once again and the efficiency in-
creases. To see this in more detail, efficiencies of the individual Monte Carlo campaigns
(MC16a, MC16d, and MC16e), which contribute to the full Run-2 period, are shown in
Appendix E.5 and show the same trend.
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Figure 9.6.: Event selection efficiency as a function of the average < u > for Run-2 (1397!). The efficiency
is defined as the number of events passing all event selections divided by the total number
of simulated W+ — ,u+vy (top) and W~ — u~ v, (bottom) events. Errors have been calculated
using the Bayesian Error approach implemented in TGraphAsymmErrors [84].
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10. Cross-Section and Charge Asymmetry

This chapter presents the high-mass Drell-Yan charged current cross-sections and muon
charge asymmetry measurements. Firstly, the procedure for extracting the cross-sections
is explained. This involves corrections, the truth level, an explanation of the binning
used, details about the iterative Bayesian unfolding procedure and a closure test. Next,
the calculation of the systematic uncertainties is also included. Finally, the unfolded
cross-section and muon charge asymmetry is shown and the conclusions of the mea-
surement are explained.

10.1. Extraction of Cross-Section and Asymmetry

10.1.1. Cross-Section Calculation
For the estimation of the Drell-Yan cross-sections, the following Equation 10.1 is used:

do _ 1 -1 pi i i
d_xj B ij'fint~%%~SjZi‘Rij 'P"”~(Ndﬂm_kag) (10.1)

where Ax; is the bin width, £;;, the integrated luminosity and %% is the branching
ratio. The sum uses the bin indexes i for the measured reconstruction level and j for the
generated truth level. N ;a =N ;; kg is the difference between the measurement data and
all background events, which gives the number of reconstructed signal events per bin.
The response matrix is R; ; and represents the probability that an event is generated and
reconstructed in different bins. The inverse of this matrix applied to the measured data
per bin is used to correct for migrations in the data through the IBU method [116]. The
response matrix follows the same range and binning as the reconstruction and truth
level, m}’ =150 —2000 GeV. The correction factors are purity, Pl’.'n, and stability, S;, dis-

cussed in Section 10.2.

10.1.2. Asymmetry Calculation

For the calculation of the muon charge asymmetry, As,, the following Equation 10.2 is
used:

Asy=—— (10.2)
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Here o+ is the cross-section for the W* — u*v production, and o - is the cross-
section for the W~ — u~v production which are calculated using Equation 10.1.

10.2. Stability, Purity and Acceptance

In determining the cross-section within the fiducial volume defined in Section 6.1.11,
a correction is needed to account for the differences between the reconstruction and
fiducial level selections. Some events will migrate from the bin they were generated to
other bins and need to be corrected for. The levels of migration can be gauged by mea-
suring the number of events that are reconstructed and generated in the same bin. Mi-
grations are discussed in further detail in Section 10.4.1. A correction for the generated
events, which will not be reconstructed at all due to the detector’s imperfect detector
efficiencyj is also necessary.

The factor S; is the stability. The stability accounts for the number of generated
events at the truth level which are not reconstructed, e.g. due to the measurement re-
construction or efficiency. The following Equation 10.3 defines the stability:
N ieCOA truth[150,2000]

J
Ntl‘uth [150,2000]

Sj= (10.3)

The fiducial truth level selection defined in Section 6.1.11 and the reconstruction se-
lection defined in Section 6.1 are used in the definition. The bin-wise efficiency is found
by taking the quotient of the events that pass both the reconstruction and fiducial truth
level, with all events passing the fiducial truth level.

The factor P! is the purity. The purity is accounts for the number of reconstructed
events not reconstructed in the same bin on the truth level. The purity can correct for
the events smearing into the measurement range on the reconstruction level but are
generated around the mass peak in m}’ below 150 GeV. The following Equation 10.4
defines the purity:

i
NrecoA truth[150,2000]

i
Nreco [150,2000]

pl = (10.4)

Again the same truth level selections (Section 6.1.11) and reconstruction selections
(Section 6.1) are used. The purity is calculated by taking the quotient of the events that
pass both the reconstruction and fiducial truth level with all reconstructed events per
bin.

The acceptance, also known as the correction factor, is the fraction of generated events
to reconstructed events in a bin. It is used for correcting events selected at the recon-
struction level but not at the truth level. It is also used to make a bin-by-bin correction
of the detector-level events to bring them to the truth level. The bin-by-bin unfolding
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was used in this analysis to cross-check to ensure RooUnfold had been implemented
correctly. The results between the bin-by-bin unfolding the author implemented and
RooUnfold were identical, validating the RooUnfold implementation. The bin-by-bin
unfolding is unsuitable for the final measurement because it cannot account for poten-
tial bin migrations, which are present in the high mr region (see Section 10.4.1). The
acceptance can be defined as the quotient between the stability and purity or Equa-
tion 10.3 divided by Equation 10.4, which becomes Equation 10.5.

i

Al = Ntruth [150,2000]
i

Nreco [150,2000]

(10.5)

The correction factors have been obtained using the signal MC. The stability, purity
and acceptance were all calculated as a function of the truth m}" in the bin range 60 —
2000 GeV. Including the bin from 60 — 150 GeV allows for the peak and its migrations to
be seen. The positive muon charge has been shown here as no substantial difference is
observed between the lepton charges (see Appendix E1 for the negative charge).

In Figure 10.1, the stability S;, shown in the lower pad, can be observed with an effi-
ciency of around 40% throughout the measurement range. The smallest stability value
is observed in the shadow bin at 33% indicating a large fraction of events that are gen-
erated but not considered in the reconstruction. Small efficiency atlow m;" is expected
due to the acceptance cuts on reconstruction level, e.g. pé‘,E%niSS and m}¥. The upper
pad shows the events in the truth m}¥ against the reconstruction m}” where yellow indi-
cates many events while blue indicates fewer events. The numbers in each bin show the
events in the same reconstruction and truth bin divided by all truth events in the m}"
bin. Therefore, the numbers in the diagonal of this 2D plot give stability in the lower
pad.

The purity P! is shown in Figure 10.2 in the lower pad, where the purity is largest
(= 96%) at low m}’ and decreases to around 60%. This is expected from the migration,
discussed in Section 10.4.1, as there are many migrating events from bin to bin on the
reconstruction level. The effect of smearing from the mass peak decreases for the higher
m}¥ bins. The upper pad shows the events in the truth m}" against the reconstruction
my’ where yellow indicates many events while blue indicates fewer events. The num-
bers in each bin represent the calculation of events in the same reconstruction and
truth bin divided by the total number of reconstructed events in that m}’ bin. There-
fore, the diagonal of this 2D plot gives the purity in the lower pad. This matrix calculates
the iterative Bayesian unfolding discussed in Section 10.6.

The acceptance, A’, is shown in the lower pad of Figure 10.3. The acceptance is small-
est in the shadow bin at 41% and is around 55% for the following bins. This is expected
and follows from the purity and stability in the previous Figure 10.2 and Figure 10.1.
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10.3. Truth Level Definition

The boundaries of the fiducial volume are performed on the truth level Monte Carlo.
The truth level refers to a simulation where the events are simulated without any detec-
tor constraints. There are several possible truth-level definitions which differ depend-
ing on the way the photons radiated by the final state leptons are handled. These are
the following:

e Born level: before final state radiation (FSR)
e Bare level: after final state radiation

* Dressed level: bare lepton with all photons originating from the same decay vertex
in a cone of AR < 0.1 also added to the reconstruction

Figure 10.4 shows the distributions for the truth invariant mass of the W boson for the
positive and negative charge channels. Each line is used to represent a different defi-
nition of the truth level. No cuts have been applied to these distributions, which leave
a visible maximum at the mass of the W boson at 80 GeV. The lower panel shows the
bare and dressed level ratio to the born level. The bare level invariant mass distribution
is higher than the born level for events below the mass peak of 80 GeV. The shift in the
whole distribution at lower masses corresponds to the bare level’s final state radiation.
The lepton could carry less energy than the born level corresponding to a lower calcu-
lated invariant mass. As the mass increases above 80 GeV, the differences between the
bare and born levels decrease.

Additional radiated photons are added again to the bare level lepton in the dressed
level. Therefore, the energy will increase compared to the bare level mass, shifting the
dressed level mass distribution to higher masses. If all radiated photons are included in
the dressed level, it would become identical to the born level. However, this is impossi-
ble, so the dressed distribution is between bare and born level, as demonstrated by the
ratio panel in Figure 10.4.

For this analysis, the truth level refers to the born level, and all unfolded cross-sections
and asymmetry measurements have been measured using this born level only.

10.4. Optimisation of Binning

The cross-section is measured differentially in the transverse mass of the W boson, so
a binning suitable for this variable is used. The binning chosen, shown below in Equa-
tion 10.6 for this analysis, matches the high m}' analysis group to make all the results
comparable [117].

m;v = [(150,)200, 250, 300, 350, 425, 500, 600, 750,900, 1100, 1400, 2000] GeV (10.6)
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The following criteria were considered in choosing the binning:
» Experimental resolution of reconstructed events
* Bin-wise migration caused by reconstruction
* Statistical uncertainty in the data

A bin width was chosen to be larger than the resolution in each level bin. The bin-
wise migrations and statistical uncertainties were also required to be reasonably small.
The final binning is decided after checks on these criteria, with data and prediction also
being compared in this particular binning which can be found in the Internal Note of
the high m}¥ analysis [117].

10.4.1. Migration

An important feature to consider in this analysis is the so-called "bin migration", which
is characterised by the fraction of events reconstructed and generated in different bins.
The value of a variable is often different on reconstruction and truth levels. For a binned
measurement, this results in a probability that an event gets generated in a bin but re-
constructed in a different bin. The migration is important to understand so that the
detector response can be corrected. The bin migration should be kept reasonably low
for the unfolding to be accurate. To monitor the bin migration, a migration matrix M, ,
can be established, giving a mathematical connection between the variable’s value on
the truth level and after accounting for detector effects, i.e. reconstruction level. The
entries in this matrix give the probability of an truth event in bin j having a correspond-
ing reconstructed event located in bin i.

This migration matrix is created using the Monte Carlo signal. The reconstructed
event is plotted against the corresponding truth event for the kinematic variable to cre-
ate a 2D histogram where the binning is identical in both axes to get a N x N matrix. The
ratio of events in the bin to the total number of reconstructed events is calculated and
can be found in each bin. Therefore, every bin in each truth event row is normalised
to unity. This normalisation is used to see directly where events originate. It should
be noted this is not the response matrix used for unfolding which is later explained in
Section 10.6.

The migration matrix, calculated in Figure 10.5, uses the transverse mass for W+
bosons and is denoted as Mieco, (ruth - The measurement binning has been used with
the addition of two low m}’ bins. The migrations shown in this matrix are a restricting
factor when choosing the binning. This matrix is constructed using the usual signal re-
gion selection (Section 6.1) but with the m}¥ cut lowered to 60 GeV. There have been
no fiducial truth level selections (Section 6.1.11) applied to this matrix. This enables
the migration effect from the peak of the W boson to be explicitly seen. The migrations

134



from the peak are largest at lower m}’. However, it is worth noting that migrations from
the peak sample are still visible at very high m}’ seen by the presence of non-zero values
of the first column of the matrix. Taking only the diagonal elements of the matrix gives
the purity. Purity is lowest in the shadow bin and the highest m}’ bin. This is where
the effects of migration are most greatly seen. The binning chosen needed to keep the
purity at sufficiently large values to yield reasonable purities. This can be seen in the
matrix as the purities, in general, have been kept above 50%.
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Figure 10.5.: Migration matrix Myecq ¢y for the W+ — u*v signal process. The upper panel shows the
m'%v truth level vs the m%v reconstruction level events. The given numbers show the ratio of
the number of events in each bin to the total number of reconstructed events in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.

The purity is generally a few per cent lower for the negative charge in Figure 10.6
compared to the positive charge in Figure 10.5. The distribution of the truth level m} is
strictly falling in the region above the mass peak of the W boson. The charge difference
arises from the slight differences in the steepness of the mass distributions of the two
charges. This originates from the production mechanism of the W boson. More W+
boson events are produced because the proton consists of two up valence quarks but
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the number of events in each bin to the total number of reconstructed events in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.

only one down valence quark. A large Bjorken-x (see Section 2.2) is needed to produce
the W boson for very high masses. When looking at the PDFs, shown in Figure 2.2,
the valence quarks dominate in the region of high Bjorken-x. At low Bjorken-x, the sea
quarks become more dominant and are symmetric in the charges, so at lower mass,
the difference in the production rates of the W* and W~ bosons are expected to be less
pronounced. Therefore, the distribution of the W~ mass needs to be steeper, which
results in higher migration effects and lower purities. The migration matrices for the
individual Monte Carlo campaigns can be found in Appendix E2.
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10.5. Iterative Bayesian Unfolding

The ATLAS detector does not provide a perfect reconstruction of events, so a correction,
called unfolding, for the detector efficiency and acceptance effects which transforms
the measured reconstruction level to the truth level, is necessary. As seen in Equa-
tion 10.1, inverting the response matrix R;; is an essential step for calculating the truth
level cross-section. For this analysis, the method used is the iterative Bayesian unfold-
ing (IBU) [116], which is implemented through RooUnfold [118]. This method can ade-
quately unfold if non-negligible migrations between bins are present, see Section 10.4.1
for more detail on migrations.

The mathematical framework for IBU is based on Bayes’ theorem and is expressed
by effects E and causes C. The effects can be linked to the reconstruction-level events
and the causes to the truth-level events. The number of reconstructed events N; corre-
sponds to the effects E; and ng is the number of bins on the reconstruction level. The
number of predicted events in bin j of the truth distribution is C; and the number of
causes or truth bins is nc. The number of truth-level bins and reconstruction-level bins
is identical. The effects E; can be measured, but the causes C; cannot be measured di-
rectly in data. In Equation 10.7, Bayes’ theorem defines the probability for a cause C; to
produce an effect E; where P, (C;) is, in general, an arbitrary initial distribution for the
truth level.

__P(EIC)) - Po(C)
Yo P(Ei 1 Cr)-Po(Cr)

P(Cj|E;) (10.7)

P (E;| Cj) is the probability for a cause to result in a certain effect which can be ob-
tained as a migration matrix built from the Monte Carlo signal, see Section 10.6. In the
denominator of this equation, a summation over all truth level bins is made to get a
normalised probability.

To estimate the number of truth level events in a bin j, N(C;) the following Equa-
tion 10.8 is used.

~ 1 Ze
N(Cj)= o ;)P(Cj | E;) N (E)) (10.8)

Here N (E;) is the corrected for fraction of unmatched events per bin of the recon-
structed data and is equivalent to Pl?n (Naata,i — Npkg,i) seen in Equation 10.1. N (E;) is
taken and multiplied with the probability P (C; | E;) which corresponds to an element of
the inverted matrix Ri‘jl. Therefore, this multiplication expresses the number of events
that migrate from a specific bin i on the reconstruction level to a specific bin j on the
truth level. A summation of all effects (reconstruction level bins) is made per truth bin
to cover all migrations in the distribution. For this procedure, the only events consid-
ered are those selected on the truth level and, in particular, the reconstruction level is
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considered. Finally, the estimated number of causes or the unfolded number of events
is corrected for the events that are not reconstructed by multiplying with the inverse of
the efficiency defined as the ratio of reconstructed to truth events.

The estimated number of truth-level events can be optimised by using an iterative
procedure. The probability for an event to be generated in bin i is given by taking the
quotient of the estimated number of events per bin and the total number of estimated
events shown in Equation 10.9.

N(c))

= e (10.9)
ijl N(Cj)

P(c))

From Equation 10.7, it is known that an adequate initial probability distribution,

Py (Cj), is essential. The truth distribution of the signal MC sample is used as the ini-

tial guess Py (C;) in the first iteration in RooUnfold. In the second iteration Py (C;) is set

to the newly calculated P (C;). This step is repeated until a certain termination criterion
is fulfilled e.g. the total uncertainty or a y? distribution reaches a minimum.

10.6. Response Matrix for the Iterative Bayesian Unfolding

For the IBU, it is important to define a matrix used to give the probability of an event
migrating from one bin to another. However, the response matrix is defined differently
from the migration matrix Myeco,iruth Previously shown in Section 10.4.1. The migration
matrix is used to understand the migration effects per bin, particularly for the W boson
mass peak. The response matrix considers events generated and reconstructed in the
measurement range of m}¥ = 150 — 2000 GeV and must pass all cuts on reconstruction
and truth level selections. The response matrix is the inverse of the matrix shown in
Figure 10.2 and is calculated using the signal MC. Note that the first bin from m}¥ = 60—
150 GeV is shown for display purposes but is not used in the IBU. The response matrix
for the negative charge and each Monte Carlo campaign can be found in Appendix E1.
Due to the truth level selections being applied to the response matrix, the migrations
from the mass peak, i.e. truth m}’ <150 GeV, are not included leading to purities that are
considerably larger in the response matrix compared to the migration matrix Myeco truth
in Figure 10.5.

10.7. Shadow Bin

A "shadow" bin is a bin outside of the measurement range and has the purpose of stabil-
ising the unfolding procedure. This additional bin allows more sophisticated handling
of the migrations from outside the fiducial volume. A shadow bin in the transverse mass
of 150 — 200 GeV, just below the measurement range, is used for this measurement.
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In this measurement, there are considerable bin migrations as discussed in
Section 10.4.1, especially in the low m}’ region. Events originating from outside the
fiducial volume into the measurement range, which is not accounted for in the un-
folding procedure, will lead to mismeasurements. From the response matrix shown
in Figure 10.2, the events migrating into the 200 GeV bin from the lower bin are of or-
der 20%. The correction factor Pl’fn is applied once and not iteratively in the IBU. This
should be kept as high as possible to handle the migration in the iterative procedure.
If the shadow bin were not included, many events would not be accounted for in Pl?n,
which would lower the value of the correction factor Pl.i - Therefore, it was decided to
use the shadow bin in this analysis because it yields a more sophisticated handling of
migrations across bins in the low m}¥ region.

The selections taken in this analysis and the range of the shadow bin were carefully
considered. It was important to populate the shadow bin with enough events, so the
fiducial cuts on pr of the muon and neutrino were kept reasonably low. Naively, having
fiducial p¥'" cuts to match the m!¥ e.g. pk + p? ~ m!¥ = 200 GeV would be reasonable.
However, this would leave a shadow bin with few events from 150-200 GeV. Therefore,
it was important to lower not just the m}¥ cut but also the p‘T’/V cuts. There is also the
possibility to include the full mass peak by adding an additional shadow bin in m}"
from 60 — 200 GeV. By including this additional shadow bin the migrations from the full
mass peak could be handled iteratively in the IBU. However, this is ill-advised for two
reasons. Firstly, the p’T”” cuts would have to be lowered considerably for there to be no
in-smearing. However, this measurement focuses on the high m}’ region, so very low
fiducial cuts on p’T‘/V are not wanted. The reconstruction level also provides restrictions
for p’T‘/” because the lepton triggers used are only for events with transverse momen-
tum greater than 65 GeV. Also, there are known issues in the region of low E%niss where
the EMSS js not modelled very well. Secondly, the matrix method utilised in this mea-
surement described in Section 7 cannot provide a reasonable multijet estimate in the
W boson mass peak.

10.8. Technical Closure Test

A technical closure test is presented to ensure that the unfolding implemented via
RooUnfold behaves as expected with no issues introduced by the unfolding procedure.
The test uses the Monte Carlo signal, where the reconstructed distribution in place of
the real measured data is used. The IBU unfolding process is carried out on the recon-
struction distribution and the unfolded results are compared to the initial truth distri-
bution. Perfect closure is expected where the unfolded and truth distributions should
be in perfect agreement. This can be seen in Figure 10.7. The unfolded results using
the transverse mass of the W boson for the reconstruction distribution and the truth
level are shown for each charge. In the lower panel of the plots, a ratio is calculated be-
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tween the unfolded output and initial truth level distribution. This ratio is as expected

at unity for the whole m‘%" spectrum. Therefore, closure has been observed and the IBU

in RooUnfold has been implemented correctly. The full systematic and statistical uncer-

tainties are not included in the closure test.
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Figure 10.7.: Closure test for unfolding using RooUnfold. Here the reconstruction Monte Carlo has been
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used in place of real measured data. The unfolding matrix is constructed using truth
(POWHEG+PYTHIA) and reconstruction-level information. Therefore, by definition, the recon-
struction events must identically unfold to the truth level, as shown in the ratio panel. The
full systematic and statistical uncertainties are not included.



10.9. Results

10.9.1. Unfolded Differential Cross-Section

This section presents the results of the cross-section measurements in m}’ bins for the
charged-current Drell-Yan process. The number of iterations could not be optimised in
the course of this thesis; however, using two iterations was decided based on a similar
study undertaken by the high m}"" analysis group [117].

The final cross-sections are shown in Figure 10.8 for the m}! range of 200 GeV to
2000 GeV. The cross-sections for both charges fall by four orders of magnitude. It can
be observed, as expected, that in the positively charged W boson in Figure 10.8a, the
production cross-section is larger than the negatively charged W boson in Figure 10.8b.

The statistical and systematic uncertainties, as described in Chapter 8, have also been
shown in the measurement results. The cross-section uncertainties are calculated with
Equation 10.1. The black uncertainty bars represent the statistical uncertainty and the
light blue band represents the systematic uncertainty. The total uncertainty combines
these uncertainties using a sum in quadrature of all the error sources and is represented
by the dark blue band. The numerical values for the measurement cross-sections, the
relative systematic and statistical uncertainty per bin, the number of measured data
events, Monte Carlo simulation for reconstructed and truth events and the background
number of events are given in Table 10.1 and Table 10.2 for the positive and negative
charges respectively. The various contributions of the systematic uncertainties have
been grouped based on their origin and summed in quadrature for ease of being dis-
played in Table 10.3 for the positive charge and in Table 10.4 for the negative charge.
The full tables showing each individual experimental systematic uncertainty contribu-
tion can be found in Appendix E3.1. The most dominant source of systematic uncer-
tainty is the muon sagitta bias correction which is the second largest uncertainty in the
first bin (behind the multijet)and extends up to around 7% to 8% in W* and around 14%
to 15% in W~. The statistical uncertainty increases above the systematic uncertainty in
the final measurement bin to around 13% and 19% for W* and W, respectively. When
comparing the total uncertainty bands between the two charges, it is clear that the un-
certainties are largerin W~.

The lower panel of the plots show the ratio comparing the unfolded measured data
to the truth level of the signal Monte Carlo which was simulated using POWHEG-BOX and
PYTHIAS. This thesis has not included systematic theoretical uncertainties available, but
they are expected to be small (a few per cent). The deviations between Monte Carlo and
unfolded data are covered by the systematic and statistical uncertainties reasonably
well in most of the bins. Slight deviations in the higher m}’ bins were already seen in
the comparison plots in Section 9. Overall the results in the positive channel have less
substantial deviations between the truth and unfolded data, particularly in the highest
m%" bin. The positive channel also has, in general, too large cross-sections in the truth
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Monte Carlo. The opposite can be observed in the negative channel, where there are
generally too small cross-sections seen from the ratio in many bins being substantially
below unity. It is not clear why there are such noticeable differences between the results
of the two muons charges.

10.9.2. Muon Charge Asymmetry

For this section, the muon charge asymmetry measurement results are presented us-
ing m}¥ bins for the charged-current Drell-Yan process. The muon charge asymmetry
is shown in Figure 10.9 for the m!" range of 200 GeV to 2000 GeV. The statistical and sys-
tematic uncertainties, as described in Chapter 8, have also been shown in the measure-
ment results. The muon charge asymmetry uncertainties derive from the uncertainties
of the cross sections and are calculated with Equation 10.2. The black uncertainty bars
represent the statistical uncertainty and the light blue band represents the systematic
uncertainty. The total uncertainty combines these uncertainties using a sum in quadra-
ture of all the error sources and is represented by the dark blue band. The numerical
values for the asymmetry measurement and the relative systematic and statistical un-
certainty per bin are given in Table 10.5. The various contributions of the systematic
uncertainties have been grouped based on their origin and summed in quadrature for
ease of being displayed in Table 10.6. The full tables showing each individual experi-
mental systematic uncertainty contribution can be found in Appendix E3.1. The most
dominant source of systematic uncertainty is the muon sagitta bias correction, which
reaches around 33%. The statistical uncertainty increases above the systematic uncer-
tainty in the final measurement bin to around 40%. The theoretical value of the asym-
metry shows an upward trend which is not reflected in the central value of the measured
data; however, the total uncertainties cover this difference.

The lower panel of the plots show the ratio comparing the unfolded measured data
to the truth level of the signal Monte Carlo which was simulated using POWHEG-BOX and
PYTHIAS8. Theoretical systematic uncertainties available have not been included but are
expected to be small. The deviations between Monte Carlo and unfolded data are cov-
ered by the systematic and statistical uncertainties reasonably well in most of the bins.
There is a difference in the 1 TeV bin which follows from the cross-section measure-
ments presented but is not presently understood. The charge asymmetry measured
follows the results already shown in the measurement cross-sections.

10.9.3. Summary

In this section, the results shown above are condensed into Table 10.7. This table presents
the cross-sections for W* and W~ and the charge asymmetry measurements for each
measurement bin in the m}" range of 200 GeV to 2000 GeV. Each value is also presented
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systematic uncertainties are included in the uncertainty band. The dark blue band shows the
total uncertainty. The ratio is taken between the measured data and the truth (prediction)
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alongside the corresponding contribution of the statistical uncertainty first, followed
by the systematic up and down uncertainties.

10.9.4. Measurement Conclusions

The measurements presented here for the charged-current cross-sections and muon
charge asymmetry provide a good agreement between data and prediction. The largest
systematic uncertainty arises from the muon sagitta bias correction and is dominant
in the highest m!’ regions. The statistical uncertainty is particularly dominant for the
asymmetry in the highest m}" regions. These measurements, carried out differentially
in the transverse mass of the W boson, are related to the momentum fraction that a par-
ticle carries inside the proton. These results provide the capability to constrain further
the parton distribution functions relating to the up and down quarks and antiquarks,
which are responsible for producing positive and negative muons through the charged
Drell-Yan process. The results for the muon charge asymmetry in m}!" have not been
presented before in the literature and are being presented here for the first time. The
cross-section measurements have never been reported in literature using the full 13 TeV
dataset and are presented here first.
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Opara IPD] omc [PD] Ouny 1%] 09077 (%] Ograr (%] NPU@  N7e0  NTWh NBG
200 < M7 < 250 1.0041 1.0185 2.20 1.57 0.38 145577 92583 141531 53744
250 < M7 <300 0.4137 0.4305 2.41 1.95 0.58 57698 36720 59828 22112
300 < My <350 0.1989 0.2072 2.48 2.45 0.79 25815 17200 28788 9218
350 < M7 <425 0.1381 0.1442 2.81 2.83 0.98 16711 11752 20044 5394
425 < Mt <500 0.0616 0.0655 3.29 3.17 1.38 6824 5212 9107 1928
500 < M7 <600 0.0382 0.0392 3.70 3.44 1.72 3945 3134 5453 890
600 < M7y <750 0.0225 0.0233 4.39 4.04 2.26 2138 1808 3235 387
750 < M7 <900 0.0077 0.0086 5.64 5.35 3.57 731 680 1194 117
900 < M7 <1100 0.0037 0.0043 6.71 6.60 4.98 322 333 604 40
1100 < Mt <1400 0.0019 0.0021 7.28 7.49 7.14 167 155 286 18
1400 < Mt < 2000 0.0007 0.0008 7.82 8.46 12.77 66 72 110 5

Table 10.1.: This table contains the cross-section values for W* — p*v. The first column displays the muon mass bins; the second and third columns are the data

measured and predicted cross-sections computed with Equation 10.1; the fourth, fifth and sixth columns show the up, down and statistical uncertainties
in percentage, respectively; last right four columns contain the data, reconstructed, truth and background number of events in that order.
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0pata [PP]  omc [pbl &) (%] 6909 (%] Ograr (%)  NPat@  Nreco Niruth o NBG
200 < Mt < 250 0.6177 0.6285 3.13 2.20 0.51 104811 59236 87346 46049
250 < M7 <300 0.2430 0.2548 3.59 2.88 0.81 40626 22432 35402 18936
300 = M7 <350 0.1116 0.1183 3.84 3.61 1.14 17762 10150 16434 8081
350 < Mt <425 0.0769 0.0806 3.87 3.90 1.41 11234 6773 11199 4734
425 < M1 <500 0.0356 0.0351 3.77 4.01 1.92 4639 2934 4883 1658
500 < M7 <600 0.0214 0.0204 3.57 4.19 2.36 2664 1800 2841 775
600 < M7 <750 0.0117 0.0114 3.81 4.62 3.24 1377 985 1586 367
750 < M1 <900 0.0043 0.0040 4.96 5.30 4.71 470 358 554 93
900 < M7 <1100 0.0024 0.0019 6.99 7.10 6.60 226 148 266 44
1100 < M7 < 1400 0.0011 0.0008 10.40 10.71 9.13 114 79 115 17
1400 < M1 < 2000 0.0004 0.0003 15.11 1591 18.71 38 23 39 7

Table 10.2.: This table contains the cross-section values for W~ — u~v. The first column displays the muon mass bins; the second and third columns are the data
measured and predicted cross-sections computed with Equation 10.1; the fourth, fifth and sixth columns show the up, down and statistical uncertainties
in percentage, respectively; last right four columns contain the data, reconstructed, truth and background number of events in that order.
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Systematic Group

200 < M7 <250

250 < M <300 300 < My <350 350 < Mg <425 425 < M <500 500 < M7 <600 600 < M7 <750 750 < M7 <900 900 < M <1100

1100 < M7 < 1400

1400 < M7 <2000

y ~0.80 ~0.99 EWY 116 116 “1.i6 ~1.20 132 ~156 192 2.8
uon 0.80 0.99 111 1.16 1.16 1.16 1.20 1.32 1.56 1.92 2.28
Sagitta Bias ~0.95 117 ~149 ~2.09 277 336 217 547 652 702 748
0.83 112 1.67 2.20 2.65 3.09 3.82 5.16 6.41 7.23 8.14

Missing Energy ~0.82 =052 ~031 ~027 ~0.10 ~0.08 ~0.05 ~0.16 001 2017 ~0.16
0.67 0.45 0.52 0.21 0.10 0.07 0.06 0.19 0.09 0.19 0.16

pileup ~0.12 ~0.12 012 ~0.14 =016 2017 017 ~0.14 ~0.09 ~0.06 ~0.06
0.12 0.12 0.12 0.14 0.16 017 017 0.14 0.09 0.06 0.06

Jot ~045 ~053 ~0.61 =073 0.7 ~0.66 ~047 027 013 ~0.08 ~0.08

0.45 0.53 0.61 0.73 0.7 0.66 047 0.27 0.13 0.08 0.08

Multi 156 170 ~149 “1.26 ~1.08 ~0.77 ~0.40 022 ~0.13 ~0.05 ~0.13
ultijet 0.70 1.05 1.16 111 1.01 0.72 034 0.21 0.10 0.11 013

Table 10.3.: This table contains the contribution of grouped experimental systematic uncertainties in each bin for W* — p*v. The systematics were computed with
Equation 10.1 and then summed in quadrature for each group. The first column is the name of the systematic. All values are presented in percentages.

Systematic Group

200 = M <250

250 < M <300 300 < M <350 350 < M <425 425 < M <500 500 < M <600 600 < M <750 750 = M <900 900 < M <1100

1100 = M <1400

1400 = M <2000

Muon ~0.80 2097 112 127 ~136 ~135 “128 ~136 ~181 253 311
0.80 0.97 112 127 136 135 128 136 1.81 2.53 3.11

Sacitta Bi WYY 154 2.05 250 282 298 349 174 ~6.75 ~10.08 T14.78
agitta Blas 1.16 1.57 2.29 2.78 3.11 3.69 434 5.10 6.86 10.40 15.59
Missing Encrgy ~0.80 037 ~0.42 0.8 033 ~0.29 ~0.14 ~0.02 ~0.03 ~0.22 ~0.11
0.85 0.44 0.30 037 0.67 0.24 0.11 0.07 0.05 0.15 0.10

pileup ~032 ~027 ~0.18 017 ~0.19 ~0.19 ~0.19 ~0.19 ~0.20 ~0.23 ~0.24
0.32 0.27 0.18 017 0.19 0.19 0.19 0.19 0.20 0.23 0.24

ot ~0.81 ~0.85 ~0.86 ~0.89 ~0.90 =075 ~0.43 ~0.18 ~0.11 013 ~023

0.81 0.85 0.86 0.89 0.90 0.75 0.43 0.18 0.11 0.13 0.23

Multijet 256 294 288 249 ~185 114 2070 ~0.43 Z0.11 ~0.19 ~045
1.17 1.97 239 2.22 1.81 121 0.80 0.43 031 0.18 0.45

Table 10.4.: This table contains the contribution of grouped experimental systematic uncertainties in each bin for W~ — p~v. Systematics were computed with
Equation 10.1 and then summed in quadrature for each group. The first column is the name of the systematic. All values are presented in percentage.



ASu,Data AS;L,MC 6?)?3 (%] 6%%”” (%] Ostar [%]
200 = Mt < 250 0.24 0.24 4.60 4.67 1.31
250 < M7 <300 0.26 0.26 5.63 4.78 1.88
300 < M7t <350 0.28 0.27 5.71 7.02 241
350 < Mt <425 0.28 0.28 8.77 9.00 2.94
425 < Mt <500 0.27 0.30 9.15 7.70 4.34
500 < M7 <600 0.28 0.31 10.92 18.39 5.13
600 < M7 <750 0.32 0.34 11.43 12.03 6.15
750 < M1 <900 0.29 0.37 20.56 20.45 10.36
900 < M7 <1100 0.22 0.39 28.55 29.76 18.70
1100 < M7 < 1400 0.28 0.43 35.27 35.72 20.62
1400 < M1 < 2000 0.27 0.47 31.68 33.53 40.66

Table 10.5.: This table contains the muon charge asymmetry values. The first column displays the muon
mass bins; the second and third columns are the data measured and predicted cross-sections
computed with Equation 10.2; the fourth, fifth and sixth columns show the up, down and sta-
tistical uncertainties in percentage, respectively.
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Figure 10.9.: Muon charge aymmetry binned in m'}v calculated using Equation 10.2. Statistical and sys-
tematic uncertainties are included in the uncertainty band. Statistical and systematic uncer-
tainties are included in the uncertainty band. The dark blue band shows the total uncertainty.
The ratio is between the measured data and the truth (prediction) distributions.
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Systematic Group 200 < M7 <250 250 < M <300 300 < My <350 350 < Mg <425 425 < M <500 500 < M7 <600 600 < M7 <750 750 < M7 <900 900 < M <1100 1100 < M7 < 1400 1400 < M7 <2000
Muon -0.18 -0.24 -111 -0.31 -0.83 —2.62 -0.25 -0.37 —-0.86 -2.33 —-1.68
0.22 0.38 0.35 0.40 1.15 1.83 0.42 0.42 1.16 2.13 1.48
Sagitta Bias -3.93 -3.98 -6.17 -8.73 -6.75 -17.90 —-11.96 —20.42 —29.67 —35.62 —33.52
3.66 5.07 5.64 8.64 8.61 10.54 11.38 20.54 28.56 35.19 31.61
Missing Energy -0.77 -0.91 —-0.86 —-0.47 -1.30 —0.45 -0.30 —0.38 -0.18 -0.18 -0.13
0.91 0.86 0.96 0.44 1.31 0.53 0.22 0.39 0.14 0.17 0.11
Pileup -0.91 -1.30 —0.26 -0.21 -1.72 —0.26 —-0.38 -0.17 -0.33 -0.21 -0.11
0.33 0.79 0.48 0.53 0.75 0.76 0.64 0.10 0.56 1.18 0.25
Jet —2.84 -1.84 —1.42 -1.13 -3.16 -3.62 —-0.63 -1.17 —0.95 —0.46 -0.31
2.73 1.72 1.56 1.36 3.05 3.23 0.72 1.14 0.63 0.39 0.28
Multijet -0.81 -1.62 -2.19 -1.70 -1.36 —-0.65 -1.26 —0.42 -1.08 -0.95 -0.43
1.78 2.26 2.46 1.94 1.40 0.47 1.18 0.45 1.06 0.95 0.43

Table 10.6.: This table contains the contribution of grouped uncertainties in each bin for the asymmetry. Systematics were computed with Equation 10.2 and then
summed in quadrature for each group. The first column is the name of the systematic. All the values are presented in percentages.



0SI

ow- [pbl] ow+[pbl Asy
200 < My <250 0.6177+0.0031*5-0133 1.0041+0.0038+0-022% 0.2383+0.000770-919
250 < My <300 0.24300.0020* 00057 0.4137+0.0024 100709 0.26000.001370-01¢
300 < M <350 0.1116+0.0013*5-50%3 0.1989+0.0016* 50099 0.2809+0.001970-9150
350 < M1 <425 0.0769+0.0011*5:0030 0.1381+0.0014*0:0033 0.2850+0.0024 750220
425 < My <500 0.0356+0.0007*0-0013 0.0616+0.0009*5-0020 0.2677+0.003170-9215
500 < M7 < 600 0.0214:+0.0005*0- 9008 0.0382+0.0007*0-0012 0.2819+0.0041*0:039
600 < M <750 0.0117+0.0004*5-5002 0.0225+0.0005*5-0000 0.3167+0.0062*0:0302
750 < M7 < 900 0.0043+0.00020-0002 0.0077+0.0003*0- 000 0.2855+0.00840- 0287
900 < My <1100 0.0024:+0.0002*0-0002 0.0037:0.0002*0-0002 0.2178+0.008910: 0042
1100 < M7 <1400 |  0.0011+9.8074-107% (o001 0.0019:£0.0001 3961 0.28380.0166* 0107}
1400 < My < 2000 | 0.0004+7.3825 10539511970 6 6007.4.8.7647- 107523707197 5700+0.0296+0.9855

Table 10.7.: This table displays a summary of the charged current Drell-Yan cross-sections and the muon charge asymmetry measurements. The first column is the
muon mass binning; the second and the third columns are the W~ — p~v and W* — u*v cross-sections, respectively, calculated utilising Equation 10.1;
the fourth column is the muon charge asymmetry computed with Equation 10.2. The numbers are presented in the following order: the value of the
process, the data statistical uncertainty and the systematic uncertainties up and down.



11. Conclusion

Modern accelerators and detectors have reached levels of development and sophisti-
cation such that physicists can prove robust quantum field theories and provide guid-
ance on constructing new ones. The Large Hadron Collider and the ATLAS detector’s
successful operation have been paramount for obtaining the results in this thesis. The
calibration of physics objects calculated by the ATLAS performance groups, particularly
the muons seen in the detector, has unprecedented precision for the Run-2 analyses.

A one-dimensional differential cross-section and muon charge asymmetry measure-
ment for charged-current Drell-Yan processes in the muonic decay channel at high
transverse masses m,’ in the range from 200 GeV to 2000 GeV has been successfully ob-
tained and presented in this thesis. The analysis used 139 fb~! of data from pp collisions
recorded by the ATLAS detector, which constitutes the full Run-2 dataset which was col-
lected between 2015-2018 with centre-of-mass energy /s = 13 TeV.

The precise measurement of the cross-section and asymmetry allows insight into the
proton’s structure, which is essential for future measurements and searches at hadron
colliders. These results also will help provide direct constraints on the parton distribu-
tion functions of the proton. They will also be able to provide sensitivity to electroweak
and effective field theory parameters. The measurements presented here aim to in-
clude the high-mass region, unlike the previous results by ATLAS and CMS mentioned
in Section 2.5. The results in this thesis have never been presented before using centre-
of-mass energy /s = 13 TeV for the full Run-2 data and the charge asymmetry has never
been reported for the transverse mass of the W boson in the high-mass tail.

The number of events predicted by Standard Model processes is estimated using
Monte Carlo simulations and a data-driven method. The background modelling for the
multijet background uses a data-driven method estimated via the Matrix Method. The
multijet background is composed of fake muons originating from jet activities, as op-
posed to real muons from the decay of W or Z bosons. Overall a reasonable agreement
between the data and prediction can be observed in the control distributions.

The Iterative Bayesian Unfolding is used on the born lepton level for the unfolding.
The unfolding corrects for measurement efficiency, detector smearing and acceptance
caused by the analysis-specific selection criteria. This method for unfolding is ade-
quate if non-negligible migration effects between bins are present. Migrations were
investigated and shown to be present in this thesis. The unfolded cross-sections and
asymmetry were calculated in an optimised m}’ binning. The results in this thesis are
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preliminary until the number of unfolding iterations is properly optimised.

The statistical and systematic uncertainties have been included. Experimental sys-
tematic uncertainties from the measurements of muons, muon sagitta bias, missing
transverse energy, pileup, and jets are included. Systematic uncertainties for the mul-
tijet estimation were also included. Theoretical systematic uncertainties were not in-
cluded but are expected to have little impact, especially compared to the large uncer-
tainties arising from other sources. The largest systematic uncertainties arise from the
muon sagitta bias correction, which particularly dominates in the highest m}¥ bin rang-
ing from 1400 — 2000 GeV. The muon sagitta bias correction for W* bosons reaches up
to around 7% to 8% in W* and around 14% to 15% in W~, reaching up to around 33%
for the muon charge asymmetry. For the muon charge asymmetry, in the highest m}¥
bin, the statistical uncertainty increases above the systematic uncertainty in the final
measurement bin to around 40%.

The unfolded cross-sections and charge asymmetry are finally compared to the born
lepton level from the signal Monte Carlo which was simulated using POWHEG-BOX and
PYTHIA8. The agreement between the measured and predicted cross-sections is rea-
sonable within the considered uncertainties. An interesting difference between the
positive and negative W bosons is visible where the positive charge shows a trend of
overestimated predicted cross-sections and the negative charge a trend of an underes-
timated predicted cross-section. This trend is reflected explicitly in the muon charge
asymmetry results. The agreement between the measured and predicted muon charge
asymmetry is also reasonable within considered uncertainties.

The work contained in this thesis was conducted as part of a broader analysis group
in ATLAS for Standard Model measurements in the W/ Z physics group for high m!V. The
author’s contributions were to provide a muon asymmetry measurement, a cross-check
for the cross-sections in the muon channel, provide an alternative multijet estimation
and systematic uncertainties, to help with studies on the choice of optimal working
points, provide distributions with cutflows which breakdown each MC campaign used
for Run-2 estimation and help with the requesting/maintaining the derived samples
for the charged-current Drell-Yan phase space. Contributions to these and other areas
were obtained from other analysis team members, for which the author is grateful.

There are multiple areas where this analysis could be further improved. Firstly, an
improvement in the calculation of the muon sagitta bias correction, which the Muon
Combined Performance group provides, will reduce the systematic uncertainties in the
highest m}' region. Significant statistical uncertainties exist, particularly in the muon
charge asymmetry results. Half the statistical uncertainty would require approximately
four times an increase in statistics. Including the LHC Run-3 dataset would increase the
statistics for this analysis. However, combining the Run-2 and Run-3 datasets leads to
a factor 2 increase in statistics which would not be enough to lower the statistical un-
certainty substantially. Furthermore, systematic theoretical uncertainties on the signal

152



process must be considered to classify and interpret the results entirely in the future.
The systematic theoretical uncertainties must include variations of the initial and fi-
nal state radiation, the factorisation and renormalisation scales, alternative PDF mod-
els and alternative Monte Carlo generators. The results in the charged-current Drell-
Yan muonic channel analysis and a parallel electron channel analysis will also be com-
bined. An extension of this analysis is also to perform this measurement as a double-
differential measurement in the transverse mass of the W boson and the pseudorapid-
ity of the muon. There is also currently an effort to measure the tau channel for the
Drell-Yan process. Currently, a number of PhD students are working on these areas, in-
cluding EFT interpretation. The combined electron and muon analysis results aim to
be published in a peer-reviewed journal as a world-leading result.
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A. Appendix: Samples

The following is a list of all data and Monte Carlo signal and background samples used
for the measurement. The data samples are listed first with each year being specified.
The Monte Carlo samples have been listed based on the process and then further sec-
tioned based on the Monte Carlo campaign.

A.1. Data samples

A.1.1. 2015
¢ datal5_13TeV.periodD.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal5_13TeV.periodE.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal5_13TeV.periodEphysics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal5_13TeV.periodG.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
» datal5_13TeV.periodH.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

» datal5_13TeV.period].physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

A.1.2. 2016

¢ datal6_13TeV.periodA.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal6_13TeV.periodB.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal6_13TeV.periodC.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
» datal6_13TeV.periodD.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal6_13TeV.periodE.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal6_13TeV.periodEphysics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

¢ datal6_13TeV.periodG.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal6_13TeV.periodI.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

¢ datal6_13TeV.periodK.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

¢ datal6_13TeV.periodL.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

A.1.3. 2017
¢ datal7_13TeV.periodB.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal7_13TeV.periodC.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal7_13TeV.periodD.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal7_13TeV.periodE.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

* datal7_13TeV.periodEphysics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
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¢ datal7_13TeV.periodH.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal7_13TeV.periodl.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

¢ datal7_13TeV.periodK.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

A.1.4. 2018
¢ datal8_13TeV.periodB.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal8_13TeV.periodC.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal8_13TeV.periodD.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal8_13TeV.periodEphysics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal8_13TeV.periodI.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal8_13TeV.periodK.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal8_13TeV.periodL.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
¢ datal8_13TeV.periodM.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238
* datal8_13TeV.periodO.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

¢ datal8_13TeV.periodQ.physics_Main.PhysCont. DAOD_STDM4.grp23_v01_p4238

A.2. Signal samples

A2.1. W—puv

MCl6a:
W+

¢ mcl6_13TeV.361101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu.deriv.DAOD_STDM4.e3601_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301100.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_120M180.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_180M250.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301102.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_250M400.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
* mcl6_13TeV.301103.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_400M600.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
* mcl6_13TeV.301104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_600M800.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301105.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_800M1000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301106.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1000M1250.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1250M1500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1500M1750.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301109.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1750M2000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301110.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2000M2250.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301111.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2250M2500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301112.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2500M2750.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301113.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2750M3000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
¢ mcl6_13TeV.301114.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_3000M3500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239

¢ mcl6_13TeV.301116.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_4000M4500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
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mcl6_13TeV.301115.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_3500M4000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301117.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_4500M5000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301118.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_5000M.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
wW-

mc16_13TeV.361104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusmunu.deriv.DAOD_STDM4.e3601_s3126_r9364_r9315_p4239
mcl6_13TeV.301120.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_120M180.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301121.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_180M250.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301122.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_250M400.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301123.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_400M600.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301124.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_600M800.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301125.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_800M1000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301126.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1000M1250.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301127.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1250M1500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301128.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1500M1750.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mcl16_13TeV.301129.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1750M2000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301134.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_3000M3500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301132.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2500M2750.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301133.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2750M3000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mcl16_13TeV.301135.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_3500M4000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301131.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2250M2500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301136.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_4000M4500.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239
mc16_13TeV.301137.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_4500M5000.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239

mc16_13TeV.301138.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_5000M.deriv.DAOD_STDM4.e3663_s3126_r9364_r9315_p4239

MC16d:

156

W+

mcl6_13TeV.361101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu.deriv.DAOD_STDM4.e3601_s3126_r10201_r10210_p4239
mc16_13TeV.301100.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301102.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301103.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301105.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301106.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301109.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301110.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

mc16_13TeV.301111.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239



¢ mcl6_13TeV.301112.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301113.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301114.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301115.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301116.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301117.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301118.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
w-

¢ mcl6_13TeV.361104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusmunu.deriv.DAOD_STDM4.e3601_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301120.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301121.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301122.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301123.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301124.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

* mcl6_13TeV.301125.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301126.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301127.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301128.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301129.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301130.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301131.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301132.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301133.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301134.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301135.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301136.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301137.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301138.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

MClé6e:
W+

¢ mcl6_13TeV.361101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10724_r10726_p4239

* mcl6_13TeV.301100.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
¢ mcl6_13TeV.301101.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
¢ mcl6_13TeV.301102.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
¢ mcl6_13TeV.301103.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
* mcl6_13TeV.301104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
¢ mcl6_13TeV.301105.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239

¢ mcl6_13TeV.301106.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
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mc16_13TeV.301107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301109.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301110.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301111.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301112.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301113.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301114.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301115.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301116.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301117.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301118.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplusmunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
w-

mcl6_13TeV.361104.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminusmunu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301120.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301121.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301122.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301123.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301124.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301125.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301126.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301127.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301128.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301129.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301130.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301131.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301132.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301133.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301134.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301135.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301136.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301137.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239

mc16_13TeV.301138.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminmunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239



A.3. Background samples

A.3.1. it

MCl6a:

¢ mcl6_13TeV.410470.PhPy8EG_A14_ttbar_hdamp258p75_nonallhad.deriv.DAOD_STDM4.e6337_s3126_r9364_p4237

MC16d:

¢ mcl6_13TeV.410470.PhPy8EG_A14_ttbar_hdamp258p75_nonallhad.derivDAOD_STDM4.e6337_e5984_s3126_r10201_r10210_p4237

MClé6e:

e mcl6_13TeV.410470.PhPy8EG_A14_ttbar_hdamp258p75_nonallhad.derivDAOD_STDM4.e6337_e5984_s3126_r10724_r10726_p4237

A.3.2. Single Top

MC1l6a:

¢ mcl6_13TeV.410644.PowhegPythia8EvtGen_A14_singletop_schan_lept_top.derivDAOD_STDM4.e6527_s3126_r9364_p4237

¢ mcl6_13TeV.410645.PowhegPythia8EvtGen_A14_singletop_schan_lept_antitop.deriv.DAOD_STDM4.e6527_s3126_r9364_p4237
* mcl6_13TeV.410646.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top.derivDAOD_STDM4.e6552_s3126_r9364_p4237

¢ mcl6_13TeV.410647.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop.deriv.DAOD_STDM4.e6552_s3126_r9364_p4237

¢ mcl6_13TeV.410658.PhPy8BEG_A14_tchan_BW50_lept_top.deriv.DAOD_STDM4.e6671_s3126_r9364_p4237

¢ mcl6_13TeV.410659.PhPy8EG_A14_tchan_BW50_lept_antitop.deriv.DAOD_STDM4.e6671_s3126_r9364_p4237

MC16d:

¢ mcl6_13TeV.410644.PowhegPythia8EvtGen_A14_singletop_schan_lept_top.derivDAOD_STDM4.e6527_e5984_s3126_r10201_r10210_p4237
* mcl6_13TeV.410645.PowhegPythia8EvtGen_A14_singletop_schan_lept_antitop.derivDAOD_STDM4.e6527_s3126_r10201_r10210_p4237

* mcl6_13TeV.410646.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top.derivDAOD_STDM4.e6552_e5984_s3126_r10201_r10210_p4237

¢ mcl6_13TeV.410647.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop.derivDAOD_STDM4.e6552_e5984_s3126_r10201_r10210_p4237
¢ mcl6_13TeV.410658.PhPy8EG_A14_tchan_BW50_lept_top.deriv.DAOD_STDM4.e6671_e5984_s3126_r10201_r10210_p4237

e mcl6_13TeV.410659.PhPy8EG_A14_tchan_BW50_lept_antitop.derivDAOD_STDM4.e6671_e5984_s3126_r10201_r10210_p4237

MCl6e:
¢ mcl6_13TeV.410644.PowhegPythia8EvtGen_A14_singletop_schan_lept_top.deriv.DAOD_STDM4.e6527_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.410645.PowhegPythia8EvtGen_A14_singletop_schan_lept_antitop.derivDAOD_STDM4.e6527_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.410646.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_top.derivDAOD_STDM4.e6552_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.410647.PowhegPythia8EvtGen_A14_Wt_DR_inclusive_antitop.deriv.DAOD_STDM4.e6552_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.410658.PhPy8EG_A14_tchan_BW50_lept_top.deriv.DAOD_STDM4.e6671_e5984_s3126_r10724_r10726_p4237

¢ mcl6_13TeV.410659.PhPy8EG_A14_tchan_BW50_lept_antitop.derivDAOD_STDM4.e6671_e5984_s3126_r10724_r10726_p4237
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A.3.3. Z+]ets

MCl6a:

160

Z = pp

mc16_13TeV.361107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Zmumu.deriv.DAOD_STDM4.e3601_s3126_r9364_p4239
mc16_13TeV.301020.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_120M180.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301021.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_180M250.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301022.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_250M400.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301023.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_400M600.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301024.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_600M800.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301025.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_800M1000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301026.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1000M1250.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301027.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1250M1500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301028.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1500M1750.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301029.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1750M2000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301030.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2000M2250.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301031.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2250M2500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301032.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2500M2750.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301033.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2750M3000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301034.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_3000M3500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301035.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_3500M4000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301036.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_4000M4500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301037.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_4500M5000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
mc16_13TeV.301038.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_5000M.deriv.DAOD_STDM4.e3649_s3126_r9364_p4239
Z—1T

mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_STDM4.e3601_s3126_r9364_p4237
mc16_13TeV.301040.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_120M180.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301041.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_180M250.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301042.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_250M400.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301043.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_400M600.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mcl16_13TeV.301044.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_600M800.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301045.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_800M1000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301046.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1000M1250.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301047.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1250M1500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301048.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1500M1750.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301049.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1750M2000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301050.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2000M2250.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
mc16_13TeV.301051.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2250M2500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237

mc16_13TeV.301052.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2500M2750.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237



¢ mcl6_13TeV.301053.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2750M3000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
* mcl6_13TeV.301054.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_3000M3500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
¢ mcl6_13TeV.301055.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_3500M4000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
¢ mcl6_13TeV.301056.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_4000M4500.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237
¢ mcl6_13TeV.301057.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_4500M5000.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237

¢ mcl6_13TeV.301058.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_5000M.deriv.DAOD_STDM4.e3649_s3126_r9364_p4237

MCl16d:
Z—

¢ mcl6_13TeV.361107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Zmumu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301020.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_120M180.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301021.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_180M250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301022.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_250M400.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
* mcl6_13TeV.301023.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_400M600.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301024.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_600M800.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301025.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_800M1000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301026.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1000M1250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301027.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1250M1500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301028.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1500M1750.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301029.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1750M2000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
* mcl6_13TeV.301030.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2000M2250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301031.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2250M2500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301032.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2500M2750.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301034.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_3000M3500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301033.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2750M3000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301035.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_3500M4000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301036.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_4000M4500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301037.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_4500M5000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301038.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_5000M.deriv.DAOD_STDM4.e3649_e5984_s3126_r10201_r10210_p4239
Z—T1T

¢ mcl6_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_STDM4.e3601_e5984_s3126_r10239_r10210_p4237

¢ mcl6_13TeV.301040.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_120M180.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

¢ mcl6_13TeV.301041.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_180M250.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

* mcl6_13TeV.301042.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_250M400.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

¢ mcl6_13TeV.301043.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_400M600.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

¢ mcl6_13TeV.301044.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_600M800.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

¢ mcl6_13TeV.301045.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_800M1000.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

¢ mcl6_13TeV.301046.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1000M1250.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
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mcl16_13TeV.301047.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DVYtautau_1250M1500.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301048.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1500M1750.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301049.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1750M2000.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301050.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2000M2250.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301051.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2250M2500.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301052.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2500M2750.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301053.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2750M3000.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301054.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_3000M3500.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mcl16_13TeV.301055.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_3500M4000.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301056.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_4000M4500.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237
mc16_13TeV.301057.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_4500M5000.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

mc16_13TeV.301058.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_5000M.deriv.DAOD_STDM4.e3649_s3126_r10239_r10210_p4237

MCl6e:

162

Z— pp

mcl6_13TeV.361107.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Zmumu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301020.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_120M180.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301021.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_180M250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301022.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_250M400.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301023.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_400M600.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301024.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_600M800.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301025.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_800M1000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301026.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1000M1250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301027.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1250M1500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mcl16_13TeV.301028.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1500M1750.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301029.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_1750M2000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301030.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2000M2250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301031.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2250M2500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301032.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2500M2750.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301033.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_2750M3000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301034.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_3000M3500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301035.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_3500M4000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mcl16_13TeV.301036.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_4000M45000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301037.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_4500M5000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301038.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYmumu_5000M.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4239
Z—1T

mc16_13TeV.361108.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Ztautau.deriv.DAOD_STDM4.e3601_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301040.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_120M180.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237

mc16_13TeV.301041.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_180M250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237



mc16_13TeV.301042.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_250M400.derivDAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301043.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_400M600.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301044.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_600M800.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301045.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_800M1000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301046.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1000M1250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301047.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1250M1500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301048.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1500M1750.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301049.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_1750M2000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mcl6_13TeV.301050.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2000M2250.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301051.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2250M2500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301052.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2500M2750.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301053.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_2750M3000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301054.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_3000M3500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mcl6_13TeV.301055.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_3500M4000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mcl6_13TeV.301056.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_4000M4500.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237
mc16_13TeV.301057.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_4500M5000.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237

mc16_13TeV.301058.PowhegPythia8EvtGen_AZNLOCTEQ6L1_DYtautau_5000M.deriv.DAOD_STDM4.e3649_e5984_s3126_r10724_r10726_p4237

A.3.4. Diboson

MC16a:

mcl6_13TeV.364250.Sherpa_222_NNPDF30NNLO_llll.deriv.DAOD_STDM4.e5894_s3126_r9364_p4237
mc16_13TeV.364253.Sherpa_222 NNPDF30NNLO_lllv.deriv.DAOD_STDM4.e5916_s3126_r9364_p4237
mcl6_13TeV.364254.Sherpa_222_NNPDF30NNLO_llvv.derivDAOD_STDM4.e5916_s3126_r9364_p4237
mcl6_13TeV.364255.Sherpa_222_NNPDF30NNLO_lvvv.deriv.DAOD_STDM4.e5916_s3126_r9364_p4237
mc16_13TeV.363360.Sherpa_221_NNPDF30NNLO_WplvWmgqq.deriv.DAOD_STDM4.e5983_s3126_r9364_p4237
mcl16_13TeV.363359.Sherpa_221_NNPDF30NNLO_WpqqWmlv.deriv.DAOD_STDM4.e5583_s3126_r9364_p4237
mcl6_13TeV.363356.Sherpa_221_NNPDF30NNLO_ZqqZll.derivDAOD_STDM4.e5525_s3126_r9364_r9315_p4237
mcl6_13TeV.363358.Sherpa_221_NNPDF30NNLO_WqqZll.derivDAOD_STDM4.e5525_s3126_r9364_r9315_p4237

mcl6_13TeV.363489.Sherpa_221_NNPDF30NNLO_WIvZqq.deriv.DAOD_STDM4.e5525_s3126_r9364_p4237

MC16d:

mcl6_13TeV.364250.Sherpa_222_NNPDF30NNLO_llll.deriv.DAOD_STDM4.e5894_e5984_s3126_r10201_r10210_p4237
mc16_13TeV.364253.Sherpa_222_NNPDF30NNLO_lllv.deriv.DAOD_STDM4.e5916_e5984_s3126_r10201_r10210_p4237
mcl6_13TeV.364254.Sherpa_222_NNPDF30NNLO_llvv.derivDAOD_STDM4.e5916_e5984_s3126_r10201_r10210_p4237
mcl6_13TeV.364255.Sherpa_222_NNPDF30NNLO_lvvv.deriv.DAOD_STDM4.e5916_e5984_s3126_r10201_r10210_p4237
mc16_13TeV.363360.Sherpa_221_NNPDF30NNLO_WplvWmqq.derivDAOD_STDM4.e5983_e5984_s3126_r10201_r10210_p4237
mcl16_13TeV.363359.Sherpa_221_NNPDF30NNLO_WpqqWmlv.deriv.DAOD_STDM4.e5583_e5984_s3126_r10201_r10210_p4237
mc16_13TeV.363356.Sherpa_221_NNPDF30NNLO_ZqqZll.derivDAOD_STDM4.e5525_s3126_r10201_r10210_p4239

mcl6_13TeV.363358.Sherpa_221_NNPDF30NNLO_WqqZll.derivDAOD_STDM4.e5525_e5984_s3126_r10201_r10210_p4239
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¢ mcl6_13TeV.363489.Sherpa_221_NNPDF30NNLO_WIvZqq.deriv.DAOD_STDM4.e5525_e5984_s3126_r10201_r10210_p4237

MCl6e:
¢ mcl6_13TeV.364250.Sherpa_222_NNPDF30NNLO_llll.deriv.DAOD_STDM4.e5894_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.364253.Sherpa_222_NNPDF30NNLO_lllv.deriv.DAOD_STDM4.e5916_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.364254.Sherpa_222_NNPDF30NNLO_llvv.deriv.DAOD_STDM4.e5916_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.364255.Sherpa_222_ NNPDF30NNLO_lvvv.deriv.DAOD_STDM4.e5916_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.363360.Sherpa_221_NNPDF30NNLO_WplvWmqq.derivDAOD_STDM4.e5983_e5984_s3126_r10724_r10726_p4237
e mcl6_13TeV.363359.Sherpa_221_NNPDF30NNLO_WpqqWmlv.deriv.DAOD_STDM4.e5583_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.363356.Sherpa_221_NNPDF30NNLO_ZqqZll.derivDAOD_STDM4.e5525_e5984_s3126_r10724_r10726_p4237
¢ mcl6_13TeV.363358.Sherpa_221_NNPDF30NNLO_WqqZll.deriv.DAOD_STDM4.e5525_e5984_s3126_r10724_r10726_p4237

¢ mcl6_13TeV.363489.Sherpa_221_NNPDF30NNLO_WIvZqq.deriv.DAOD_STDM4.e5525_e5984_s3126_r10724_r10726_p4237

A3.5. W—-1v

MCl16a:
W+

¢ mcl6_13TeV.361102.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu.deriv.DAOD_STDM4.e3601_s3126_r9364_p4239

¢ mcl6_13TeV.301140.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_120M180.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301141.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_180M250.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301142.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_250M400.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301143.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_400M600.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301144.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_600M800.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301145.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_800M1000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301146.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1000M1250.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301147.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1250M1500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301148.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1500M1750.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301149.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1750M2000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301150.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2000M2250.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301151.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2250M2500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301152.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2500M2750.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301153.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2750M3000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301154.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_3000M3500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301155.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_3500M4000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301156.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_4000M4500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301157.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_4500M5000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301158.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_5000M.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

w-

¢ mcl6_13TeV.361105.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminustaunu.deriv.DAOD_STDM4.e3601_s3126_r9364_p4239
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¢ mcl6_13TeV.301160.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_120M180.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

* mcl6_13TeV.301161.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_180M250.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301162.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_250M400.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301163.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_400M600.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301164.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_600M800.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301165.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_800M1000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301166.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1000M1250.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301167.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1250M1500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
* mcl6_13TeV.301168.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1500M1750.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301169.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1750M2000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
* mcl6_13TeV.301170.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2000M2250.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301171.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2250M2500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301172.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2500M2750.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
* mcl6_13TeV.301173.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2750M3000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301174.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_3000M3500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301175.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_3500M4000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301176.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_4000M4500.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239
¢ mcl6_13TeV.301177.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_4500M5000.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

¢ mcl6_13TeV.301178.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_5000M.deriv.DAOD_STDM4.e3663_s3126_r9364_p4239

MCl16d:
W+

¢ mcl6_13TeV.361102.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10201_r10210_p4239
* mcl6_13TeV.301140.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301141.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301142.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301143.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301144.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
* mcl6_13TeV.301145.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301146.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301147.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301148.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301149.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301150.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301151.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301152.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301153.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
¢ mcl6_13TeV.301154.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

¢ mcl6_13TeV.301155.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
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mcl16_13TeV.301156.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301157.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301158.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
wW-

mc16_13TeV.361105.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminustaunu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301160.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301161.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301162.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301163.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mcl6_13TeV.301164.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mcl6_13TeV.301165.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301166.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301167.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301168.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mcl6_13TeV.301169.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301170.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301171.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mcl6_13TeV.301172.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mcl6_13TeV.301173.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301174.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301175.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mc16_13TeV.301176.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
mcl6_13TeV.301177.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239

mc16_13TeV.301178.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10201_r10210_p4239
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mcl6_13TeV.361102.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301140.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301141.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301142.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301143.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301144.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301145.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301146.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301147.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301148.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301149.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239

mc16_13TeV.301150.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239



mc16_13TeV.301151.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301152.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301153.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301154.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301155.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301156.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301157.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301158.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wplustaunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
w-

mc16_13TeV.361105.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wminustaunu.deriv.DAOD_STDM4.e3601_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301160.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_120M180.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301161.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_180M250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301162.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_250M400.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301163.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_400M600.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301164.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_600M800.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301165.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_800M1000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301166.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1000M1250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301167.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1250M1500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301168.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1500M1750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301169.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_1750M2000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301170.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2000M2250.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301171.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2250M2500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301172.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2500M2750.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301173.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_2750M3000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301174.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_3000M3500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301175.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_3500M4000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mc16_13TeV.301176.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_4000M4500.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
mcl6_13TeV.301177.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_4500M5000.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239

mc16_13TeV.301178.PowhegPythia8EvtGen_AZNLOCTEQ6L1_Wmintaunu_5000M.deriv.DAOD_STDM4.e3663_e5984_s3126_r10724_r10726_p4239
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B. Appendix: Scale Factors

Scale factor plots for selection efficiencies for the trigger, isolation, identification, TTVA,

k-Factor, pile-up weight. The plots shown here are for the W~ negative charge for the
combination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The W* positive
charge scale factor plots are shown in Chapter 5 for the k-Factor and Chapter 6 for the

trigger and isolation. Each plot is shown as a function of the m!¥, pr and n*. No large

differences except for the k-Factor are observed as expected between the charges.
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Figure B.1.: Scale Factor plots for average trigger cut efficiency. These plots are for W~ — u~ v for the com-
bination of Monte Carlo campaigns, MC16a, MC16d, MCl16e. The plots show average trigger
scale factors as a function of transverse mass mry (a), p’; (b) and |n#| (c). The individual sys-
tematics and statistical for one standard deviation are shown in blue and red.
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Figure B.2.: Scale Factor plots for average isolation selection efficiency. These plots are for W~ — p~v for

the combination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The plots show average
isolation scale factors as a function of transverse mass mr (a), p‘; (b) and |n#| (c). The individ-

ual systematics and statistical for one standard deviation are shown in blue and red.
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Figure B.3.: Scale Factor plots for average muon identification selection efficiency. These plots are for
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W~ — u~ v for the combination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The plots
show average isolation scale factors as a function of transverse mass mr (a), pé{ (b) and In*| (c).
The individual systematics and statistical for one standard deviation are shown in blue and
red.
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Figure B.4.: Scale Factor plots for average TTVA selection efficiency. These plots are for W~ — u~ ¥ for the
combination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The plots show average iso-
lation scale factors as a function of transverse mass mr (a), p’; (b) and |n*| (c). The individual
systematics and statistical for one standard deviation are shown in blue and red.
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Figure B.5.: Scale Factor plots for average k-Factor efficiency. These plots are for W~ — p~ v for the com-
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bination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The plots show average k-Factor
as a function of transverse mass mr (a), p’% (b) and In*| (c).
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Figure B.6.: Plots for average pileup weight. These plots are for W~ — u~v for the combination of Monte

Carlo campaigns, MC16a, MC16d, MC16e. The plots show average pileup weight as a function
of transverse mass mr (a), p’; (b) and In*| (c). The individual systematics and statistical for one
standard deviation are shown in blue and red.
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Scale Factor

Figure B.7.: Scale Factor plots for average muon identification selection efficiency. These plots are for
W* — utv for the combination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The plots
show average isolation scale factors as a function of transverse mass mr (a), pé{ (b) and In*| (c).
The individual systematics and statistical for one standard deviation are shown in blue and
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Figure B.8.: Scale Factor plots for average TTVA selection efficiency. These plots are for W+ — u*v for the
combination of Monte Carlo campaigns, MC16a, MC16d, MC16e. The plots show average iso-
lation scale factors as a function of transverse mass mr (a), p’; (b) and |n*| (c). The individual

systematics and statistical for one standard deviation are shown

in blue and red.
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Figure B.9.: Plots for average pileup weight. These plots are for W — u*v for the combination of Monte
Carlo campaigns, MC16a, MC16d, MCl16e. The plots show average pileup weight as a function
of transverse mass mr (a), p‘; (b) and In#| (c). The individual systematics and statistical for one
standard deviation are shown in blue and red.
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C. Appendix: Multijet Background
Estimation

The multijet background estimation is detailed in Chapter 7. The matrix method is
used in the calculation of this background, which involves determining the real and
fake muon efficiencies. In this section, the real and fake efficiencies for the MC16a and
MC16d Monte Carlo campaigns are shown. The MC16e campaign has been displayed
in Section 7. The real efficiency was calculated using the selections detailed in Sec-
tion 7.3.1, and the fake efficiency was calculated using the selections detailed in Sec-
tion 7.3.2. The multijet background estimation was carried out individually for each
Monte Carlo campaign and then combined to give the final estimation for the Run-2
(139 fb~1). The final multijet background estimation is shown in Section 7.4. The real
and fake efficiencies are binned three-dimensionally in pr,|n| and A®(y, E%‘iss). Each
figure shows a different A®(y, E%niss) region. The red line shows the 0 < || < 1.05, the
blue line shows the 1.05 < |n| < 1.7, and the green line shows the 1.7 < || < 2.4.
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Figure C.1.: The real muon efficiency for the calculation of the matrix method for MC16a. The real effi-
ciency has been binned three-dimensionally in p,|n| and A® (p,EITniSS ) Each figure shows a

different A® (y,EITniSS) region. The red line shows the 0 < |5| < 1.05, the blue line shows the
1.05 < |n| < 1.7 and the green line the 1.7 < || < 2.4.
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Figure C.3.: The fake muon efficiency for the calculation of the matrix method for MC16a. The fake ef-
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ficiency has been binned three-dimensionally in pr,|n| and A® (p, E%niss J Each figure shows

a different A® (y,E%niss ) region. The red line shows the 0 < 5| < 1.05, the blue line shows the
1.05 < |n| < 1.7 and the green line the 1.7 < || < 2.4.
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D. Appendix: Systematic Uncertainties

D.1. Individual Cross-Section Systematic Uncertainties

The systematic uncertainties have been discussed in Chapter 8. The following distribu-
tions are for the individual experimental systematic uncertainties for the cross-section
measurement and are calculated using Equation 10.1. The uncertainties are shown for
the W* and W~ bosons separately. The uncertainties are shown for the muon, sagitta
and missing energy uncertainties in Figures D.1 for W* and D.4 for W~. The uncertain-
ties are shown for the scale factor identification, isolation, pile-up, trigger, TTVA and jet
uncertainties in Figures D.2 for W* and D.5 for W~. The uncertainties are shown for
more jet uncertainties in Figures D.3 for W* and D.6 for W~. The largest systematic is
the muon resolution sagitta bias, up to 8% for W* and 16% for w~.

182



High m Analysis
13 TeV, 139 fb™* Simulation

— MUON_MS_1up
— MUON_SCALE__1up
1DSysU
Is0SysU
— TrigSysu

.
W vy,

a
g 40F  Highm! Analysis N R
2 E 13TeV, 139 fb” Simulation - W
% 30f
ZOE MUON_SAGITTA_RESBIAS__1up
10F
100
-20F
-300
-40F ‘
3x107 10° 2x10°
m; [GeV]
C
g 25 E High m Analysis )
9 2F 137Tev, 139 fb” Simulation W'
o 15t
E — MET_SoftTrk_ResoPara
:
0.5F  MET_SoftTrk_Scale__1up
—1E
-15F
-2F ]
-2.55 . .
3x10° 10° 2x10°
m; [GeV]
e
25
IS E igh m* Analysis
o 2F13Tev, 139t smuaion W= BV
A
15
E — MUON_SAGITTA_DATASTAT__1up
i
0.5

f°

-0.5

|
iy

-15

— MuON,Iijp_'_'_,_:—'—'i

~ b5¢ —————————— 3
X E High m? Analysis 3
o 4.5F 137ev, 139 i Simulation W iy, E
WO 4 E— MUON_MS_ 1down 3
E — MUON_SCALE_1down E
3.5E  ipsysp E
E — 1soSysD 3
3E rigsyep E|
25; 3
2
155 E
i
05F — 3
= | El
3x10° 10° 2x10°
m; [GeV]
g 40 Highm Analysis ' E
3 E 13 TeV, 139 fb” Simulation W Vu 3
% 30F E
20F E
E - MUON_SAGITTA_RESBIAS_1down E|
) ]
3x10° 10° 2x10°
m; [GeV]
= 5 T 3
§ E High m* Analysis N E|
o 4.5F 137ev, 139 b Simulation W v, E
B 4E 3
E — MET_SoftTrk_ResoPerp 3
a5 3
3F - MET_SoftTrk_Scale__1down 3
25¢ E
2
15F E
1 E
05E E
P S == E|
3x10° 10° 2x10°
m; [GeV]
O L ]
1S E igh m” Analysis E|
o 2F13Tev, 130 o simutaion. W= M Vi E
% E 3
15 |
E — MUON_SAGITTA_DATASTAT__1down 3
2 E
0.5 — MUON_ID_1down E
R
-05 ﬂ\ﬁ_;
&
L E

Figure D.1.: Individual contributions to the cross-section systematic variations in Run-2 for W* — u*v in the measure-

ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution
uncertainties along with the muon scale identification, isolation and trigger scale factor uncertainties.
Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing
energy soft track uncertainties. The labels in the legend of both plots are the conventional names given by
the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E7"'** and “ResoPara”
and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular component. Plots
(g) and (h) display the muon sagitta data statistical and muon identification uncertainty.
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Figure D.2.: Individual contributions to the cross-section systematic variations in Run-2 for W* — p*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncertain-
ties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shows the TTVA
systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.3.: Individual contributions to the cross-section systematic variations in Run-2 for W* — u*v in the measure-
ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.4.: Individual contributions to the cross-section systematic variations in Run-2 for W~ — u~% in the measure-
ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution
uncertainties along with the muon scale identification, isolation and trigger scale factor uncertainties.
Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing
energy soft track uncertainties. The labels in the legend of both plots are the conventional names given by

186 the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E’T""” and “ResoPara”
and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular component. Plots
(g) and (h) display the muon sagitta data statistical and muon identification uncertainty.
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Figure D.5.: Individual contributions to the cross-section systematic variations in Run-2 for W~ — u~#% in the measure-
ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties
for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA
systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.6.: Individual contributions to the cross-section systematic variations in Run-2 for W~ — u~% in the measure-
ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic
uncertainties.
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D.2. Individual Asymmetry Systematic Uncertainties

The systematic uncertainties have been discussed in Chapter 8. Distributions show-
ing each individual experimental systematic uncertainty considered for this measure-
ment are included in this section. The following distributions are for the experimen-
tal systematic uncertainties for the asymmertry measurement and are calculated us-
ing Equation 10.2. The uncertainties are shown for the W* and W~ bosons separately.
The uncertainties are shown for the muon, sagitta and missing energy uncertainties in
Figures D.7. The uncertainties are shown for the scale factor identification, isolation,
pile-up, trigger, TTVA and jet uncertainties in Figures D.8. The uncertainties are shown
for more jet uncertainties in Figures D.9. The largest systematic is the muon resolution
sagitta bias, up to 35%.
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Figure D.7.: Individual contributions to the muon asymmetry systematic variations in Run-2 for W — pv in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and res-
olution uncertainties along with the muon scale identification, isolation and trigger scale factor uncer-
tainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the
missing energy soft track uncertainties. The labels in the legend of both plots are the conventional names
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Figure D.8.: Individual contributions to the asymmetry systematic variations in Run-2 for W — uv in the measurement
binning for my. The plots on the left show the up variations and those on the right show the down vari-
ations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for
the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA
systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.9.: Individual contributions to the muon asymmetry systematic variations in Run-2 for W — pv in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the

down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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D.3. Systematic Uncertainties For Individual Monte Carlo
Campaigns

The systematic uncertainties have been discussed in Chapter 8. The following distribu-
tions are of the systematic uncertainties for individual Monte Carlo campaigns MCl16a,
MC16d and MCl16e. The uncertainties are shown for the W* and W~ bosons separately.
The uncertainties are first shown for the muon, sagitta and missing energy uncertain-
ties. Then uncertainties are shown for the scale factor identification, isolation, pile-
up, trigger, TTVA and jet uncertainties. Finally, more jet systematic uncertainties are
shown.

193



Figure D.10.: Individual contributions to the systematic variations in MC16a for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertain-
ties along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c)
and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy
soft track uncertainties. The labels in the legend of both plots are the conventional names given by the
JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E;”i 5% and "ResoPara" and

194

5 (%)

e (%)

P (%)

(2]

N

-2

(2]

-4

(2]

————
High m" Analysis "
137ev, 364 o simuagon W~ K Va
— MUON_MS__1up
— MUON_SCALE__1up

IDSysU

1s0SysU
— TrigsysU

3x10? 10°

2x10°
m; [GeV]

(a)

T ———
High m" Analysis
: WS gy,

13 TeV, 36.1 fb™* Simulation

MUON_SAGITTA_RESBIAS__1up

3x10? 10°

2x10°
m; [GeV]

(©

T ——— T
High m" Analysis
: Wo gy,

13 TeV, 36.1 fb™ Simulation

— MET_SoftTrk_ResoPara

MET_SoftTrk_Scale__1up

\
\

\
\‘\\\‘\\\‘

L L L Lo |
3x10? 10° 2x10°
m; [GeV]

(e)

T ——— T
High m" Analysis
: WS gy,

13 TeV, 36.1 fb™ Simulation

— MUON_SAGITTA_DATASTAT__1up

— MUON_ID__1up

/?

3x10? 10°

2x10°
m; [GeV]

(g

P (%)

> (%)

> (%)

PR (%)

(2]

N

-2

20
15
10

-4

(2]

High m" Analysis N
137ev, 364 ot simutaton W~ M Va
— MUON_MS__1down
— MUON_SCALE__1down

IDSysD

1s0SysD
— TrigSysD

%L

L . L 1
3x10? 10° 2x10°

m; [GeV]

r T =

F High m Analysis " N b

F13Tev, 361t simuaion W~ M Ve ]

E MUON_SAGITTA_RESBIAS__1down {

E | B
3x10? 10° 2x10°

m, [GeV]

T

r High m¢ Analysis " N 1

[ 137ev, 360 o simutaion W~ W V7]

[ — MET_SoftTrk_ResoPerp ]

[ MET_SoftTrk_Scale__ldown ]

) ]

L . L 1
3x10? 10° 2x10°

m, [GeV]

T

r High m¢ Analysis " N 1

[ 137ev, 361 simuiaion W~ W V7]

[ — MUON_SAGITTA_DATASTAT__1down ]

[ — MUON_ID__1down B

L . L 1
3x10? 10° 2x10°

m, [GeV]

"ResoPerp" refers to the resolution uncertainty on the parallel and perpendicular component.
Plots (g) and (h) display the muon sagitta data statistical and muon identification uncertainty.



}

— T T T T T
5 £ High m‘;" Analysis w* . ] £ High m‘;" Analysis " . ]
S £ ] £ ]

o 0.8 13Tev, 36.1 o™ Simulation LTI F13Tev, 361 b simuagon W~ Vi

2 £ ] £ ]
YO .6 Ibstat I IDStatD I

"7 [ — IsoStatU ] IsoStatD ]
0.4F — Pileupup I PileUpDown I

© [ — TrigStatu | TrigStatD |
0.2F TTvAstau 4 1.2 TTVAStatD 4
[ — TTVASysU | . TTVASysD |

oF - -
S ———1 ]
-0.2 Ei

\

i

0 . R SRR |
3 3 3 3
3x10° 10 2x10 3x10° 10 2x10
m; [GeV] m; [GeV]
(a) (b)
~ 2r T T 3 o 4r T T I ]
5 £ High m‘;" Analysis . 1 5 £ High m‘;" Analysis " . 1
P ) VASRTLRVIR ~ _F ) WS utv, g
¢ 1.5 13TeV, 36.1fb" Simulation L ¢ 3,5F13TeV, 36.1fb" Simulation L
? F ] z F ]
o [ — JET_BJES_Response__lup | o [ — JET_BJES_Response__ldown |
1F  JET_EffectiveNP_Detectorl_1up 1 3 JET_EffectiveNP_Detectorl_ 1down 1
[~ JET_EffectiveNP_Detector2__1up ] [~ JET_EffectiveNP_Detector2__1down ]
[ — JET_EffectiveNP_Mixed1__1up ] [ — JET_EffectiveNP_Mixed1__1down ]
0.5F — JET_EffectiveNP_Mixed2__1up 3 JET_EffectiveNP_Mixed2__1down |
[ — JET_EffectiveNP_Mixed3__1up ] [ — JET_EffectiveNP_Mixed3__1down ]
OF = 2 -
-0.5F E 155 E
-1F E 1 E
-1.5F E 0.5F E
- E . i 1 0 E I ]
3 3 3 3
3x10° 10 2x10 3x10° 10 2x10
m; [GeV] m; [GeV]
(c) (d)
s 2 T WP - = T VRS -
P = High m" Analysis 4 P> High m" Analysis " 4
PN - (ATLRVIR = 1 W pty,
¢ 1.5 13TeV, 36.1fb" Simulation L @ 3 TeV, 36.1 fb™ Simulation [
7 F ] z ]
o [~ JET_EffectiveNP_Modellingl__1up 1 o [~ JET_EffectiveNP_Modellingl__1down 1
lf JET_EffectiveNP_Modelling2__1up E 3 F - JET_EffectiveNP_Modelling2__ 1down E
05 F — JET_EffectiveNP_Modelling3__1up E 25 F — JET_EffectiveNP_Modelling3__1down E
F - JET_EffectiveNP_Modelling4__1up ] F - JET_EffectiveNP_Modelling4__1down ]
0fF ] 2F E
-0.5F E 155 E
-1 E 1= E
-1.5F E 0.5F E
- E . i 1 0 E
3 3 3 3
3x10° 10 2x10 3x10° 10 2x10
m; [GeV] m; [GeV]
(e) )
~ 2r T T 3 o 4r T T I ]
& £ High m‘;" Analysis . 1 5 £ High m‘;" Analysis " . 1
P ) (ASRTLRVIR ~ _F ) WS gty g
2 1.5F13TeV, 36.1fb" Simulation L 2 3,513 TeV, 36.1fb" Simulation L.
To [ — JET_EffectiveNP_Statisticall__lup | 9o [ — JET_EffectiveNP_StatisticalL__1down |
1F — JET_EffectiveNP_Statistical2__1up 1 3 [— JET_EffectiveNP_Statistical2__1down 1
[ JET_EffectiveNP_Statistical3__lup ] [ JET_EffectiveNP_Statistical3__1down ]
[ JET_EffectiveNP_Statisticald__1up ] JET_EffectiveNP_Statisticald__1down ]
0.5 F — JET _EffectiveNp_Statisticals__1up - JET_EffectiveNP_Statistical5__1down -
[ — JET_EffectiveNP_Statisticalé__1up ] JET_EffectiveNP_Statisticalé__1down ]
OF . 2 -
-0.5F E 155 E
-1 E 1 E
-1.5F E 0.5F E
- E . i 1 0 E | ]
3 3 3 3
3x10° 10 2x10 3x10° 10 2x10
m; [GeV] m; [GeV]

(g

(h)

Figure D.11.: Individual contributions to the systematic variations in MC16a for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. It also shows the TTVA systematic un-
certainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertainties.
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Figure D.12.: Individual contributions to the systematic variations in MC16a for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertain-
ties.
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Figure D.13.:

Individual contributions to the systematic variations in MC16a for W~ — u~¥ in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertain-
ties along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c)
and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy
soft track uncertainties. The labels in the legend of both plots are the conventional names given by the
JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E’T"i 55 and "ResoPara"l&hd
"ResoPerp" refers to the resolution uncertainty on the parallel and perpendicular component.

Plots (g) and (h) display the muon sagitta data statistical and muon identification uncertainty.



Figure D.14.: Individual contributions to the systematic variations in MC16a for W~ — u~v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA systematic
uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertain-
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Figure D.15.: Individual contributions to the systematic variations in MC16a for W~ — u~¥ in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertain-
ties.
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Figure D.16.: Individual contributions to the systematic variations in MC16d for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertain-
ties along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c)
and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy
soft track uncertainties. The labels in the legend of both plots are the conventional names given by the
JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E;”i 5% and "ResoPara" and
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"ResoPerp" refers to the resolution uncertainty on the parallel and perpendicular component.
Plots (g) and (h) display the muon sagitta data statistical and muon identification uncertainty.
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Figure D.17.: Individual contributions to the systematic variations in MC16d for W* — u*v in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. It also shows the TTVA systematic un-
certainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertainties.
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Figure D.18.: Individual contributions to the systematic variations in MC16d for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertain-
ties.
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Figure D.19.: Individual contributions to the systematic variations in MC16d for W~ — u~ ¥ in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertain-
ties along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c)
and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy
soft track uncertainties. The labels in the legend of both plots are the conventional names given by the
JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E’T"i 55 and "ResoPara' 24
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"ResoPerp" refers to the resolution uncertainty on the parallel and perpendicular component.
Plots (g) and (h) display the muon sagitta data statistical and muon identification uncertainty.



Figure D.20.: Individual contributions to the systematic variations in MC16d for W~ — u~¥ in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA systematic
uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertain-
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Figure D.21.: Individual contributions to the systematic variations in MC16d for W~ — u~ ¥ in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertain-
ties.
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Figure D.22.: Individual contributions to the systematic variations in MC16e for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertain-
ties along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c)
and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy
soft track uncertainties. The labels in the legend of both plots are the conventional names given by the
JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E;”i 5% and "ResoPara" and
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Figure D.23.: Individual contributions to the systematic variations in MC16e for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. It also shows the TTVA systematic un-
certainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertainties.
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Figure D.24.: Individual contributions to the systematic variations in MC16e for W* — u*v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.

All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertain-
ties.
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Figure D.25.:

Individual contributions to the systematic variations in MC16e for W~ — u~¥ in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the muon scale and resolution uncertain-
ties along with the muon scale identification, isolation and trigger scale factor uncertainties. Plots (c)
and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show the missing energy
soft track uncertainties. The labels in the legend of both plots are the conventional names given by the
JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E’T"i 55 and "ResoPara' 28
"ResoPerp" refers to the resolution uncertainty on the parallel and perpendicular component.

Plots (g) and (h) display the muon sagitta data statistical and muon identification uncertainty.



Figure D.26.: Individual contributions to the systematic variations in MC16e for W~ — u~v in the measurement bin-
ning for my. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties for the muon
identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA systematic
uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic uncertain-
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Figure D.27.: Individual contributions to the systematic variations in MC16e for W~ — u~v in the measurement bin-
ning for mr. The plots on the left show the up variations and those on the right show the down variations.
All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s systematic uncertain-
ties.
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D.4. Cross-Section Systematic Uncertainties For Individual
Monte Carlo Campaigns

This section is for the distributions of the systematic uncertainties for individual Monte
Carlo campaigns MC16a, MC16d and MC16e. The systematic uncertainties have been
discussed in Chapter 8. The following distributions are for the experimental system-
atic uncertainties for the cross-section measurement and are calculated using Equa-
tion 10.1. The uncertainties are shown for the W* and W~ bosons separately. The
uncertainties are first shown for the muon, sagitta and missing energy uncertainties.
Then uncertainties are shown for the scale factor identification, isolation, pile-up, trig-
ger, TTVA and jet uncertainties. Finally, more jet systematic uncertainties are shown.
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Figure D.28.:
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surement binning for mr. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
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Figure D.29.: Individual contributions to the cross-section systematic variations in MC16a for W* — py*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncer-
tainties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shows the
TTVA systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s
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Figure D.30.: Individual contributions to the cross-section systematic variations in MC16a for W* — py*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.31.: Individual contributions to the cross-section systematic variations in MC16a for W~ — v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional

216 names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E?"i”
and “ResoPara” and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
tainty.
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Figure D.32.: Individual contributions to the cross-section systematic variations in MC16a for W~ — p~ ¥ in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncer-
tainties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are
the TTVA systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.33.: Individual contributions to the cross-section systematic variations in MC16a for W~ — y~ v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.34.: Individual contributions to the cross-section systematic variations in MC16d for W* — u*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track Fg’lg
and “ResoPara” and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
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Figure D.35.: Individual contributions to the cross-section systematic variations in MC16d for W* — p*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncer-
tainties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shows the
TTVA systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.40.: Individual contributions to the cross-section systematic variations in MC16e for W* — pu*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track 12:2%
and “ResoPara” and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
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Figure D.36.: Individual contributions to the cross-section systematic variations in MC16d for W* — p*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.

222



High m‘;" Analysis
3 TeV, 44.3 fb Simulation

MUON_MS__1up
MUON_SCALE__1up

e
High m" Analysis

A A
3Tev, 443 simuaion W K Vy
MUON_MS__1down

MUON_SCALE__1down

IDSysU ’i 3.5F  ipsysp E
IsoSysU E 3 £ — IsoSysD E
TrigSysU E [ — TrigSysD E
3 25- 3
i 2
155
. ; i Iiz
-2 E 05 —c—F—L =
_o5E . PR | E o=—= L q
3x10? 10° 2x10° 3x10? 10° 2x10°
m; [GeV] m; [GeV]
(a) (b)
§ 40; Hil‘_;h mY )\naly‘sis tTTT ‘ = é ;\3 40; Hiéh m¥ ‘Analy‘sls ' T ‘ o é
o E137Tev, 443t simuaion W oM Vi ] o E137ev, 403t simuaion W oM V]
% 30f E % 30f E
20 g MUON_SAGITTA_RESBIAS__1up E 20 g MUON_SAGITTA_RESBIAS__1down E
100 3 10; 3
-10F E -10F E
3x10? 10° 2x10° 3x10? 10° 2x10°
m; [GeV] m; [GeV]
() (d)
< 2.5¢ T —— 7 3 < 5¢ T ——— T ]
é E High m‘;" Analysis R L E E’\./ E High m‘;" Analysis R o E
o 2F13Tev,a43mrsimuaion WK Vu o 45F137ev, aaa i simuaion W W Yy ]
%0 £ | %0 £ |
1.5F - 4= -
E — MET_SoftTrk_ResoPara 3 E — MET_SoftTrk_ResoPerp ]
1 ] 3s5¢ ]
0.5F  MET_SoftTrk_Scale_1up 3 3F MET_SoftTrk_Scale__1down E
of I 4 25F E
Ll E ot . P— ! E
10° 2x10° 3x10? 10° 2x10°
m; [GeV] m, [GeV]
(e) )
9\/ E High m‘;" Analysis ~ L E High m‘;" Analysis ~ o
o 2F13Tev, 4431  Simulaion W K Vy F13Tev, 443t simuaton W ~H Vu
s

MUON_SAGITTA_DATASTAT__1up

05 E— MUON_ID__1up

MUON_SAGITTA_DATASTAT__1down

E— MUON_ID__1s

%&

-15F -15F
-2F -2F
_o5E . L) o5k . |
3x10? 10° 2x10° 3x10? 10° 2x10°
m; [GeV] m; [GeV]
(g (h)

Figure D.37.: Individual contributions to the cross-section systematic variations in MC16d for W~ — p~¥ in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track F%QS
and “ResoPara” and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
tainty.
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Figure D.38.: Individual contributions to the cross-section systematic variations in MC16d for W~ — =¥ in the mea-

224

surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncer-
tainties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are
the TTVA systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.39.: Individual contributions to the cross-section systematic variations in MC16d for W~ — p~¥ in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.41.: Individual contributions to the cross-section systematic variations in MC16e for W* — py*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncer-
tainties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shows the
TTVA systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s

226

High rn:‘ Analysis

F 13 TeV, 58.5 fb™ Simulation
IDStatu

IsoStatU

PileUpUp

TrigStatu

TTVAStatu

TTVASysU

Wo gy,

K

10° 2x10°
m; [GeV]

(a)

T ———
High rn:‘ Analysis
aTev, 585 simuiation W~ K Vi
JET_BJES_Response__1up
JET_EffectiveNP_Detectorl__1up
JET_EffectiveNP_Detector2__1up
JET_EffectiveNP_Mixed1__1up
JET_EffectiveNP_Mixed2__1up
JET_EffectiveNP_Mixed3__1up

3x10? 10° 2x10°
m; [GeV]

(©

£ High m" Analysis

2F 137ev, 588 o simutaion W' = B Vi
JET_EffectiveNP_Modellingl__1up
JET_EffectiveNP_Modelling2__1up
JET_EffectiveNP_Modelling3__1up

JET_EffectiveNP_Modelling4__1up

3x10? 10° 2x10°
m; [GeV]

(e)

T ——— T
High m" Analysis

o WS uy,
3 TeV, 58.5 fb™ Simulation H
JET_EffectiveNP_Statisticall__1up

JET_EffectiveNP_Statistical2__1up
JET_EffectiveNP_Statistical3__1up
JET_EffectiveNP_Statisticald__1up
JET_EffectiveNP_Statistical5__1up

JET_EffectiveNP_Statisticalé__1up

3x10? 10° 2x10°
m; [GeV]

(g

systematic uncertainties.

P (%)
EN

b N w 4
aN O w o N o a

[
[

|
|

o
wn

o

> (%)
EN

o [ N w 4
O UL N O w N o;

> (%)
EN

b N w 4
aN O w oD oa

o I
o v n

PR (%)
EN

o [ N w 4
O v N O w N U;

High m:’ Analysis N .

13Tev, 565 " Simuaton W~ M Vi
IDStatD

— IsoStatD

— PileUpDown

— TrigStatD

TTVAStatD

TTVASysD

3x10° 10° 2x10°
m; [GeV]

(b)

T T T
ioh m"

High m Ar:alysls W+q u+ v

13 TeV, 58.5 fb™ Simulation H

— JET_BJES_Response__ldown
JET_EffectiveNP_Detectorl__1down
JET_EffectiveNP_Detector2__1down

— JET_EffectiveNP_Mixed1__1down

— JET_EffectiveNP_Mixed2__1down

— JET_EffectiveNP_Mixed3__1down

3x10° 10° 2x10°
m; [GeV]

(d)

Wo gy,

Hilc]h m:’ ‘Analy‘sls '

13 TeV, 58.5 fb™ Simulation
JET_EffectiveNP_Modellingl__1down
JET_EffectiveNP_Modelling2__1down

— JET_EffectiveNP_Modelling3__1down

JET_EffectiveNP_Modelling4__1down

3x10° 10° 2x10°
m; [GeV]

®

T T — T
ioh m"

High m¢ Ar:alysls W+_. u+ v

13 TeV, 58.5 fb™ Simulation H

— JET_EffectiveNP_Statisticall__1down

— JET_EffectiveNP_Statistical2__1down
JET_EffectiveNP_Statistical3__1down
JET_EffectiveNP_Statistical4__1down

— JET_EffectiveNP_Statistical5__1down

— JET_EffectiveNP_Statisticalé__1down

n n PR ME——|
3x10° 10° 2x10°
m; [GeV]

(h)



= 25¢ T 3 o 5F L
é E High m‘;" Analysis W . E E’) E High m‘;" Analysis W+ .
o 2 13Tev, 585 fbo Simulation - WV o o 4.5 13Tev, 58.5 fb Simulation = KV
7 E ] z E
© 15F— JET_Etalntercalibration_NonClosure_2018data__1up — g4 JET_Etalntercalibration_NonClosure_2018data__1down|
F - JET_Etalntercalibration_NonClosure_negEta_ lup E - JET_Etaintercalibration_NonClosure_negEta__1down 3
1F ] 3.5¢
E -~ JET_Etalntercalibration_NonClosure_posEta__lup 7 E — JET_Etalntercalibration_NonClosure_posEta__1dowi
0.5 g — JET_Etaintercalibration_TotalStat__1up E 3 g — JET_Etalntercalibration_TotalStat__1down
OF 1 25
-0.5F 3 2F
-1F 3 15
-1.5F E 1=
-2F ] 05-
_o5E . | B 0F ! 3
3x10° 10° 2x10° 3x10° 10° 2x10°
m; [GeV] m; [GeV]
(a) (b)
= 25¢ L 3 o 5F L
= £ High m‘;" Analysis w . | = £ High m‘;" Analysis " N
~ E 3 < =
o 2 13Tev, 585 fo Simulation - WV o o 45 137ev, 585 m simuaton W~ K Vi
7 E ] z E
YO 1 5 JET_Flavor_Composition__1up 3 o AF— JET_Flavor_Composition__1down
' JET_Flavor_Response__1up E| F — JET_Flavor_Response__ldown
1F  JET_Pileup_Offsetvu__1up 3 3.5C  JET_Pileup_OffsetMu_1down
E — JET_Pileup_OffsetNPV__1up 9 " F — JET_Pileup_OffsetNPV__1down
0.5 F — JET_Pileup_RhoTopology__1up = 3 — JET_Pileup_RhoTopology__1down
E - JET_Etantercalibration_Modelling__1up E E - JET_Etaintercalibration_Modelling__1down
0 ;ﬁfi ] 25¢
-0.5F 3 2F
-1F 3 1.5
-1.5F E 1=
-2F ] 05
5 E ) o 3 0 ﬂ e 3
2 3 3 2 3 3
3x10 10 2x10 3x10 10 2x10
m; [GeV] m; [GeV]
() (d)
= 25¢ L 3 o 5F T
= £ High m‘;" Analysis w . | = £ High m‘;" Analysis " N
~ E 3 < =
o 2 137Tev, 585 fo Simulation - WV o o 45 137ev, 585 simuaion W~ K Vi
) 15 E - JET_JER_EffectiveNP_1_ 1up E o 4 F - JET_JER_EffectiveNP_1__ldown
O F _ JET_JER_EffectiveNP_2__1u E F — JET_JER EffectiveNP_2__1down
E - JET_JER EffectiveNP_3_1up E E - JET_JER EffectiveNP_3_ 1down
1F — JET_JER EffectiveNP_4__1up | 3.5F  JET_JER EffectiveNP_4__1down
F — JET_JER_EffectiveNP_5__1up E F — JET_JER EffectiveNP_5__1down
0.5F  JET_JER_EffectiveNP_6__1up — 3F  JET_JER_EffectiveNP_6__1down
E - JET_JER_EffectiveNP_7restTerm_1up k| E -~ JET_JER EffectiveNP_7restTerm__ldown
O—— — 25
-05F E 20
-1F 3 1.5
-1.5F E 1=
-2F 3 05 1
E E E == N
o5k . L q e ———— —
3x10° 10° 2x10° 3x10° 10°
m; [GeV] m; [GeV]
(e) )
= 25¢ L 3 o 5F T
= £ High m‘;" Analysis w . | = £ High m‘;" Analysis " N
~ E 3 < =
o 2 137Tev, 585 fi Simulation - WV o o 45 137ev, 585 simuaion W~ K Vi
% £ | ) £
15F 3 4k
F — JET_JER_DataVsMC_MC16__1up E| F — JET_JER_DataVsMC_MC16__1down
T E 3.5F
05 ; — JET_Pileup_PtTerm__1up é 3 ; — JET_Pileup_PtTerm__idown
(1) T 25
-0.5F 3 2F
-1F 3 1.5
-1.5F E 1=
-2F 3 0.5
o5k . L E| b= E|
3x10° 10° 2x10° 3x10° 10° 2x10°
m; [GeV] m; [GeV]

8 (h)

Figure D.42.: Individual contributions to the cross-section systematic variations in MC16e for W* — pu*v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.43.: Individual contributions to the cross-section systematic variations in MC16e for W~ — y~ v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E?"i”
and “ResoPara”’ and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
tainty.
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Figure D.44.: Individual contributions to the cross-section systematic variations in MC16e for W~ — p~ v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncer-
tainties for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are
the TTVA systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.45.: Individual contributions to the cross-section systematic variations in MC16e for W~ — y~ v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
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D.5. Asymmetry Systematic Uncertainties For Individual Monte
Carlo Campaigns

This section is for the distributions of the systematic uncertainties for individual Monte
Carlo campaigns MC16a, MC16d and MC16e. The systematic uncertainties have been
discussed in Chapter 8. The following distributions are for the experimental systematic
uncertainties for the asymmetry measurement and are calculated using Equation 10.2.
The uncertainties are first shown for the muon, sagitta and missing energy uncertain-
ties. Then uncertainties are shown for the scale factor identification, isolation, pile-
up, trigger, TTVA and jet uncertainties. Finally, more jet systematic uncertainties are
shown.
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Figure D.46.: Individual contributions to the muon asymmetry systematic variations in MC16a for W — pv in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E?"i”
and “ResoPara”’ and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
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Figure D.47.: Individual contributions to the asymmetry systematic variations in MC16a for W — pv in the measure-
ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties
for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA
systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.48.: Individual contributions to the muon asymmetry systematic variations in MC16a for W — uv in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.49.: Individual contributions to the muon asymmetry systematic variations in MC16d for W — puv in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E?I'BS
and “ResoPara” and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-

tainty.
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Figure D.50.: Individual contributions to the asymmetry systematic variations in MC16d for W — pv in the measure-
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ment binning for m7. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties
for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA
systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.51.: Individual contributions to the muon asymmetry systematic variations in MC16d for W — v in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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Figure D.52.: Individual contributions to the muon asymmetry systematic variations in MC16e for W — pv in the mea-
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surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) and (b) show the muon scale and
resolution uncertainties along with the muon scale identification, isolation and trigger scale factor un-
certainties. Plots (c) and (d) display the muon sagitta resolution bias uncertainty. Plots (e) and (f) show
the missing energy soft track uncertainties. The labels in the legend of both plots are the conventional
names given by the JetEtMiss group. "MET" stands for missing energy, "SofTrk" refers to soft track E?"i”
and “ResoPara”’ and “ResoPerp” refers to the resolution uncertainty on the parallel and perpendicular
component. Plots (g) and (h) display the muon sagitta data statistical and muon identification uncer-
tainty.
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Figure D.53.: Individual contributions to the asymmetry systematic variations in MC16e for W — pv in the measure-
ment binning for my. The plots on the left show the up variations and those on the right show the down
variations. All values are presented in percentages. Plots (a) and (b) show the scale factor uncertainties
for the muon identification, isolation, trigger and TTVA statistical uncertainties. Also shown are the TTVA
systematic uncertainty and the pileup uncertainty. Plots (c) to (h) display the effect of the jet’s systematic
uncertainties.
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Figure D.54.: Individual contributions to the muon asymmetry systematic variations in MC16e for W — uv in the mea-
surement binning for my. The plots on the left show the up variations and those on the right show the
down variations. All values are presented in percentages. Plots (a) to (h) display the effect of the jet’s
systematic uncertainties.
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E. Appendix: Control Distributions

The following section shows control distributions for each Monte Carlo campaign ind-
vidually. The kinematic variables presented were discussed in Chapter 9. The plots for
the positive charge process, negatively charged process and the combination of charges
is displayed. Each Monte Carlo campaign shows reasonable agreement which is re-
flected by the control distributions presented in the main body of this work. The cut-
flows for each campaign and charge have also been included.

The relative contributions in the form of a pie chart has also been shown for each
Monte Carlo campaign. Most samples’ contribution is similar in each campaign ex-
cept for the multijet which is considerably smaller in MC16a due to less statistics being
available in this campaign.

E.1. MCl16a

High m'" Analysis  Vs= 13 TeV, 362 fb*

High m'" Analysis  Vs= 13 TeV, 36.2 fb*
W' pt v,

W1y,

W — w (66.1%) W - w (584%)

1z - 11(0.1%)
B Z - pu(8.3%)
[ singletop (2.3%)
I ttbar (18.3%)
[ diboson (2.3%)
I multijet (1.4%)

EEW - 1 (1.2%)

[z - 11(0.1%)
[ Z - pu(5.4%)
[ singletop (3.2%)
I ttbar (26.5%)

[ diboson (3.5%)
I multijet (2.0%)
B W - v (0.9%)

Figure E.1.: Chart showing relative contributions of all Monte Carlo in the signal region for MC16a, for

a

muon charge (a) W+ and (b) W~.

b
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tion is shown with black points, the signal and the background contributions with solid lines.
In the shaded band, systematic experimental uncertainties have been combined with the MC
statistical uncertainties. The data statistical uncertainties are shown on the data points. Lumi-
nosity uncertainties have not been included.
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MU_N65==1 1.80-107 (6.78%)  2.86-10° (18.92%) 6.21-10* (28.94%) 5.62-10° (10.11%) 6.12-10° (54.57%) 9.89-10° (34.75%) 3.25-100 (31.51%)
MU_N Tight 65 == 1.80-107 (100%) 2.86-106 (100%) 6.21-10% (100%) 5.62-105 (100%) 6.12-10° (100%) 9.89-10% (100%) 3.25-10% (100%)
Trigger match 1.80-107 (99.89%)  2.86-10% (100%)  6.21-10% (99.98%) 5.56-106 (98.96%)  6.01-10° (98.18%)  9.87-106 (99.78%)  3.24-10° (99.66%)
JetCleaning: Loose Bad | 1.79-107 (99.26%)  2.85-10° (99.78%)  6.20-10* (99.77%)  5.54-10° (99.49%)  5.99-10° (99.59%)  9.84-106 (99.65%)  3.23-10° (99.58%)
NOBADMUON 1.79-107 (100%)  2.85-10° (99.81%) 6.19-10% (99.83%) 5.53-10% (99.96%) 5.97-10° (99.71%)  9.84-106 (100%)  3.23-10° (99.99%)
Save 1.79-107 (100%) 2.85-10°% (100%) 6.19-10% (100%) 5.53-10% (100%) 5.97-10° (100%) 9.84-10° (100%) 3.23-10° (100%)
Lepton Veto 1.09-107 (61.09%)  2.36-100 (82.79%)  5.16-10* (83.36%)  4.40-106 (79.53%)  4.90-10° (82.09%)  8.11-10° (82.4%)  2.68-10° (82.92%)
Charge Selection 5.60-10% (51.33%)  2.36-10° (100%)  5.16-10% (99.98%) 2.39-10° (54.32%)  2.53-10° (51.52%)  4.09-10° (50.5%)  1.35-10° (50.36%)
Nt <2.4 5.60-10% (100%) 2.36-10°% (100%) 5.16-10% (100%) 2.39-10% (100%) 2.53-10° (100%) 4.09-10°% (100%) 1.35-10°% (100%)
P> 65 GeV 5.60-10° (100%)  2.36-10% (100%)  5.16-10* (100%)  2.39-10° (100%)  2.53-10% (100%)  4.09-10°% (100%)  1.35-105 (100%)
ENISS > 85 GeV 4.68-10° (8.361%)  1.16-10° (49.08%)  4.24-10% (82.24%)  4.92-10° (20.6%)  1.81-10° (71.74%)  9.26-10° (22.63%)  3.29-10° (24.38%)
my > 200 GeV 6.89-10% (14.7%)  8.32-10° (71.86%)  3.81-10* (89.83%) 3.91-10° (79.31%)  7.59-10% (41.9%)  1.10-10° (11.87%)  1.00-10° (30.55%)
Total Efficiency [ 0.004% 1.7% 0.12% 0.12% 0.72% 0.096% 0.18%
ProcessMC/TotalMC NA 53.78% 2.463% 25.25% 4.906% 7.11% 6.487%
Data/TotalMC 4.453%

Table E.1.: Cutflow table for 2015 and 2016 data for the W* selection showing the effect each selection has on the number of events. The first column lists the name of
the selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.
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Data W~ — puv W~ —1v 7 — up Z—1T Top Diboson
Initial 1.74-107 (NA) 3.99-107 (NA) 2.17-107 (NA) 3.17-10% (NA) 1.06-107 (NA) 1.15-10% (NA) 5.67-107 (NA)
GRL 1.70-10° (97.81%)  3.99-107 (100%) 2.17-107 (100%) 3.17-108 (100%) 1.06-107 (100%) 1.15-108 (100%) 5.67-107 (100%)
Good Calo 1.70-10° (99.89%)  3.99-107 (100%) 2.17-107 (100%) 3.17-108 (100%) 1.06-107 (100%) 1.15-108 (100%) 5.67-107 (100%)
PriVitx 1.70-10% (100%) 3.99-107 (100%) 2.17-107 (100%) 3.17-108 (100%) 1.06-107 (100%) 1.15-108 (100%) 5.67-107 (100%)
Reco Level 1.70-10° (100%) 3.99-107 (100%) 2.17-107 (100%) 3.17-108 (100%) 1.06-107 (100%) 1.15-108 (100%) 5.67-107 (100%)
Trigger 5.18-10% (30.52%)  1.60-107 (40.07%)  3.85-10° (1.776%) 1.91-10% (60.05%) 2.51-10% (23.71%)  3.84-107 (33.42%) 2.20-107 (38.77%)
MU_N20== 3.65-108 (70.55%)  1.51-107 (94.68%) 2.69-10° (69.91%)  7.07-107 (37.1%)  1.57-10° (62.34%) 3.43-107 (89.35%)  1.40-107 (63.9%)
EL_N20==0 3.65-108 (99.88%)  1.51-107 (99.98%) 2.69-10° (99.96%)  7.07-107 (99.92%)  1.45-10° (92.52%)  3.20-107 (93.35%) 1.20-107 (85.35%)
MU_N30==1 2.66-108 (72.88%) 1.31-107 (86.38%)  1.78-10° (66.3%)  5.56-107 (78.72%) 1.12-10° (77.51%) 2.85-107 (88.88%) 1.03-107 (86.12%)
MU_N65==1 1.80-107 (6.78%)  2.78-10° (21.28%)  6.01-10* (33.68%) 5.62-10° (10.11%) 6.12-10° (54.57%) 9.89-10° (34.75%)  3.25-10° (31.51%)
MU_N Tight 65 == 1.80-107 (100%) 2.78-10°% (100%) 6.01-10* (100%) 5.62-10°% (100%) 6.12-10° (100%) 9.89-10°% (100%) 3.25-10% (100%)
Trigger match 1.80-107 (99.89%)  2.78-106 (100%) 6.01-10* (100%)  5.56-106 (98.96%) 6.01-10° (98.18%)  9.87-10° (99.78%)  3.24-10° (99.66%)
JetCleaning: Loose Bad | 1.79-107 (99.26%) 2.78-10° (99.77%)  5.99-10% (99.78%)  5.54-10° (99.49%) 5.99-10° (99.59%) 9.84-10% (99.65%)  3.23-10° (99.58%)
NOBADMUON 1.79-107 (100%)  2.77-10° (99.74%)  5.97-10* (99.69%) 5.53-10° (99.96%) 5.97-10° (99.71%)  9.84-10° (100%)  3.23-10° (99.99%)
Save 1.79-107 (100%) 2.77-108 (100%) 5.97-10% (100%) 5.53-108 (100%) 5.97-10° (100%) 9.84-108 (100%) 3.23-10% (100%)
Lepton Veto 1.09-107 (61.09%) 2.29-108 (82.51%)  4.87-10* (81.48%)  4.40-106 (79.53%)  4.90-10° (82.09%)  8.11-10° (82.4%)  2.68-10° (82.92%)
Charge Selection 5.31-100 (48.67%)  2.29-10° (100%)  4.87-10* (99.98%) 2.01-10% (45.68%) 2.38-10° (48.49%)  4.01-10° (49.5%)  1.33-10° (49.64%)
Nt <2.4 5.31-10% (100%) 2.29-10° (100%) 4.87-10% (100%) 2.01-10% (100%) 2.38-10° (100%) 4.01-10% (100%) 1.33-10°% (100%)
pt > 65 GeV 5.31-10° (100%) 2.29-10°% (100%) 4.87-10% (100%) 2.01-10% (100%) 2.38-10° (100%) 4.01-10°% (100%) 1.33-108 (100%)
EMISS > 85 GeV 3.50-10° (6.592%)  1.08-10° (47.29%)  4.02-10% (82.62%) 2.24-10° (11.14%) 1.74-10° (73.03%) 8.94-10° (22.29%)  3.24-10° (24.37%)
mr > 200 GeV 4.83-10% (13.79%)  7.83-10° (72.43%)  3.63-10% (90.37%)  1.79-10° (79.89%) 7.22-10% (41.61%) 1.07-10° (11.93%) 1.06-10° (32.87%)
Total Efficiency [ 0.0028% 2% 0.17% 0.056% 0.68% 0.093% 0.19%
ProcessMC/TotalMC NA 60.99% 2.832% 13.94% 5.627% 8.318% 8.293%
Data/TotalMC 3.762%

Table E.2.: Cutflow table for 2015 and 2016 data for the W~ selection showing the effect each selection has on the number of events. The first column lists the name of
the selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



0S¢

Data

WE— v

WE v

Z — P

Z =TT

Top

Diboson

Initial 3.47-109 (NA) 8.78-107 (NA) 5.33-107 (NA) 6.35-108 (NA) 2.12-107 (NA) 2.30-10% (NA) 1.13-10% (NA)
GRL 3.40-109 (97.81%)  8.78-107 (100%) 5.33-107 (100%) 6.35-108 (100%) 2.12-107 (100%) 2.30-108 (100%) 1.13-108 (100%)
Good Calo 3.39-109 (99.89%)  8.78-107 (100%) 5.33-107 (100%) 6.35-108 (100%) 2.12-107 (100%) 2.30-108 (100%) 1.13-108 (100%)
PriVtx 3.39-10° (100%) 8.78-107 (100%) 5.33-107 (100%) 6.35-108 (100%) 2.12-107 (100%) 2.30-108 (100%) 1.13-108 (100%)
Reco Level 3.39-10° (100%) 8.78-107 (100%) 5.33-107 (100%) 6.35-108 (100%) 2.12-107 (100%) 2.30-108 (100%) 1.13-108 (100%)
Trigger 1.04-10% (30.52%)  3.52-107 (40.03%) 8.67-10° (1.627%) 3.81-108 (60.05%) 5.02-10° (23.71%)  7.68-107 (33.42%)  4.40-107 (38.77%)
MU_N 20 == 7.30-108 (70.55%)  3.32-107 (94.54%) 6.13-10° (70.63%)  1.41-108 (37.1%)  3.13-100 (62.34%) 6.86-107 (89.35%)  2.81-107 (63.9%)
EL N20==0 7.29-108 (99.88%)  3.32-107 (99.99%)  6.12-10° (99.97%)  1.41-108 (99.92%)  2.90-108 (92.52%)  6.41-107 (93.35%) 2.40-107 (85.35%)
MU_N30== 5.32-108 (72.88%) 2.82-107 (84.85%) 3.93-10° (64.19%) 1.11-108 (78.72%) 2.24-10° (77.51%) 5.69-107 (88.88%) 2.06-107 (86.12%)
MU_N65==1 3.60-107 (6.78%)  5.64-106 (20.02%) 1.22-10° (31.09%) 1.12-107 (10.11%) 1.23-10° (54.57%) 1.98-107 (34.75%) 6.50-10°% (31.51%)
MU_N Tight 65 == 3.60-107 (100%) 5.64-106 (100%) 1.22-10° (100%) 1.12-107 (100%) 1.23-10% (100%) 1.98-107 (100%) 6.50-106 (100%)
Trigger match 3.60-107 (99.89%)  5.64-106 (100%)  1.22-10° (99.99%) 1.11-107 (98.96%) 1.20-10° (98.18%) 1.97-107 (99.78%)  6.48-10% (99.66%)
JetCleaning: Loose Bad | 3.57-107 (99.26%)  5.63-10° (99.77%)  1.22-10° (99.77%) 1.11-107 (99.49%) 1.20-10° (99.59%) 1.97-107 (99.65%)  6.45-10° (99.58%)
NOBADMUON 3.57-107 (100%)  5.62-106(99.78%) 1.22-10° (99.76%) 1.11-107 (99.96%) 1.19-106 (99.71%) 1.97-107 (100%)  6.45-105 (99.99%)
Save 3.57-107 (100%) 5.62-10% (100%) 1.22-10° (100%) 1.11-107 (100%) 1.19-108 (100%) 1.97-107 (100%) 6.45-10% (100%)
Lepton Veto 2.18-107 (61.09%)  4.64-106 (82.65%) 1.00-10° (82.43%) 8.80-10% (79.53%)  9.80-10° (82.09%)  1.62-107 (82.4%)  5.35-10° (82.92%)
Charge Selection 1.09-107 (50%) 4.64-108 (100%)  1.00-10° (99.98%)  4.40-10° (50%) 4.90-10° (50%) 8.11-10°% (50%) 2.68-10°% (50%)
Il <2.4 1.09-107 (100%) 4.64-10°% (100%) 1.00-10° (100%) 4.40-10% (100%) 4.90-10° (100%) 8.11-10° (100%) 2.68-10% (100%)
pt > 65 GeV 1.09-107 (100%) 4.64-106 (100%) 1.00-10° (100%) 4.40-10% (100%) 4.90-10° (100%) 8.11-10% (100%) 2.68-10° (100%)
EINISS > 85 GeV 8.19-10° (7.5%)  2.24-10° (48.2%)  8.26-10* (82.42%)  7.16-10° (16.28%)  3.55-10° (72.36%)  1.82-10° (22.46%)  6.52-10° (24.38%)
mr > 200 GeV 1.17-10° (14.31%)  1.61-10°% (72.14%)  7.44-10% (90.09%) 5.69-10° (79.49%) 1.48-10° (41.76%)  2.17-10° (11.9%)  2.07-10° (31.7%)
Total Efficiency [ 0.0034% 1.8% 0.14% 0.09% 0.7% 0.094% 0.18%
ProcessMC/TotalMC NA 57.05% 2.63% 20.12% 5.233% 7.658% 7.306%
Data/TotalMC 4.139%

Table E.3.: Cutflow table for 2015 and 2016 data for the W* selection showing the effect each selection has on the number of events. The first column lists the name of
the selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



E.2. MCl16d

This section shows the relative contribution of all samples, the control distributions and
the cutflows for the MC16d campaign. The positive charge is presented first, followed
by the negative charge and finally the combination of these two charges is shown. The
kinematic variables presented were discussed in Chapter 9. The control distributions
show reasonable agreement between data and prediction.

High mﬁ’ Analysis s= 13 TeV, 44.3 fb™* High_mf Analysis (s= 13 TeV, 44.3 fo*
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Figure E.8.: Chart showing relative contributions of all Monte Carlo in the signal region for MC16d, for
muon charge (a) W+ and (b) W~.
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on the data points. Luminosity uncertainties have not been included.
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86¢

Data

WT — uv

W —1v

Z — P

Z—1T

Top

Diboson

Initial 1.69-107 (NA) 5.93-107 (NA) 3.17-10% (NA) 3.94-108 (NA) 1.15-107 (NA) 1.47-108 (NA) 1.34-10% (NA)
GRL 1.64-10° (96.86%)  5.93-107 (100%) 3.17-108 (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
Good Calo 1.64-10° (99.94%)  5.93-107 (100%) 3.17-106 (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
PriVitx 1.64-10° (100%) 5.93-107 (100%) 3.17-10° (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
Reco Level 1.64-10° (100%) 5.93-107 (100%) 3.17-108 (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
Trigger 5.50-10% (33.59%) 2.31-107 (38.98%) 5.29-10° (16.68%) 2.33-10% (58.99%)  2.60-10° (22.55%)  4.88-107 (33.13%)  5.03-107 (37.48%)
MU_N20== 3.97-108 (72.07%) 2.17-107 (93.82%) 3.81-10° (71.96%) 8.52-107 (36.63%) 1.64-10° (62.91%) 4.36-107 (89.33%)  3.42-107 (68.02%)
EL_N20==0 3.96-108 (99.87%) 2.17-107 (99.99%) 3.81-10° (99.97%) 8.51-107 (99.92%) 1.52-10° (92.69%) 4.07-107 (93.37%)  3.02-107 (88.29%)
MU_N30== 3.11-108 (78.45%) 1.83-107 (84.65%) 2.46-10° (64.59%) 6.83-107 (80.25%) 1.19-10° (78.24%)  3.67-107 (90.08%)  2.65-107 (87.69%)
MU_N65==1 2.15-107 (6.912%) 3.34-10° (18.19%) 6.36-10* (25.87%)  6.52-10° (9.548%)  6.14-10° (51.7%)  1.29-107 (35.17%)  8.22-10° (31.04%)
MU_N Tight 65 == 2.15-107 (100%) 3.34-10°% (100%) 6.36-10* (100%) 6.52-10°% (100%) 6.14-10° (100%) 1.29-107 (100%) 8.22-10° (100%)
Trigger match 2.15-107 (99.89%)  3.34-10° (100%)  6.36-10% (99.99%)  6.47-106 (99.23%)  6.04-10° (98.28%)  1.29-107 (99.79%)  8.20-10% (99.75%)
JetCleaning: Loose Bad | 2.12-107 (98.67%)  3.32-10° (99.59%)  6.34-10* (99.63%)  6.43-10° (99.36%) 6-10° (99.41%) 1.28-107 (99.5%)  8.15-10° (99.44%)
NOBADMUON 2.12-107 (99.99%) 3.32-10° (99.81%) 6.32-10* (99.75%)  6.43-10° (99.98%) 5.98-10° (99.63%)  1.28-107 (100%)  8.15-105 (99.99%)
Save 2.12-107 (100%) 3.32-10° (100%) 6.32-10% (100%) 6.43-10° (100%) 5.98-10° (100%) 1.28-107 (100%) 8.15-10° (100%)
Lepton Veto 1.29-107 (60.71%)  2.74-106 (82.52%) 5.25-10% (83%) 5.08-10% (79.05%)  4.89-10° (81.81%)  1.05-107 (82.2%)  6.75-10° (82.83%)
Charge Selection 6.59-10% (51.27%)  2.74-10° (100%)  5.25-10% (99.98%)  2.69-10° (53%)  2.52-10° (51.55%) 5.25-10% (49.89%) 3.10-10° (45.95%)
Nt <2.4 6.59-10° (100%) 2.74-10°% (100%) 5.25-10% (100%) 2.69-10° (100%) 2.52-10° (100%) 5.25-10% (100%) 3.10-10° (100%)
P> 65 GeV 6.59-10° (100%) ~ 2.74-10% (100%)  5.25-10* (100%)  2.69-10° (100%)  2.52-10% (100%)  5.25-10% (100%)  3.10-105 (100%)
ENISS > 85 GeV 5.88-10° (8.924%)  1.30-10° (47.62%)  4.23-10* (80.72%)  4.13-10° (15.34%)  1.82-10° (72.24%)  1.26-10° (23.92%)  7.39-10° (23.83%)
my > 200 GeV 8.27-10% (14.07%)  8.98-10° (68.87%) 3.76-10% (88.85%) 3.10-10° (75.01%)  7.59-10% (41.65%) 1.46-10° (11.58%)  2.04-10° (27.66%)
Total Efficiency [ 0.0049% 1.5% 1.2% 0.079% 0.66% 0.099% 0.15%
ProcessMC/TotalMC NA 53.72% 2.251% 18.55% 4.54% 8.711% 12.23%
Data/TotalMC 4.951%

Table E.4.: Cutflow table for 2017 data for the W selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



6G¢

Data

W~ —puv

W~ —1v

Z — P

Z—-T1T

Top

Diboson

Initial 1.69-107 (NA) 4.92-107 (NA) 2.37-105 (NA) 3.94-10% (NA) 1.15-107 (NA) 1.47-10% (NA) 1.34-10% (NA)
GRL 1.64-10° (96.86%)  4.92-107 (100%) 2.37-106 (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
Good Calo 1.64-10° (99.94%)  4.92-107 (100%) 2.37-10° (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
PriVitx 1.64-10% (100%) 4.92-107 (100%) 2.37-10% (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
Reco Level 1.64-10° (100%) 4.92-107 (100%) 2.37-108 (100%) 3.94-108 (100%) 1.16-107 (100%) 1.47-108 (100%) 1.34-108 (100%)
Trigger 5.50-108 (33.59%)  1.93-107 (39.24%)  4.24-10° (17.85%) 2.33-10% (58.99%) 2.60-10% (22.55%)  4.88-107 (33.13%) 5.03-107 (37.48%)
MU_N20== 3.97-108 (72.07%)  1.82-107 (94.09%) 2.99-10° (70.49%) 8.52-107 (36.63%) 1.64-10° (62.91%) 4.36-107 (89.33%)  3.42-107 (68.02%)
EL_N20==0 3.96-108 (99.87%) 1.82-107 (99.98%) 2.99-10° (99.96%) 8.51-107 (99.92%) 1.52-10° (92.69%) 4.07-107 (93.37%)  3.02-107 (88.29%)
MU_N30==1 3.11-108 (78.45%) 1.59-107 (87.23%) 2.02-10° (67.82%) 6.83-107 (80.25%) 1.19-10° (78.24%)  3.67-107 (90.08%)  2.65-107 (87.69%)
MU_N65==1 2.15-107 (6.912%)  3.25-10° (20.53%)  6.17-10* (30.47%) 6.52-10° (9.548%)  6.14-10° (51.7%)  1.29-107 (35.17%)  8.22-10° (31.04%)
MU_N Tight 65 == 2.15-107 (100%) 3.25-10°% (100%) 6.17-10* (100%) 6.52-10° (100%) 6.14-10° (100%) 1.29-107 (100%) 8.22-10° (100%)
Trigger match 2.15-107 (99.89%)  3.25-10° (99.99%)  6.17-10% (99.99%)  6.47-106 (99.23%)  6.04-10° (98.28%)  1.29-107 (99.79%)  8.20-10% (99.75%)
JetCleaning: Loose Bad | 2.12-107 (98.67%)  3.24-10° (99.59%)  6.14-10% (99.55%)  6.43-10° (99.36%)  6-10° (99.41%) 1.28-107 (99.5%)  8.15-10° (99.44%)
NOBADMUON 2.12-107 (99.99%)  3.23-10° (99.73%)  6.12-10% (99.66%)  6.43-10° (99.98%) 5.98-10° (99.63%)  1.28-107 (100%)  8.15-10% (99.99%)
Save 2.12-107 (100%) 3.23-10° (100%) 6.12-10% (100%) 6.43-106 (100%) 5.98-10° (100%) 1.28-107 (100%) 8.15-10% (100%)
Lepton Veto 1.29-107 (60.71%)  2.66-10° (82.43%) 4.97-10* (81.26%)  5.08-106 (79.05%)  4.89-10° (81.81%)  1.05-107 (82.2%)  6.75-10° (82.83%)
Charge Selection 6.26-100 (48.73%)  2.66-10° (100%)  4.97-10% (99.97%)  2.39-10% (47%)  2.37-10° (48.45%) 5.28-10°% (50.11%)  3.65-10° (54.05%)
Nt <2.4 6.26-10° (100%) 2.66-10° (100%) 4.97-10% (100%) 2.39-10% (100%) 2.37-10° (100%) 5.28-10° (100%) 3.65-10° (100%)
p’;. > 65 GeV 6.26-10°% (100%) 2.66-10°% (100%) 4.97-10* (100%) 2.39-10° (100%) 2.37-10° (100%) 5.28-10% (100%) 3.65-10% (100%)
EMISS > 85 GeV 4.46-10° (7.125%) 1.23-10° (46.01%)  4.04-10* (81.2%)  1.88-10° (7.874%) 1.74-10° (73.51%) 1.24-10% (23.51%)  7.79-10° (21.35%)
my > 200 GeV 5.89-10% (13.19%) 8.54-10° (69.66%)  3.62-10% (89.7%)  1.34-10° (71.02%)  7.23-10% (41.51%) 1.45-10° (11.71%)  2.19-10° (28.06%)
Total Efficiency [ 0.0035% 1.7% 1.5% 0.034% 0.63% 0.099% 0.16%
ProcessMC/TotalMC NA 58.49% 2.481% 9.149% 4.953% 9.954% 14.97%
Data/TotalMC 4.033%

Table E.5.: Cutflow table for 2017 data for the W~ selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



09¢

Data

WE— v

WE v

Z — P

Z =TT

Top

Diboson

Initial 3.38-109 (NA) 1.08-10% (NA) 5.54-108 (NA) 7.88-108 (NA) 2.31-107 (NA) 2.95-108 (NA) 2.68-108 (NA)
GRL 3.28-109 (96.86%)  1.09-108 (100%) 5.55-106 (100%) 7.88-108 (100%) 2.31-107 (100%) 2.95-108 (100%) 2.68-108 (100%)
Good Calo 3.28-109 (99.94%)  1.09-108 (100%) 5.55-106 (100%) 7.88-108 (100%) 2.31-107 (100%) 2.95-108 (100%) 2.68-108 (100%)
PriVtx 3.28-10° (100%) 1.09-108 (100%) 5.55-108 (100%) 7.88-108 (100%) 2.31-107 (100%) 2.95-108 (100%) 2.68-108 (100%)
Reco Level 3.28-10° (100%) 1.09-108 (100%) 5.55-108 (100%) 7.88-108 (100%) 2.31-107 (100%) 2.95-108 (100%) 2.68-108 (100%)
Trigger 1.10-10° (33.59%)  4.24-107 (39.1%)  9.53-10° (17.19%)  4.65-108 (58.99%) 5.21-10° (22.55%) 9.76-107 (33.13%)  1.01-108 (37.48%)
MU_N 20 == 7.93-108 (72.07%) 3.99-107 (93.94%)  6.79-10° (71.3%)  1.70-10% (36.63%)  3.28-10° (62.91%) 8.72-107 (89.33%)  6.84-107 (68.02%)
EL_N20==0 7.92-108 (99.87%)  3.98-107 (99.99%)  6.79-10° (99.96%) 1.70-108 (99.92%)  3.04-10° (92.69%) 8.14-107 (93.37%)  6.04-107 (88.29%)
MU_N30== 6.21-108 (78.45%) 3.42-107 (85.83%) 4.48-10° (66.01%) 1.37-108 (80.25%) 2.38-10° (78.24%)  7.34-107 (90.08%) 5.30-107 (87.69%)
MU_N65==1 430-107 (6.912%) 6.59-10° (19.28%) 1.25-10° (27.95%) 1.30-107 (9.548%)  1.23-10% (51.7%)  2.58-107 (35.17%)  1.64-107 (31.04%)
MU_N Tight 65 == 4.30-107 (100%) 6.59-106 (100%) 1.25-10° (100%) 1.30-107 (100%) 1.23-10% (100%) 2.58-107 (100%) 1.64-107 (100%)
Trigger match 4.29-107 (99.89%)  6.59-106 (100%)  1.25-10° (99.99%) 1.29-107 (99.23%) 1.21-10° (98.28%)  2.58-107 (99.79%)  1.64-107 (99.75%)
JetCleaning: Loose Bad | 4.23-107 (98.67%)  6.56-10° (99.59%)  1.25-10° (99.59%) 1.29-107 (99.36%)  1.20-10° (99.41%)  2.56-107 (99.5%)  1.63-107 (99.44%)
NOBADMUON 4.23-107 (99.99%) 6.55-10°% (99.77%)  1.24-10° (99.71%)  1.29-107 (99.98%) 1.20-10° (99.63%)  2.56-107 (100%) 1.63-107 (99.99%)
Save 4.23-107 (100%) 6.55-106 (100%) 1.24-10° (100%) 1.29-107 (100%) 1.20-108 (100%) 2.56-107 (100%) 1.63-107 (100%)
Lepton Veto 2.57-107 (60.71%)  5.40-100 (82.47%) 1.02-10° (82.14%)  1.02-107 (79.05%) 9.78-10° (81.81%)  2.11-107 (82.2%)  1.35-107 (82.83%)
Charge Selection 1.29-107 (50%) 5.40-10% (100%)  1.02-10° (99.97%)  5.08-10° (50%) 4.89-10° (50%) 1.05-107 (50%) 6.75-10° (50%)
InH <2.4 1.29-107 (100%) 5.40-10°% (100%) 1.02-10° (100%) 5.08-10°% (100%) 4.89-10° (100%) 1.05-107 (100%) 6.75-10°% (100%)
pt > 65 GeV 1.29-107 (100%) 5.40-10°% (100%) 1.02-10% (100%) 5.08-10° (100%) 4.89-10° (100%) 1.05-107 (100%) 6.75-10% (100%)
EMSS > 85 GeV 1.03-10° (8.048%)  2.53-10° (46.83%)  8.27-10* (80.96%)  6.01-10° (11.83%)  3.56-10° (72.86%)  2.50-10° (23.71%)  1.52-10° (22.49%)
mr > 200 GeV 1.42-10° (13.69%) 1.75-10°% (69.25%)  7.38-10% (89.27%)  4.44-10° (73.76%) 1.48-10° (41.58%) 2.91-10° (11.65%) 4.23-10° (27.86%)
Total Efficiency [ 0.0042% 1.6% 1.3% 0.056% 0.64% 0.099% 0.16%
ProcessMC/TotalMC NA 55.94% 2.358% 14.16% 4.733% 9.291% 13.51%
Data/TotalMC 4.523%

Table E.6.: Cutflow table for 2017 data for the W* selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



E.3. MCl6e

This section shows the relative contribution of all samples, the control distributions and
the cutflows for the MC16e campaign. The positive charge is presented first, followed
by the negative charge and finally the combination of these two charges is shown. The
kinematic variables presented were discussed in Chapter 9. The control distributions

show reasonable agreement between data and prediction.

High mﬁ’ Analysis {s= 13 TeV, 58.5 fb™*
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Figure E.15.: Chart showing relative contributions of all Monte Carlo in the signal region for MCl16e, for
muon charge (a) W+ and (b) W~.
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Figure E.16.: MC16e W™ — u*v control distributions for pfy, |A¢l, EF''SS, m, n# and ¢#. The data contribu-
tion is shown with black points, the signal and the background contributions with solid lines.
In the shaded band, systematic experimental uncertainties have been combined with the MC
statistical uncertainties. The data statistical uncertainties are shown on the data points. Lu-
minosity uncertainties have not been included.
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Figure E.19.: MC16e W~ — u~v control distributions for < y >, d0%'8, TrackETZOIp‘; and (/)E'Tnm. The data
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points. Luminosity uncertainties have not been included.
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Figure E.20.: MC16e combined charge W* — uv control distributions for pfy, |A¢l, ES5, mp, n# and ¢*.
The data contribution is shown with black points, the signal and the background contribu-
tions with solid lines. In the shaded band, systematic experimental uncertainties have been
combined with the MC statistical uncertainties. The data statistical uncertainties are shown
on the data points. Luminosity uncertainties have not been included.
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Figure E.21.: MC16e combined charge W* — uv control distributions for < u >, d058, TrackEr20/ p’; and
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89¢

Data

WT — uv

W —1v

Z — P

Z—1T

Top

Diboson

Initial 2.13-10% (NA) 7.96-107 (NA) 4.49-105 (NA) 5.07-108 (NA) 1.75-107 (NA) 1.97-108 (NA) 8.60-107 (NA)
GRL 2.11-109 (98.95%)  7.96-107 (100%) 4.49-10° (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
Good Calo 2.11-109 (99.96%)  7.96-107 (100%) 4.49-106 (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
PriVitx 2.11-10° (100%) 7.96-107 (100%) 4.49-10° (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
Reco Level 2.11-10% (100%) 7.96-107 (100%) 4.49-10° (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
Trigger 7.60-10% (36.06%)  3.19-107 (40.06%)  7.84-10° (17.46%)  3.04-10% (59.99%)  4.08-10° (23.35%)  6.61-107 (33.57%) 3.33-107 (38.67%)
MU_N20== 5.31-108 (69.88%)  2.99-107 (93.85%) 5.55-10° (70.89%)  1.12-10% (36.8%)  2.53-10° (62.03%) 5.89-107 (89.18%) 2.20-107 (66.08%)
EL_N20==0 5.30-108 (99.88%)  2.99-107 (99.99%) 5.55-10° (99.96%) 1.12-108 (99.92%) 2.34-100 (92.34%) 5.50-107 (93.37%) 1.86-107 (84.84%)
MU_N30== 4.12-108 (77.7%)  2.53-107 (84.57%) 3.67-10° (66.01%) 8.96-107 (80.04%) 1.86-100 (79.51%) 4.94-107 (89.73%) 1.62-107 (87.11%)
MU_N65==1 2.79-107 (6.764%)  4.86-10° (19.21%)  1.10-10° (30.06%) 9.11-10° (10.17%) 1.02-10° (54.84%) 1.72-107 (34.86%) 5.09-10° (31.37%)
MU_N Tight 65 == 2.79-107 (100%) 4.86-106 (100%) 1.10-10° (100%) 9.11-10% (100%) 1.02-10% (100%) 1.72-107 (100%) 5.09-106 (100%)
Trigger match 2.78-107 (99.88%)  4.86-10% (100%)  1.10-10° (99.99%)  9.03-10%(99.09%) 1.00-10° (98.28%)  1.72-107 (99.78%)  5.08-10° (99.7%)
JetCleaning: Loose Bad | 2.75-107 (98.61%)  4.84-10° (99.61%)  1.10-10° (99.6%)  8.97-10° (99.33%)  9.95-10° (99.41%) 1.71-107 (99.51%)  5.05-10° (99.45%)
NOBADMUON 2.74-107 (99.99%)  4.83-10° (99.75%)  1.09-10° (99.77%)  8.96-10° (99.95%)  9.91-10° (99.63%)  1.71-107 (100%)  5.05-105 (99.99%)
Save 2.74-107 (100%) 4.83-108 (100%) 1.09-10° (100%) 8.96-10° (100%) 9.91-10° (100%) 1.71-107 (100%) 5.05-10° (100%)
Lepton Veto 1.68-107 (61.23%)  3.99-10% (82.6%)  9.09-10* (83.07%) 7.12-106 (79.39%) 8.12-10° (81.89%)  1.40-107 (82.2%)  4.18-10° (82.71%)
Charge Selection 8.62-10% (51.27%)  3.99-10° (100%)  9.09-10% (99.98%) 3.87-10° (54.42%) 4.19-10° (51.57%) 7.00-10% (49.87%) 2.11-10° (50.47%)
Nt <2.4 8.62-10° (100%) 3.99-10°% (100%) 9.09-10% (100%) 3.87-10° (100%) 4.19-10° (100%) 7.00-10% (100%) 2.11-10% (100%)
P> 65 GeV 8.62-10° (100%)  3.99-10% (100%)  9.09-10* (100%)  3.87-10° (100%)  4.19-10% (100%)  7.00-10° (100%)  2.11-105 (100%)
ENISS > 85 GeV 7.56-10° (8.769%)  2.02-10° (50.58%)  7.55-10* (83.08%)  8.30-10° (21.44%)  3.05-10° (72.73%)  1.67-10° (23.87%)  5.63-10° (26.68%)
my > 200 GeV 1.08-10° (14.35%) 1.45-10° (71.98%)  6.80-10% (90.03%)  6.48-10° (78.1%)  1.27-10° (41.63%)  1.94-10° (11.61%) 1.69-10° (29.97%)
Total Efficiency [ 0.0051% 1.8% 1.5% 0.13% 0.73% 0.099% 0.2%
ProcessMC/TotalMC NA 54.65% 2.557% 24.38% 4.768% 7.301% 6.341%
Data/TotalMC 4.078%

Table E.7.: Cutflow table for 2018 data for the W selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



69¢

Data

W~ —puv

W~ —1v

Z — P

Z—-T1T

Top

Diboson

Initial 2.13-109 (NA) 6.64-107 (NA) 3.42-105 (NA) 5.07-10% (NA) 1.75-107 (NA) 1.97-10% (NA) 8.60-107 (NA)
GRL 2.11-109 (98.95%)  6.64-107 (100%) 3.42-106 (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
Good Calo 2.11-10° (99.96%)  6.64-107 (100%) 3.42-10° (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
PrivVtx 2.11-10° (100%) 6.64-107 (100%) 3.42-108 (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
Reco Level 2.11-10% (100%) 6.64-107 (100%) 3.42-108 (100%) 5.07-108 (100%) 1.75-107 (100%) 1.97-108 (100%) 8.60-107 (100%)
Trigger 7.60-108 (36.06%)  2.67-107 (40.27%)  6.36-10° (18.59%)  3.04-10% (59.99%)  4.08-10% (23.35%) 6.61-107 (33.57%)  3.33-107 (38.67%)
MU_N20== 5.31-108 (69.88%)  2.52-107 (94.1%)  4.41-10° (69.35%)  1.12-108 (36.8%)  2.53-10° (62.03%) 5.89-107 (89.18%) 2.20-107 (66.08%)
EL_N20==0 5.30-108 (99.88%)  2.52-107 (99.98%)  4.41-10° (99.95%) 1.12-108 (99.92%) 2.34-10° (92.34%) 5.50-107 (93.37%) 1.86-107 (84.84%)
MU_N30==1 4.12-108 (77.7%)  2.19-107 (87.18%)  3.06-10° (69.46%) 8.96-107 (80.04%) 1.86-100 (79.51%) 4.94-107 (89.73%) 1.62-107 (87.11%)
MU_N65==1 2.79-107 (6.764%) 4.74-10° (21.63%) 1.06-10° (34.78%)  9.11-10° (10.17%) 1.02-10° (54.84%) 1.72-107 (34.86%) 5.09-10° (31.37%)
MU_N Tight 65 == 2.79-107 (100%) 4.74-10% (100%) 1.06-10° (100%) 9.11-10° (100%) 1.02-108 (100%) 1.72-107 (100%) 5.09-10° (100%)
Trigger match 2.78-107 (99.88%)  4.74-10° (99.99%)  1.06-10° (99.99%)  9.03-106 (99.09%)  1.00-10° (98.28%)  1.72-107 (99.78%)  5.08-10° (99.7%)
JetCleaning: Loose Bad | 2.75-107 (98.61%)  4.72-10°% (99.6%)  1.06-10° (99.62%) 8.97-10° (99.33%)  9.95-10° (99.41%) 1.71-107 (99.51%)  5.05-10% (99.45%)
NOBADMUON 2.74-107 (99.99%)  4.71-10% (99.68%)  1.06-10° (99.58%) 8.96-10° (99.95%) 9.91-10° (99.63%)  1.71-107 (100%)  5.05-10% (99.99%)
Save 2.74-107 (100%) 4.71-108 (100%) 1.06-10° (100%) 8.96-106 (100%) 9.91-10° (100%) 1.71-107 (100%) 5.05-106 (100%)
Lepton Veto 1.68-107 (61.23%)  3.88-10° (82.34%)  8.59-10* (81.38%)  7.12-106 (79.39%) 8.12-10° (81.89%)  1.40-107 (82.2%)  4.18-10° (82.71%)
Charge Selection 8.19-100 (48.73%)  3.88-10° (100%)  8.59-10% (99.97%) 3.24-10% (45.58%) 3.93-10° (48.43%)  7.04-10°% (50.13%)  2.07-10° (49.54%)
Nt <2.4 8.19-10° (100%) 3.88-10° (100%) 8.59-10% (100%) 3.24-10° (100%) 3.93-10° (100%) 7.04-10° (100%) 2.07-10% (100%)
p’;. > 65 GeV 8.19-10° (100%) 3.88-10°% (100%) 8.59-10% (100%) 3.24-10% (100%) 3.93-10° (100%) 7.04-10% (100%) 2.07-10% (100%)
EMISS > 85 GeV 5.72-10° (6.979%) 1.89-10° (48.79%)  7.16-10% (83.3%)  3.77-10° (11.63%) 2.91-10° (73.96%) 1.66-10° (23.51%) 5.54-10° (26.78%)
my > 200 GeV 7.68-10% (13.44%) 1.37-10% (72.52%)  6.50-10% (90.78%) 2.91-10° (77.17%) 1.21-10° (41.55%) 1.94-10° (11.75%) 1.80-10° (32.43%)
Total Efficiency [ 0.0036% 2.1% 1.9% 0.057% 0.69% 0.099% 0.21%
ProcessMC/TotalMC NA 61.71% 2.922% 13.1% 5.436% 8.747% 8.084%
Data/TotalMC 3.456%

Table E.8.: Cutflow table for 2018 data for the W~ selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.
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Initial 4.26-109 (NA) 1.46-10% (NA) 7.91-108 (NA) 1.01-107 (NA) 3.49-107 (NA) 3.94-10% (NA) 1.72-10% (NA)
GRL 4.21-109 (98.95%)  1.46-108 (100%) 7.91-108 (100%) 1.02-10° (100%) 3.49-107 (100%) 3.94-108 (100%) 1.72-108 (100%)
Good Calo 4.21-109 (99.96%)  1.46-108 (100%) 7.91-106 (100%) 1.02-10° (100%) 3.49-107 (100%) 3.94-108 (100%) 1.72-108 (100%)
PriVtx 4.21-10° (100%) 1.46-108 (100%) 7.91-108 (100%) 1.02-10° (100%) 3.49-107 (100%) 3.94-108 (100%) 1.72-108 (100%)
Reco Level 4.21-10° (100%) 1.46-108 (100%) 7.91-108 (100%) 1.02-10° (100%) 3.49-107 (100%) 3.94-108 (100%) 1.72-108 (100%)
Trigger 1.52-10% (36.06%)  5.86-107 (40.15%) 1.42-10° (17.95%) 6.09-108 (59.99%) 8.16-10° (23.35%) 1.32-108 (33.57%) 6.65-107 (38.67%)
MU_N 20 == 1.06-10° (69.88%)  5.51-107 (93.97%)  9.96-10° (70.2%)  2.24-10° (36.8%)  5.06-10° (62.03%) 1.18-108 (89.18%)  4.39-107 (66.08%)
EL N20==0 1.06-107 (99.88%) 5.51-107 (99.99%) 9.96-10° (99.96%) 2.24-108 (99.92%)  4.67-10° (92.34%) 1.10-108 (93.37%)  3.73-107 (84.84%)
MU_N30== 8.24-108 (77.7%)  4.72-107 (85.77%) 6.73-10° (67.54%) 1.79-108 (80.04%) 3.71-10° (79.51%) 9.87-107 (89.73%)  3.25-107 (87.11%)
MU_N65==1 5.57-107 (6.764%)  9.61-10° (20.33%) 2.17-10° (32.21%) 1.82-107 (10.17%) 2.04-10° (54.84%) 3.44-107 (34.86%) 1.02-107 (31.37%)
MU_N Tight 65 == 5.57-107 (100%) 9.61-10°% (100%) 2.17-10° (100%) 1.82-107 (100%) 2.04-10° (100%) 3.44-107 (100%) 1.02-107 (100%)
Trigger match 5.57-107 (99.88%)  9.61-10° (100%)  2.17-10° (99.99%) 1.81-107 (99.09%) 2.00-10° (98.28%)  3.43-107 (99.78%)  1.02-107 (99.7%)
JetCleaning: Loose Bad | 5.49-107 (98.61%) 9.57-10° (99.61%)  2.16-10° (99.61%) 1.79-107 (99.33%)  1.99-10° (99.41%) 3.42-107 (99.51%)  1.01-107 (99.45%)
NOBADMUON 5.49-107 (99.99%)  9.54-10° (99.72%) 2.15-10° (99.68%) 1.79-107 (99.95%) 1.98-10° (99.63%)  3.42-107 (100%) 1.01-107 (99.99%)
Save 5.49-107 (100%) 9.54-10°% (100%) 2.15-10° (100%) 1.79-107 (100%) 1.98-106 (100%) 3.42-107 (100%) 1.01-107 (100%)
Lepton Veto 3.36-107 (61.23%)  7.87-100 (82.47%) 1.77-10° (82.24%) 1.42-107 (79.39%) 1.62-10° (81.89%)  2.81-107 (82.2%)  8.36-10° (82.71%)
Charge Selection 1.68-107 (50%) 7.87-10% (100%)  1.77-10° (99.97%)  7.12-10° (50%) 8.12-10° (50%) 1.40-107 (50%) 4.18-10°% (50%)
Il <2.4 1.68-107 (100%) 7.87-10° (100%) 1.77-10° (100%) 7.12-10% (100%) 8.12-10° (100%) 1.40-107 (100%) 4.18-10% (100%)
pt > 65 GeV 1.68-107 (100%) 7.87-10° (100%) 1.77-10° (100%) 7.12-10% (100%) 8.12-10° (100%) 1.40-107 (100%) 4.18-10% (100%)
EINISS > 85 GeV 1.33-10° (7.897%)  3.91-10° (49.7%)  1.47-10° (83.19%) 1.21-10° (16.97%) 5.95-10° (73.33%)  3.33-10° (23.69%)  1.12-10° (26.73%)
mr > 200 GeV 1.85-10° (13.96%) 2.83-10°% (72.24%)  1.33-10° (90.39%)  9.40-10° (77.81%) 2.48-10° (41.59%)  3.89-10° (11.68%)  3.48-10° (31.19%)
Total Efficiency [ 0.0043% 1.9% 1.7% 0.093% 0.71% 0.099% 0.2%
ProcessMC/TotalMC NA 57.86% 2.723% 19.25% 5.072% 7.959% 7.135%
Data/TotalMC 3.795%

Table E.9.: Cutflow table for 2018 data for the W* selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



E.4. Run-2 Combined Charge Plots
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Figure E.22.: Control distributions for Run-2 for W* — uv for p’;, A, EY’Z’“S, mg, n* and ¢*. The data
contribution is shown with black points, the signal and the background contributions with
solid lines. In the shaded band, systematic experimental uncertainties have been combined
with the MC statistical uncertainties. The data statistical uncertainties are shown on the data
points. Luminosity uncertainties have not been included.
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Figure E.23.: Control distributions for W= — pv for < u >, d05‘8, TrackEr20/ p‘; and (pE?'Zl " The data con-
tribution is shown with black points, the signal and the background contributions with solid
lines. In the shaded band, systematic experimental uncertainties have been combined with
the MC statistical uncertainties. The data statistical uncertainties are shown on the data
points. Luminosity uncertainties have not been included.
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1.11-1010 (NA)
1.09-1019 (97.96%)
1.09-10'° (99.93%)

1.09-10'0 (100%)
1.09-10'0 (100%)
3.66- 109 (33.59%)
2.59-10% (70.73%)
2.58-107 (99.88%)
1.98-10° (76.57%)
1.35-108 (6.815%)
1.35-108 (100%)
1.35-108 (99.89%)
1.33-10° (98.8%)

3.42-108 (NA)
3.42-108 (100%)
3.42-108 (100%)
3.42-108 (100%)
3.42-108 (100%)
1.36-108 (39.79%)
1.28-108 (94.1%)
1.28-108 (99.99%)
1.10-108 (85.55%)
2.18-107 (19.92%)
2.18-107 (100%)
2.18-107 (100%)
2.18-107 (99.64%)

6.68-107 (NA)
6.68-107 (100%)
6.68-107 (100%)
6.68-107 (100%)
6.68-107 (100%)

3.24-10° (4.852%)
2.29-108 (70.64%)
2.29-106 (99.96%)
1.51-10° (66.19%)
4.64-10° (30.66%)
4.64-10° (100%)
4.64-10° (99.99%)
4.62-10° (99.65%)

2.44-10% (NA)
2.44-10% (100%)
2.44-10° (100%)
2.44-10% (100%)
2.44-10% (100%)

1.46-10° (59.68%)
5.36-108 (36.83%)
5.35-108 (99.92%)
4.27-108 (79.76%)
4.25-107 (9.955%)
4.25-107 (100%)
4.21-107 (99.1%)
4.19-107 (99.38%)

7.92-107 (NA)
7.92-107 (100%)
7.92-107 (100%)
7.92-107 (100%)
7.92-107 (100%)

1.84-107 (23.21%)
1.15-107 (62.36%)
1.06-107 (92.49%)
8.33-10° (78.6%)
4.49-108 (53.87%)
4.49-10% (100%)
4.41-106 (98.25%)
4.39-106 (99.46%)

9.18-108 (NA)
9.18-108 (100%)
9.18-108 (100%)
9.18-108 (100%)
9.18-108 (100%)

3.07-108 (33.39%)
2.74-108 (89.27%)
2.56-108 (93.36%)
2.29-108 (89.63%)
8-107 (34.93%)
8-107 (100%)
7.98-107 (99.78%)
7.95-107 (99.54%)

5.54-108 (NA)
5.54-108 (100%)
5.54-108 (100%)
5.54-108 (100%)
5.54-108 (100%)

2.11-108 (38.11%)
1.40-108 (66.55%)
1.22-108 (86.62%)
1.06-108 (87.2%)
3.31-107 (31.23%)
3.31-107 (100%)
3.30-107 (99.72%)
3.29-107 (99.47%)

NOBADMUON 1.33-108 (99.99%)  2.17-107 (99.75%)  4.61-10° (99.71%)  4.19-107 (99.96%)  4.37-10% (99.65%)  7.95-107 (100%)  3.29-107 (99.99%)
Save 1.33-108 (100%) 2.17-107 (100%) 4.61-10° (100%) 4.19-107 (100%) 4.37-10° (100%) 7.95-107 (100%) 3.29-107 (100%)
Lepton Veto 8.11-107 (61.03%)  1.79-107 (82.52%) 3.79-10° (82.26%)  3.32-107 (79.32%) 3.58-100 (81.92%) 6.54-107 (82.25%)  2.72-107 (82.81%)
Charge Selection 4.06-107 (50%) 1.79-107 (100%)  3.79-10° (99.98%) 1.66-107 (50%) 1.79-10% (50%) 3.27-107 (50%) 1.36-107 (50%)
Inl* < 2.4 4.06-107 (100%) 1.79-107 (100%) 3.79-10° (100%) 1.66-107 (100%) 1.79-10% (100%) 3.27-107 (100%) 1.36-107 (100%)
p‘; > 65 GeV 4.06-107 (100%) 1.79-107 (100%) 3.79-10° (100%) 1.66-107 (100%) 1.79-10% (100%) 3.27-107 (100%) 1.36-107 (100%)
EMISS > 85 GeV 3.18-10% (7.838%)  8.68-10° (48.44%) 3.12-10° (82.38%) 2.53-10° (15.21%) 1.31-10° (72.94%)  7.65-106 (23.39%)  3.29-10° (24.16%)
mr > 200 GeV 4.44-10° (13.96%)  6.19-10% (71.34%) 2.81-10° (90.02%) 1.95-10° (77.32%)  5.44-10° (41.64%) 8.96-10° (11.72%)  9.78-10° (29.76%)
Total Efficiency [ 0.004% 1.8% 0.42% 0.08% 0.69% 0.098% 0.18%
ProcessMC/TotalMC NA 57.1% 2.594% 18.01% 5.016% 8.265% 9.021%
Data/TotalMC 4.095%

Table E.10.: Cutflow table for Run-2 data for the W* selection showing the effect each selection has on the number of events. The first column lists the name of the
selection. The rest of the columns show the number of events for each sample and for each selection. The relative efficiency is shown as a percentage
next to each number of events. The relative efficiency is calculated as the number of events after the current cut divided by the number of events in
the previous cuts. The three rows at the bottom of the table show the total efficiency, ProcessMC/TotalMC and Data/TotalMC. The total efficiency is
calculated by taking the number of events after all cuts have been applied divided by the number of events before any cut. The ProcessMC/TotalMC row
shows the number of events in each Monte Carlo sample divided by the total sum of events of the Monte Carlo samples after all the selection cuts. The
Data/TotalMC row is the total number of data events divided by the sum of the total number of Monte Carlo events after all the selection cuts. All Monte

Carlo samples are normalised to the luminosity of the data and include the pileup and generator weights.



E.5. Event Selection Efficiency for Individual MC Campaigns

Figure E.24 illustrates the event selection efficiency as a function of the average p for
the W — uv processes for the individual Monte Carlo campaigns (MC16a, MC16d, and
MC16e), which contribute to the full Run-2 period. The efficiency is defined as the ratio
of simulated events meeting all selection criteria, as detailed in Chapter 6.1, to the total
simulated W — uv events. This efficiency is calculated charge independently.

The efficiency remains relatively consistent across the statistically significant average
u range for both positive and negative charges. For the negative charge the efficiency
is slightly higher than the positive charge. The efficiency is also higher for the MC16e
campaign, which is due to the fact that the MC16e campaign had improvements in
data-taking and a larger cross-section than the MC16a and MC16d campaigns leading
to more statistics especially in the highest average u region. The lowest efficiency is
observed for the MC16d campaign, particularly for the positive charge. The highest
efficiency is observed for the MC16e campaign, in the negative charge.
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Figure E.24.: Event selection efficiency as a function of the pileup < p > for MC16a (36.271), MC16d (44.371)
and MC16e (58.571). The efficiency is defined as the number of events passing all event se-
lections divided by the total number of simulated W* — u*v, (left) and W~ — p~ v, (right)
events. Errors have been calculated using the Bayesian Error approach implemented in
TGraphAsymmErrors [84]. 275



E Appendix: Results

E1. Stability, Purity and Acceptance Correction Factors

Following the definitions in Chapter 10 corrections needed to account for differences
between the reconstruction and fiducial level selections called the stability, purity and
acceptance are calculated. In this section the results from each Monte Carlo campaign
have been presented separately for both the positive and negative W boson Drell-Yan
processes.

Results for the combination of all Monte Carlo campaigns for the negatively charge
W boson have also been included for the stability in Figure E19, the purity in Figure E20
and the acceptance in Figure E21.
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in each bin to the total number of truth events in the given mass bin. The diagonal of the upper

panel gives the stability in the lower panel.
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Figure E8.: Purity for the W+ — pu*v MCI16d signal process. The upper panel shows the m‘%v truth level vs
the m‘%" reconstruction level events. The given numbers show the ratio of the number of events
in each bin to the total number of reconstructed event in the given mass bin. The diagonal of
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Figure E10.: Stability for the W~ — u~v MC16d signal process. The upper panel shows the m%v truth level
vs the mt%v reconstruction level events. The given numbers show the ratio of the number of
events in each bin to the total number of truth events in the given mass bin. The diagonal of
the upper panel gives the stability in the lower panel.
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vs the mIVY reconstruction level events. The given numbers show the ratio of the number of
events in each bin to the total number of reconstructed event in the given mass bin. The
diagonal of the upper panel gives the purity in the lower panel.
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the upper panel gives the stability in the lower panel.
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Figure E14.: Purity for the W* — u*v MCl6e signal process. The upper panel shows the m‘%v truth level
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vs the mt%v reconstruction level events. The given numbers show the ratio of the number of
events in each bin to the total number of reconstructed event in the given mass bin. The
diagonal of the upper panel gives the purity in the lower panel.
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number of truth events in each bin to the total number of reconstructed events in each bin.
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Figure E16.: Stability for the W~ — u~v MCl6e signal process. The upper panel shows the m‘%v truth level
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vs the mt%v reconstruction level events. The given numbers show the ratio of the number of
events in each bin to the total number of truth events in the given mass bin. The diagonal of
the upper panel gives the stability in the lower panel.
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Figure E17.: Purity for the W~ — u~v MC16e signal process. The upper panel shows the m‘%" truth level
vs the mIVY reconstruction level events. The given numbers show the ratio of the number of
events in each bin to the total number of reconstructed event in the given mass bin. The
diagonal of the upper panel gives the purity in the lower panel.
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level vs the mIVY reconstruction level events. The given numbers show the ratio of the total
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Figure E19.: Stability for the W~ — u~v signal process. The upper panel shows the m‘%v truth level vs the
m‘}v reconstruction level events. The given numbers show the ratio of the number of events in
each bin to the total number of truth events in the given mass bin. The diagonal of the upper

panel gives the stability in the lower panel.
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Figure E20.: Purity for the W~ — u~v signal process. The upper panel shows the m‘%" truth level vs the
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m'}v reconstruction level events. The given numbers show the ratio of the number of events

in each bin to the total number of reconstructed event in the given mass bin. The diagonal of
the upper panel gives the purity in the lower panel.
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Figure E21.: Acceptance for the W~ — u~ v signal process. The upper panel shows the m‘%v truth level vs
the m‘%v reconstruction level events. The given numbers show the ratio of the total number of
truth events in each bin to the total number of reconstructed events in each bin. The diagonal
of the upper panel gives the acceptance in the lower panel.
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E.2. Migrations

The bin migration is discussed in Section 10.4.1 and is an important feature to consider
in this measurement. The migration is an effect that should be well understood for it
can be corrected for. Migration matrices as outlined in the section mentioned above
have been created for each Monte Carlo campaign and presented individually in the
following. As expected, the migrations are similar for each Monte Carlo campaign with

W~ being few percent lower than the W.
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Figure E22.: Migration matriX Myecq ruth for the W+ — u*v MCl6a signal process. The upper panel shows
the m'}v truth level vs the m‘fv reconstruction level events. The given numbers show the ratio
of the number of events in each bin to the total number of reconstruced event in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.

298



(s=13TeV, 36.2 " W+

T T 5
> — 10
0.00 0.01 0.02 3
8 =
— 0.00 0.00 0.00 7
Q -
o 3
2+-10 0.00 0.00 0.00 0.01 1 —
= 0.00 0.00 0.00 0.01 0.00 _| 3
0.00 0.00 0.00 0.00 000  0.00 ] _
000 000 0.0
000 000 0.0
000 000 0.0
000 000 0.0
000 000 0.0
2
000 000 0.0 10
000 000 0.0
10
102 0.00 0.00 0.00 0.00 000 000 0.0 |
1— T T T T T T T T T E 1
0.9 .
2 038
S 8g ° . ° . . . . . . .
D— . .
0.5
0.4 °
03 1 1 1 | 1 1 1 1 1 1 1 1 |
2 3
10 10t h
ru
MMM [GeV]

Figure E23.: Migration matrix Myeco ruch for the W~ — u~v MCl6a signal process. The upper panel shows

the m‘%v truth level vs the m‘}v reconstruction level events. The given numbers show the ratio
of the number of events in each bin to the total number of reconstruced event in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.
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Figure E24.: Migration matrix Myecq ¢ry¢h for the W* — u*v MC16d signal process. The upper panel shows
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the m?’ truth level vs the m%v reconstruction level events. The given numbers show the ratio
of the number of events in each bin to the total number of reconstruced event in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.
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Figure E25.: Migration matrix Myec ryeh fOr the W™ — u~v MC16d signal process. The upper panel shows
the m%v truth level vs the m‘}v reconstruction level events. The given numbers show the ratio
of the number of events in each bin to the total number of reconstruced event in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.
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Figure E26.: Migration matrix Myecq ¢ryth for the W* — u*v MCl6e signal process. The upper panel shows
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the m?’ truth level vs the m%v reconstruction level events. The given numbers show the ratio
of the number of events in each bin to the total number of reconstruced event in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.
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Figure E27.: Migration matrix Myeco ruth for the W~ — u~v MCl16e signal process. The upper panel shows
the m%v truth level vs the m‘}v reconstruction level events. The given numbers show the ratio
of the number of events in each bin to the total number of reconstruced event in the given
mass bin. The diagonal of the upper panel gives the purity in the lower panel.
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E3. Results

The charge-current Drell-Yan cross-section and muon charge asymmetry measurements
presented in Chapter 10 are shown for the full Run-2 statistics. This section contains the
individual data and Monte Carlo contributions to the final results. The statistical and
systematic uncertainties for each Monte Carlo campaign have been calculated sepa-
rately following the procedure outlined in Chapter 8. The unfolded 1D cross-section for
each data year show good agreement between the theory and prediction especially in
the m}¥ region below 1 TeV. The charge asymmetry for each data year also has good
agreement in lower m}’ regions. Overall the data and prediction agreement for the
charge asymmetry is good too although there some fluctuations that can be seen es-
pecially in 2017 data. This is due to a lack of statistics available and is not seen when
the statistics are increased as seen by the combination of 2015-2018 data years as pre-
sented in the main body of this text.

E3.1. Individual Systematic Uncertainty Tables

Each experimental systematic uncertainty calculated for the final measurement is ex-
plicitly listed in the following. Table E1 and Table E2 are for the positive and negative
cross-sections respectively. The values have been calculated as outline by Chapter 8 and
using Equation 10.1. Table E3 explicitly lists the individual systematic uncertainties that
contribute to the final uncertainty for the asymmetry. The values have been calculated
as outline by Chapter 8 and using Equation 10.2. These tables show the breakdown of
the value systematic in each m}’ bin presented as percentages.
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Figure E28.: Unfolded 1D cross sections binned in m‘%v for 2015/2016 data and MCl6a calculated using
Equation 10.1. Statistical and systematic uncertainties are included in the uncertainty band.
The total uncertainty is shown by the dark blue band. The ratio is taken between the measured
data and the truth (prediction) distributions. 305



o
o

High m¥v Analysis

13 TeV, 36.1 fb?

Asymmetry
o
[6)]

[ e Data =
o ¢ Statistical Uncertainty -
o Systematic Uncertainty T b
04 __ Total Uncertainty —e— —e ]
[ —e— Powheg+Pythia + 7]
- ——
0.3 $_+_ | ]
e ++4 |
0.2F -
0.1 -
: 1 1 1 1 1 1 1 I :
g i —
o 13 e == | ]
~~ &> ° ® ° ®
= 1 ¢ ¢ 22— ‘|’
2 08 ]
S 8
£ 02 .
= 3x10? 0 2x10°
m; [GeV]

Figure E29.: Muon charge aymmetry binned in m%v for 2015/2016 data and MCl16a calculated using Equa-

306

tion 10.2. Statistical and systematic uncertainties are included in the uncertainty band. Statis-
tical and systematic uncertainties are included in the uncertainty band. The total uncertainty
is shown by the dark blue band. The ratio is taken between the measured data and the truth
(prediction) distributions.
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tion 10.1. Statistical and systematic uncertainties are included in the uncertainty band. The
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tical and systematic uncertainties are included in the uncertainty band. The total uncertainty
is shown by the dark blue band. The ratio is taken between the measured data and the truth
(prediction) distributions.
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tion 10.1. Statistical and systematic uncertainties are included in the uncertainty band. The
total uncertainty is shown by the dark blue band. The ratio is taken between the measured
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Systematic

200 = M <250

250 = M <300

300 = M <350

350 = Mp <425

425 < M <500

500 = M <600

600 < M <750

750 = M <900

900 = M <1100

1100 = M <1400

1400 = M <2000

20.07 ~0.14 ~0.24 ~032 ~0.36 ~032 Z0.22 ~0.19 20.29 20,50 ~0.78
MUON_MS 0.07 0.14 0.24 032 0.36 0.32 0.22 0.19 0.29 0.50 0.78
~031 033 029 025 ~0.24 024 025 ~0.26 ~0.26 ~0.26 ~0.26
MUON_SCALE 031 0.33 0.29 0.25 0.24 0.24 0.25 0.26 0.26 0.26 0.26
IDSvs 0,50 ~072 ~0.85 ~0.87 ~0.84 ~0.86 ~0.95 11 137 172 203
V! 0.50 0.72 0.85 0.87 0.84 0.86 0.95 111 137 172 2.03
P ~0.01 017 ~028 ~0.36 ~0.40 ~0.40 038 ~038 ~038 038 ~0.38
4 0.11 017 0.28 0.36 0.40 0.40 0.38 0.38 0.38 0.38 0.38
TrizSvs ~0.45 ~045 =045 ~0.45 ~0.44 ~0.44 ~0.44 ~0.43 ~0.43 ~0.42 ~0.41
55V 0.45 0.45 0.45 0.45 0.44 0.44 0.44 0.43 0.43 0.42 0.41
~0.94 116 148 —2.08 276 336 116 545 6,50 ~7.00 745
MUON_SAGITTA_RESBIAS 0.82 111 1.66 219 2.64 3.08 3.80 5.15 6.39 7.21 8.11
MET_SoftIrk_ResoPara 035 ~031 ~0.19 ~0.10 ~0.05 ~0.01 ~0.01 ~0.04 ~0.07 ~0.09 ~0.09
MET_SoftTrk_ResoPerp 0.20 0.18 011 0.04 0.02 0.03 0.04 0.06 0.08 0.09 0.09
~038 ~035 ~025 ~0.16 20,09 ~0.05 ~0.04 ~0.04 ~0.05 ~0.06 ~0.06
MET_SoftTrk_Scale 0.38 0.35 0.25 0.16 0.09 0.05 0.04 0.04 0.05 0.06 0.06
IDStat 012 012 012 012 ~0.12 012 012 012 012 012 012
0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12
TsoStat ~0.20 0.4 ~0.24 ~0.21 ~0.20 ~0.20 ~0.20 ~0.20 ~0.20 ~0.20 ~0.20
0.20 0.24 0.24 0.21 0.20 0.20 0.20 0.20 0.20 0.20 0.20
PileU 012 ~012 012 ~0.14 ~0.16 ~0.17 2017 ~0.14 ~0.09 ~0.06 ~0.06
P 0.12 0.12 0.12 0.14 0.16 0.17 017 0.14 0.09 0.06 0.06
- ~0.09 ~0.10 ~0.10 ~0.10 ~0.10 ~011 ~0.11 ~0.12 ~0.12 012 ~0.13

TrigStat
0.09 0.10 0.10 0.10 0.10 0.11 0.11 0.12 0.12 0.12 0.13
~0.04 ~0.04 ~0.04 Z0.04 ~0.04 ~0.04 Z0.04 ~0.04 ~0.04 ~0.04 ~0.04
TTVAStat 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
TTVASYS ~0.05 ~0.05 ~0.05 ~0.05 ~0.05 ~0.05 ~0.05 20,05 ~0.06 ~0.06 ~0.06
4 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.06 0.06 0.06
0.11 0.12 0.15 0.17 0.20 023 032 0.50 059 0.62 0.67
MUON_SAGITTA_DATASTAT ~0.13 ~0.15 ~0.17 ~0.19 ~0.22 ~0.25 ~0.29 ~0.40 ~0.52 ~0.60 ~0.65
~0.05 ~0.08 ~0.10 ~0.14 ~0.16 =015 012 ~011 ~0.11 ~0.01 ~0.01
MUON_ID 0.05 0.08 0.10 0.14 0.16 0.15 0.12 011 0.11 0.11 0.11
~0.01 ~0.01 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
JET_BJES_Response 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) ~0.01 ~0.01 ~0.01 ~0.00 ~0.01 ~0.01 Z0.01 ~0.01 ~0.01 ~0.00 ~0.00
JET_EffectiveNP_Detector] 0.01 0.01 0.01 0.00 0.01 0.01 0.01 0.01 0.01 0.00 0.00
) ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 20.00 ~0.00 ~0.00
JET_EffectiveNP_Detector2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) ) ~0.02 ~0.04 ~0.04 ~0.04 ~0.03 ~0.02 ~0.02 ~0.02 ~0.01 ~0.01 ~0.01
JET _EffectiveNP_Mixed1 0.02 0.04 0.04 0.04 0.03 0.02 0.02 0.02 0.01 0.01 0.01
- - ~0.03 ~0.03 ~0.02 ~0.02 ~0.01 ~0.01 Z0.01 ~0.01 ~0.01 ~0.01 ~0.01
JET_EffectiveNP_Mixed2 0.03 0.03 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01
) ) ~0.01 ~0.01 ~0.01 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
JET_EffectiveNP_Mixed3 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) ) ~0.10 013 ~0.16 ~0.17 013 ~0.06 ~0.03 ~0.03 ~0.02 ~0.02 ~0.01
JET_EffectiveNP_Modellingl 0.10 013 0.16 0.17 013 0.06 0.03 0.03 0.02 0.02 0.01
) ) ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.00 ~0.00
JET_EffectiveNP_Modelling2 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00
) ) ~0.01 ~0.01 ~0.01 ~0.00 20,00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
JET_EffectiveNP_Modelling3 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) ) ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
JET_EffectiveNP_Modelling4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) — ~0.00 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.00 ~0.00 ~0.00
JET_EffectiveNP_Statisticall 0.00 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00 0.00
) — ~0.02 ~0.02 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.01 ~0.00 ~0.00
JET_EffectiveNP_Statistical2 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.00 0.00
) - ~0.00 ~0.00 ~0.01 ~0.01 ~0.01 ~0.01 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
JET_EffectiveNP_Statistical3 0.00 0.00 0.01 0.01 0.01 0.01 0.00 0.00 0.00 0.00 0.00
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200 < M <250

250 < M <300

300 < M <350

350 < M <425

425 < M <500

500 < M <600

600 < M <750

750 < M <900

900 < M <1100

1100 = M <1400

1400 = M <2000

JET.EifectiveNP_Staisticald 000 oo oo 000 000 000 000 000 000 000 000
JET.EffectveNP.Statisticals 000 000 000 000 000 o0 000 000 000 000 000
JET.EffeciveNP_Statsicas 000 000 000 000 000 o0 000 000 o0 000 000

JET Eaintercalibrarion NonClosure 2018data | 3 005 oor oor 00> oor o1 o1 o1 o1 o1
JET. Eralntercalbration NonClosure negfta | o) oo01 oo o1 001 oo o1 000 000 000 000
JET Ealntercalibrarion NonClosure postta | oy oo oo 000 000 o0 000 000 000 000 00
JET. Ealntercalibration Totalsta o0 o0 o0 oor oor oor oor oor oot oor oor
JET_Flavor_Composition -0.22 -0.30 -0.31 -0.27 -0.22 -0.15 -0.10 -0.06 —0.04 —-0.03 —-0.02

0.22 0.30 0.31 0.27 0.22 0.15 0.10 0.06 0.04 0.03 0.02

JET_Flavor_Response -0.15 -0.18 -0.21 -0.23 -0.21 —-0.15 —-0.06 —-0.02 —-0.02 —-0.02 —-0.02

0.15 0.18 0.21 0.23 0.21 0.15 0.06 0.02 0.02 0.02 0.02

JET.Pileup_OffsetMu o 016 00 005 oot 005 005 005 00> 000 oo
JET.Pileup_OffsetPY 005 oo 006 005 oot 00 oo o0 001 oor 001

JET Pleup RhoTopology 000 o o1 o7 or 000 006 05 o oor oor
JET.Eialntercalbracion Modelling 006 007 0o 005 007 005 oor 005 000 002 00>
JET_JER,EfectvelNP_1 o 019 020 01 03 02 015 o1 oor o1 001

JET JER EffectiveNP 2 oo ol 001 o0 o 051 01 o1 oor oor oor
JET_JER_EffectiveNP_3 0?6(()56 0?6[314 0(.)(‘)077 0?i177 0(?2? 002212 0%24 0(?6(:58 0(.)6(314 096(:): 000(113

JET_JER EfectivelNP_4 00> oor o o015 o3 051 035 015 oor o1 o1
JET.JER EfectvelNP_5 oo o0 o1 o 015 015 00 006 005 oot oor
JET_JER_EfectvelNP_6 005 o0 005 015 015 015 00 005 o1 oot oot
JET.JER EfectveNP.7restlerm oor 005 001 ois oy Pt oy oor oo 000 000
JET._JER DataVsC_MC18 007 007 005 005 005 005 005 005 000 oor o1
JET_Plleup_PeTerm 005 006 005 005 00 oor o1 o1 oor oor 000
JET_PunchThrough MC16 S0 S0 om S0 20 san Cooo s om an 0708
MULTIJET MET o ot 06> o1 05 039 P o 007 oo “on
MULTIJET_PT —0.68 —-0.71 —-0.59 —0.49 —0.44 -0.32 —-0.17 —-0.10 —0.06 —0.01 0.07
MULIETJETPT ol 0% o7 o o 0% 017 0o 005 o1 Y
MULTIETDOSIG 021 o 05 o5 ot s o6 006 00 i “os

Table E1.: This table contains the contribution of individual experimental systematic uncertainties in each bin for Wt — u*v. The systematics were computed with

10.1 and then summed in quadrature for the final result. The first column is the name of the systematic. All values are presented in percentages.
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Systematic

200 = M <250

250 = M <300

300 = M <350

350 = Mp <425

425 < M <500

500 = M <600

600 < M <750

750 = M <900

900 = M <1100

1100 = M <1400

1400 = M <2000

Z0.02 20.09 ~0.28 Z051 Z0.64 Z0.54 ~0.28 2017 Z0.41 ~0.77 ~0.98
MUON_MS 0.02 0.09 0.28 0.51 0.64 0.54 0.28 017 0.41 0.77 0.98
031 ~032 027 ~0.26 ~0.28 2030 029 ~0.27 027 2030 035
MUON_SCALE 031 0.32 0.27 0.26 0.28 0.30 0.29 0.27 0.27 0.30 0.35
IDSvs 0,50 ~0.71 ~0.85 ~0.92 ~095 ~1.00 ~1.03 “116 ~163 =230 ~2.86
V! 0.50 0.71 0.85 0.92 0.95 1.00 1.03 1.16 1.63 2.30 2.86
P ~0.01 ~0.18 =029 ~0.38 ~041 ~0.40 039 ~038 ~0.38 ~0.38 037
4 0.11 0.18 0.29 0.38 0.41 0.40 0.39 0.38 0.38 0.38 037
TrizSvs ~0.45 ~045 =045 ~045 ~045 ~0.45 ~0.44 ~0.44 ~0.44 ~043 ~043
55V 0.45 0.45 0.45 0.45 0.45 0.45 0.44 0.44 0.44 0.43 0.43
1.10 154 2.04 2.49 2.81 2.97 348 173 6.73 10.06 14.73
MUON_SAGITTA_RESBIAS ~1.16 ~1.56 —2.28 —2.77 -3.10 ~3.68 -433 ~5.08 —6.84 ~10.38 ~15.56
MET_SoftIrk_ResoPara ~0.25 ~0.25 ~0.20 ~0.18 ~0.16 20.10 ~0.04 ~0.01 ~0.01 ~0.03 ~0.04
MET_SoftTrk_ResoPerp 031 0.28 0.20 0.16 0.16 0.14 0.08 0.04 0.04 0.05 0.05
022 022 ~022 ~021 ~0.19 ~0.13 ~0.06 ~0.02 ~0.03 ~0.06 Z0.07
MET_SoftTrk Scale 0.22 0.22 0.22 0.21 0.19 0.13 0.06 0.02 0.03 0.06 0.07
IDStat ~0.13 ~0.13 012 012 ~0.12 012 012 012 012 012 012
0.13 0.13 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12 0.12
TsoStat ~0.20 0.4 ~0.24 ~0.21 ~0.20 ~0.20 ~0.20 ~0.20 ~0.20 ~0.20 ~0.20
0.20 0.24 0.24 0.21 0.20 0.20 0.20 0.20 0.20 0.20 0.20
PileU 032 ~027 ~0.18 2017 ~0.19 ~0.19 ~0.19 ~0.19 2020 023 024
P 032 0.27 0.18 0.17 0.19 0.19 0.19 0.19 0.20 0.23 0.24
- ~0.09 ~0.10 ~0.10 ~0.10 ~0.10 =010 ~0.10 ~011 ~011 ~0.11 012
TrigStat
0.09 0.10 0.10 0.10 0.10 0.10 0.10 011 0.11 0.11 0.12
~0.04 ~0.04 ~0.04 Z0.04 ~0.04 ~0.04 Z0.04 ~0.04 ~0.04 ~0.04 ~0.04
TTVAStat 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04 0.04
TTVASYS ~0.05 ~0.05 ~0.05 ~0.05 ~0.05 ~0.05 ~0.05 20,05 ~0.05 ~0.05 ~0.05
4 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05
20.10 ~0.13 20.20 ~0.24 ~025 027 ~0.30 =035 045 ~0.71 EWY
MUON_SAGITTA_DATASTAT 0.12 0.13 0.13 0.13 0.13 0.17 0.28 0.38 0.47 0.67 0.99
~0.05 ~0.07 ~0.08 ~0.11 ~0.13 ~0.11 ~0.07 20,05 ~0.06 001 ~0.16
MUON_ID 0.05 0.07 0.08 0.11 0.13 0.11 0.07 0.05 0.06 0.11 0.16
~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
JET_BJES_Response 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) ~0.01 ~0.01 ~0.02 ~0.04 ~0.05 ~0.04 ~0.02 ~0.01 ~0.01 ~0.00 ~0.00
JET_EffectiveNP_Detector] 0.01 0.01 0.02 0.04 0.05 0.04 0.02 0.01 0.01 0.00 0.00
) ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 20.00 ~0.00 ~0.00 20.00 ~0.00 ~0.00
JET_EffectiveNP_Detector2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
) ) ~0.03 ~0.05 ~0.08 ~0.14 017 0.4 ~0.07 ~0.04 ~0.03 ~0.02 ~0.01
JET _EffectiveNP_Mixed1 0.03 0.05 0.08 0.14 017 0.14 0.07 0.04 0.03 0.02 0.01
- - ~0.02 ~0.03 ~0.04 ~0.04 ~0.04 ~0.04 ~0.03 ~0.02 ~0.01 ~0.01 ~0.00
JET_EffectiveNP_Mixed2 0.02 0.03 0.04 0.04 0.04 0.04 0.03 0.02 0.01 0.01 0.00
) - ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00 ~0.00
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Table E2.: This table contains the contribution of individual experimental systematic uncertainties in each bin for W~ — py~v. The systematics were computed with
10.1 and then summed in quadrature for the final result. The first column is the name of the systematic. All values are presented in percentages.
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Table E3.: This table contains the contribution of individual experimental systematic uncertainties in each bin for the charge asymmetry. The systematics were
computed with 10.2 and then summed in quadrature for the final result. The first column is the name of the systematic. All values are presented in

percentages.
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