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of digital transformation in healthcare across the globe [1].
Countries or continents that took the lead in healthcare digital
transformation exhibited their agility in contact tracing, plan-
ning, identifying and vaccinating the appropriate age groups,
leading to effective controls. However, jurisdictions that lacked
the data did not have the opportunity to leverage automated
systems like AI and rule-based to gain the muscles that come
with digital transformation.

Low and middle-income countries (LMICs) have been par-
ticularly keen on embracing this transformation to improve
healthcare delivery, enhance patient outcomes, and address
existing challenges [2]. One key aspect of this digital revo-
lution is the adoption of data lakes [3]–[5], which are large
repositories of diverse healthcare data from various sources,
such as electronic health records, medical imaging, wearable
devices, and genomics. Data lakes offer a unique opportunity
for LMICs to leverage the power of big data analytics and

Abstract—Low and middle-income countries are vigorously 
digitizing their operations in the healthcare sector as steps in 
the digital transformation journey. However, some of the basic 
principles in information security are being skipped. This has a 
tendency to introduce fundamental vulnerabilities in the core 
foundation of their healthcare IT infrastructure. This paper, 
therefore, assessed e-health strategies in Africa and proposed 
a data lake framework for healthcare IT infrastructure which is 
deemed secure, privacy-preserving and economically efficient.
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I. INTRODUCTION

In recent years, the healthcare industry has witnessed a
significant s hift t owards d igital t ransformation e fforts world-
wide. The infamous COVID-19 clearly exposed the power



machine learning algorithms to gain valuable insights and
make data-driven decisions in healthcare. However, the suc-
cessful implementation of a data lake in the healthcare domain
of LMICs faces significant challenges, particularly in terms
of data security [6]–[9]. Healthcare data is highly sensitive
and confidential, containing personal health information (PHI)
and personally identifiable information (PII) [10], [10]–[12].
Therefore, ensuring the security and privacy of data within
a data lake is of paramount importance to safeguard patient
privacy, comply with regulatory requirements, and build trust
among stakeholders. The research question addressed in this
study is ”What data lake framework exists for LMIC through
the lens of security, privacy and cost” for health in the digital
health transformation era? This paper, therefore, presents a
comprehensive and cost-effective framework for securing a
data lake in the context of healthcare digital transformation
efforts in LMICs. The framework incorporates various security
measures, best practices, and technologies while being mindful
of the cost burden to address the unique challenges faced
by healthcare organizations in these countries. By following
this framework, healthcare institutions can establish a secure
and robust data lake environment that enables the effective
utilization of healthcare data while ensuring compliance with
privacy regulations and protecting patient confidentiality. The
remainder of this paper is structured as follows. Section 2
provides the approach of the study. Section 3 provides an
overview of the current state of healthcare digital transforma-
tion efforts in Africa and their security-related gaps. Section
4 presents related works focusing on the security aspects.
Section 5 presents the proposed framework for securing a
data lake, outlining the key components and security measures
involved and providing a discussion of the potential benefits
and impact of implementing the framework in LMICs. Finally,
Section 6 concludes the paper and provides recommendations
for future research.

II. STUDY APPROACH

In this study, we assessed the various digital health strategies
developed by African countries. The security considerations
outlined in these digital health strategies were the primary
focus of the assessment. In addition to that, related work
was found in google scholar, IEEE Explore and PubMed.
These data lake frameworks and their security considerations
in healthcare were reviewed against security considerations
and their cost of implementation. Keywords such as data lake,
health and big data were used to identify the relevant articles.
A summary of the findings and their related gaps are shown
in section III and IV.

III. INFORMATION SECURITY GAPS IN DIGITAL HEALTH
STRATEGIES OF AFRICA

Since 2005, the World Health Assembly (WHA) has been
encouraging Member States to embrace digital transformation
by developing and implementing digital health strategies to
contribute towards achieving the Sustainable Development
Goals (SDGs) and universal health coverage (UHC) [13]. In

2020, the WHO formulated a global digital health strategy
with the vision of ”health for all” and SDG-3. Subsequently,
the WHO’s Regional Committee for Africa resolved to ad-
vance eHealth solutions in the African Region. A review of
eHealth strategies revealed that out of the 54 African coun-
tries, 42 (78.8%) have developed eHealth strategies. These
strategies encompass various transformation areas, including
telemedicine, electronic health record systems, eLearning, and
others. The trajectory of digital transformation implementation
involves experimentation, early adoption, development and
growth, scale-up, and mainstreaming. Nigeria, for example,
is currently in the development and growth stage [14].

One notable advancement in the digital transformation of
healthcare is the significant transformation of electronic health
records in most African countries through the District Health
Information System (DHIS2) [14]. This marks a significant
milestone; however, only two countries (South Africa and
Tanzania) out of the 42 have explicitly mentioned in their
strategies that they have developed dedicated eHealth-specific
security strategies [15], [16]. The WHO identified 12 African
countries that have implemented security strategies, but these
strategies mainly consist of general national regulations or
legislations that incorporate some measures for healthcare data
protection [13]. Although these strategies consider aspects of
digital transformation such as data warehousing or data lakes,
they do not adequately address the security dimension. For
instance, the Health ICT strategy of Nigeria showed significant
progress in its implementation however, there exists a gap in
the security incorporation. Whiles the strategy indicated higher
progression in the digital implementation, the security and
interoperability aspect was yet to be planned for. This might
not be in line with the ”shift-left” principle of security and
privacy [17], [18].

IV. RELATED STUDIES OF DATA LAKES

In addition to an evaluation of diverse eHealth strategies,
this section delved into an exploration of pertinent data lakes,
specifically focusing on their security and cost implications.
Within the realm of digital transformation, data storage and
processing form pivotal pillars. When devising digital trans-
formation strategies within healthcare, especially for resource-
constrained regions such as Africa, careful deliberation of
both cost and security dimensions becomes paramount. This
proactive approach ensures the sustainability of transformative
initiatives.

In healthcare, a domain of paramount significance, data
diversity is pronounced. The spectrum encompasses varied un-
structured attributes, including textual medical reports, medical
images, genomic data, and vital sign waveforms [19]. Recog-
nizing the absence of a universal Data Lake architecture tai-
lored for healthcare’s myriad scenarios, the HEALER frame-
work was conceived. Engineered to aptly ingest, store, and
provide efficient access to diverse healthcare data, HEALER
furnishes a centralized repository. It uniquely facilitates anal-
ysis and querying regardless of data format or type. A prac-
tical manifestation of HEALER validated its capability in



data ingestion, waveform processing, access provisioning, and
natural language report analysis. Unlike traditional systems,
HEALER prioritizes the storage of unstructured data – an often
overlooked aspect.

Cappiello et al.’s [3] proposition introduces a data lake
framework centred on establishing a communal data space
within healthcare. This framework embraces data governance,
privacy concerns, data sources, ingestion pipelines, storage
containers, and access tools. A prime objective was fostering
data sharing and collaboration within the healthcare ecosystem
to bolster patient care and medical advancements. While
addressing big data attributes and data sharing, the framework
lacked emphasis on the critical consideration of implemen-
tation cost, a factor of substantial significance in healthcare
institutions often grappling with financial constraints.

Similarly, the spotlight on cost and security considerations
extends to non-healthcare contexts. In the realm of business in-
telligence architecture, Marilex [5] unearthed the multifaceted
role of data lakes through interviews with BI experts. While
illuminating typical data lake components, the study was
confined to larger enterprises in developed economies. Thus,
extrapolation to small businesses and low-income countries is
limited. Additionally, the experts’ perspectives on privacy and
security were conspicuously absent, leaving an information
gap crucial for enriching data lake frameworks tailored to
LMICs.

Youssef et al.’s contribution [4] spotlighted a data lake
framework catering to the utility industry. This framework
aspired to centralize data repositories for real-time analytics,
capitalizing on a layered structure encompassing data integra-
tion, storage, processing, and consumption. Regrettably, the
critical dimension of cost was omitted from its considerations,
overlooking a vital facet in the development and maintenance
of data lakes.

In a broader context, while these frameworks addressed var-
ious aspects of data lakes and their implications, the synthesis
of cost-efficiency and security in data lake implementation
remains a pressing concern that necessitates comprehensive
exploration, particularly when tailoring solutions for LMICs.

This paper, therefore, proposed HEALER2: a conceptual
framework of a data lake towards addressing the security and
cost aspects of data storage in healthcare. This framework can
be used in LMICs, thereby filling an important gap in the
existing literature.

V. PROPOSED DATA LAKE FRAMEWORK AND DISCUSSION

A comprehensive framework (HEALER2) was proposed to
address various aspects, including cost implications, security,
and privacy considerations, in the development of a data lake
for LMIC (Low- and Middle-Income Countries).

Regarding security and privacy, we propose the implementa-
tion of privacy and data governance frameworks, as depicted in
Figure 1. These frameworks can be aligned with the Ministry
of Health or the health organization’s Data Lake establishment.
This involves the establishment of an ethical board for data-
driven decisions and the formation of a committee responsible

for data governance and privacy management policies and
procedures, in accordance with national laws and regulations.
Additionally, a quality control committee will be established
to define data quality metrics, rules, procedures, data profiling,
and data cleansing processes. It is crucial to establish metrics
for privacy protection, a compliance framework, monitoring
and auditing mechanisms, as well as controls. Reporting
and analytics will be followed by training and awareness
procedures.

A. Data Security, and privacy in data governance

Security concerns for cloud-system for healthcare include
legal and regulatory challenges, communication interference,
damages, failures, errors, malicious users, and threats relating
to theft. Others include repudiation and attribution, misuse
of system resources, legal and regulatory requirements, and
misuse of information system resources [20], [21]. According
to the European Union Agency for Cybersecurity (ENISA), in
providing measures for security in the data lake project, the
following measures need to be considered [22]:

• Legal and regulatory compliance with the proposed data
governance framework Security and data protection re-
quirements will be identified and this should involve the
requisite stakeholders including legal, risk, compliance,
and the IT department in the procurement process of the
public cloud. The requirement that will be considered
includes national legislation for healthcare data protec-
tion, legislation for cloud security, cyber security, and
data protection. Internal requirements such as information
security policies, the legal requirement for specific health-
care data, and national-specific security strategies for
healthcare data would be considered. These requirements
need to be reconciled with the cloud provider’s security
controls. Based on the data governance, data will be
tagged based on sensitivity levels to ensure that the
Cloud Service Provider (CSP) supplies the necessary
level of control. Evidence of adherence to recognized
standards of the CSP would be examined and ensure that
the responsibilities between the health organizations and
the CSP are well understood. Service level agreements
between CSP and the health organization, on security and
privacy requirements are addressed while requiring proof
from CSP for ensuring compliance requirements.

• Risk assessment and data protection assessment Conduct
risk assessment in accordance with the national guidelines
or well-known frameworks such as the methodology pro-
vided by the European Union Agency for Cybersecurity
(ENISA). Through this, cybersecurity and data protection
threats and risks pertaining to cloud services would be
identified and evaluated for the entire IT security risks.
Data protection impact assessment will be conducted
by using recognized tools such as the “ENISA tool for
evaluating the risk of personal data processing”.

• This initiative centres on the establishment of a com-
prehensive incident response plan to address security
breaches and safeguard data. The primary aim is to



Fig. 1. Data lake framework for LMIC.

outline a robust procedure that delineates the steps to
be taken in the event of a security incident occurring
within the Cloud Service Provider (CSP). This endeavour
ensures that the CSP adheres to established security
incident handling protocols, as mandated by the Ghana
Cybersecurity Act of 2020. As an integral part of this
project, meticulous attention will be directed towards
aligning the CSP’s internal measures, operational pro-
cesses, and designated roles with the stringent security
requisites set forth by the Ministry of Health (MOH).
A pivotal phase of this endeavor involves the rigorous
testing of the security incident processes. This testing
will be conducted collaboratively with the CSP, aiming to
validate the effectiveness and efficiency of the protocols
designed for managing security incidents. By scrutinizing
how a security incident is handled, this collaborative
assessment ensures that the procedures are finely tuned
and capable of swift, adept response.
An essential aspect embedded within this framework is
the formulation of a Service Level Agreement (SLA).
This agreement serves as a contractual pact between
stakeholders and will encompass various performance
indicators. These indicators include quantifying the cloud
service’s availability and capacity, outlining the prompt-

ness of response and reaction times from the CSP’s
organizational structure, stipulating the protocol for no-
tifying users of planned maintenance or downtime and
establishing a mechanism for reporting security incidents.
This reporting can occur either by default or upon request,
fostering transparency and accountability within the op-
erational landscape.

• Business continuity and disaster recovery: Ensure that the
business continuity management plan, provided by the
CSP, is effective and it is by the national security strategy,
and security policy of the health organization and in line
with best practice. For example, planned downtime must
be notified

• Termination and secured data deletion: The health orga-
nization asset stored on the CSP’s premises should be
removed, and returned in accordance with the termination
of the contractual agreement or if the data retention period
is met.

• Auditing logging and monitoring: Define requirements
for logging and ensure the CSP abides by the SLA terms,
regarding logging. Auditing the cloud should be done at
agreed intervals.

• Implement vulnerability and patch management: Assess
to ensure the CSP’s vulnerability and patch management



practice meets the state of the arts, cybersecurity act, and
well-known standards such as the OWASPs.

• Manage assets and classify information: This project
will ensure that information is classified to meet data
protection and security needs. Assets such as data, cloud
services, and related changes will be accounted for.
Conduct security testing in collaboration with the CSP.

• Data encryption for data at rest and in transit: Ensure data
is encrypted during the whole data life cycle (creation,
storing, using, sharing, archiving, deleting, incoming,
and outgoing using state-of-the-art methods eg Advanced
Encryption Standards (AES), while ensuring the security
of encryption keys are protected.

• Authentication and access control: Create access control
policies and specify security requirements for user access
to data, application interfaces, systems, and network or
network components for both private and public cloud
services. Access to the cloud services will be secured
by strong authentication controls such as multi-factor
authentication and other mechanisms based on security.

• Information security awareness, education, and training:
Cybersecurity awareness around diverse aspects, such as
social engineering attacks and good cyber hygiene would
be provided to healthcare professionals to help alleviate
common human errors.

• Client and endpoint protection: Identify all endpoint
devices such as laptops, mobile devices, and medical
devices, connecting to the cloud service and define a
security baseline for hardening the endpoints based on
the security policies and use tools for facilitating endpoint
security offered by the Cloud service provider.

• Network and Database Security: Security controls and
measures will be implemented based on assessed risks to
Intrusion Protection System, anti-DDoS solutions, WAF,
CASB, ATP, and Threat intelligence. Traffic between un-
trusted and trusted connections of network environments
and virtual instances will be monitored and restricted.
Based on the identified security risks, various security
components of the database such as TLS/SSL encryption
for client and inter-node communication, client authenti-
cation and authorization will be configured.

• Review isolation between tenants: Review the CSP ap-
plies proper segmentation for data, applications (physical
and virtual), infrastructure, and network between different
tenants to restrict one tenant’s access to another tenant’s
resources.

• Physical and environmental security: Physical security
controls to protect data centres and prevent unauthorized
physical access would be assessed and implemented.
Instances include physical authentication mechanisms or
electronic monitoring and alarm systems at private cloud
centres.

The inadequate attention given to security and privacy
considerations within the digital health strategies of African
nations underscores the imperative of this framework. Its pur-

pose is to establish a bedrock for advocating the integration of
robust security and privacy protocols during the establishment
of health data lakes in Low- and Middle-Income Countries
(LMICs).

B. Tools for Security, Privacy, and Data Governance

In pursuit of meticulous metadata management and gov-
ernance, Apache Atlas emerges as a pivotal selection. This
tool offers an encompassing framework designed to oversee
metadata pertaining to data residing within Hadoop ecosys-
tems, in conjunction with Apache Spark. The tool boasts
an array of functionalities including data lineage tracing,
data classification, and data discovery [23]. With metadata
management, Apache Atlas propounds a centralized platform
that empowers organizations to distinctly define and manage
metadata entities—ranging from data sources and databases to
tables and columns.

Shifting focus to data lineage tracking, Apache Atlas grants
organizations the ability to meticulously trace the journey of
data, unearthing its trajectory from its inception to its current
state. This traverses numerous data processing stages and
data sources [24]. The utility lies in deciphering data origins,
comprehending the spectrum of transformations it undergoes,
and preserving data provenance.

In terms of data classification and labeling, Apache At-
las furnishes the means to categorize and label data based
on variables like sensitivity, confidentiality, or adherence to
compliance requisites [25], [26]. This classification enables
the imposition of data access policies, ensuring that sensitive
information remains shielded from unauthorized access. A
vital facet of Apache Atlas is its collaborative and governance
features. These capabilities permit multiple users to collab-
oratively delineate and supervise metadata entities and data
lineage. The resultant effect is a synergy that bolsters metadata
uniformity and quality across the organization.

Concurrently, Apache NiFi augments this spectrum with an
array of security features spanning encryption and authentica-
tion, fostering the safeguarding of data privacy and security
as it flows through the system. Furthermore, Apache NiFi
excels in its support for an extensive array of data formats,
encompassing JSON, XML, CSV, Avro, and Parquet. This
inherent versatility facilitates seamless interaction with data
sourced from diverse origins.

C. Data lake framework development and implementation on
the aspect of cost and efficiency

We proposed Apache Spark in this data lake construction.
It is open source and provides fast and distributed data
processing capabilities and can handle large volumes of data
[19], [27]. Spark is designed for in-memory data processing,
which allows it to process data much faster than traditional
disk-based data processing systems. The number of containers
required for Apache Spark depends on the size of the cluster.
A typical Spark cluster requires a minimum of one master
node and several worker nodes. For instance, if the data lake
is started with 10TB, we can estimate the number of worker



nodes to be around 10 to 20, depending on the complexity of
the processing tasks. So, the total number of Spark containers
required could be around 11 to 21. Also, Apache Atlas is
proposed because it is open-source software, which means that
it is freely available and can be customized to meet specific
metadata management and governance requirements.

Other benefits include:
• Scalability: Spark stands out for its exceptional scalabil-

ity, adept at seamlessly managing extensive data volumes
even when faced with rapid data streams. Its capacity
to distribute tasks across multiple nodes and clusters
empowers it to efficiently tackle the complexities of
substantial big data workloads.

• Flexibility: The versatility of Spark is evident in its
compatibility with an extensive array of data sources and
formats. This adaptability positions Spark as a dynamic
data processing solution capable of catering to diverse use
cases and data types, enhancing its value across various
industries.

• Real-time Data Processing: One of Spark’s standout
features is its prowess in real-time data processing. This
capability empowers organizations to swiftly process and
analyze data as it flows in, allowing for immediate
insights and responsive decision-making in dynamic en-
vironments.

• Advanced Analytics: Spark’s capabilities extend beyond
conventional data processing, encompassing advanced
analytics functionalities like machine learning and graph
processing. This comprehensive analytical toolkit equips
Spark to not only process data but also uncover intricate
patterns, trends, and relationships, making it an invaluable
asset for deriving meaningful insights and driving data-
informed strategies.

1) Data Ingestion pipelines: Apache NiFi component will
be used to design the data ingestion pipelines which will
connect to the various agencies’ databases as shown in Figure
2. NiFi provides a drag-and-drop user-friendly interface for
building data pipelines and provides support for a wide range
of data sources and formats [19], [28]. Some of the benefits
of Apache NiFi include:

• Scalability: Apache NiFi is designed to scale horizontally,
which means it can be easily scaled up or down based
on the size of the data lake and the volume of data being
processed.

• Ease of use: Apache NiFi provides a user-friendly, drag-
and-drop interface for designing and managing data
flows, making it easy for users to build and manage data
pipelines.

• Real-time data processing: Apache NiFi provides real-
time data processing capabilities, allowing it to process
and analyze data in real-time.

D. Data Storage

Apache Cassandra will be used as the primary data storage
system as illustrated in Figure 3. Cassandra is a highly

scalable, open source, and distributed NoSQL database that
can handle large volumes of data with high velocity [29], [29].
It provides high availability and fault tolerance and is designed
to handle structured, semi-structured, and unstructured data.
Cassandra is a schema-free database, allowing for flexible
data modelling and enabling the storage of a wide range of
data types and structures. It provides real-time read and writes
access to data, making it ideal for use cases that require real-
time data processing and analysis.

E. Data Visualization and Reporting

Apache Superset will be used for data visualization and
reporting. It is s a modern, open-source, business intelligence
(BI) web application that allows users to easily create data
visualizations, dashboards, and reports [30], [31]. It is built on
top of Flask, a popular Python web framework, and leverages
the power of SQL databases for data processing. It provides
a web-based interface for creating charts, dashboards, and
reports. Key benefits include:

• Open-source and community-driven: Apache Superset is
free to use and is supported by a large community of con-
tributors who actively develop and maintain the software.
Interactive dashboards: Superset provides a variety of
interactive charts and graphs that enable users to explore
and analyze data in real time.

• User-friendly interface: The intuitive and user-friendly
interface of Superset makes it easy for non-technical users
to create custom dashboards and visualizations.

• Customizable: Superset can be customized to fit the
specific needs of a particular organization or user. It
provides a flexible architecture that allows users to extend
the functionality of the application.

Machine Learning (ML): We will also be able to pull data
from the data lake for analysis leveraging various Machine
Learning tools such as Jupiter Notebook, R Studio, Google Co-
lab etc. ML techniques will be useful to explore and enhance
effective data analysis and visualization such as Transform-
ers and Generative Adversarial Networks (GAN) for Image
processing and ensemble methods such as XGBoost, Random
Forest, and Bagging for classification and predictions. These
are current ML techniques with high-performance accuracies
in predictions.

GIS Portal: The visualization of GIS data will be facilitated
through the utilization of a Feature Manipulation Engine
(FME), a potent cloud-based GIS tool renowned for its capa-
bilities in data integration, conversion, and transformation [32],
[33]. This open-source software enjoys widespread adoption
among GIS professionals, data analysts, and data scientists
globally. Notably, FME delivers a user-friendly web-based
interface enabling the effortless creation, configuration, and
management of FME workspaces, virtual machines, and data
connections. With its emphasis on security, FME stands as a
dependable solution, fortified by a range of security features
designed to safeguard data. FME Cloud guarantees secure data
access through role-based access control, augmenting security
through data encryption for safeguarded data transmission.



Fig. 2. Data lake injection pipelines.

Fig. 3. Data lake storage
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Fig. 4. Network architecture.

The tool also accommodates various authentication protocols,
including OAuth and LDAP, assuring secure data access.

FME’s versatility extends to seamless data connections
and transformations across divergent file formats, databases,
and web services. With support for over 400 data formats
encompassing structured, semi-structured, and unstructured
data, FME empowers comprehensive data manipulation and
transformation functions, including data cleansing, validation,
amalgamation, and filtering.

As illustrated in Figure 4, the implementation will orches-
trate the integration of data sources hailing from the ministry
of health agencies’ network. This journey encompasses data
loading and transformation phases, executed under the purview
of established governance’s security and privacy controls. Sub-
sequently, data within the private cloud enclave will harmonize
with its public cloud counterpart, all the while adhering
to prevailing national regulations governing healthcare data
storage in cloud environments.

F. Limitations of Open Source Tools

Opting for open-source tools to construct data lakes presents
a more economical alternative compared to the financial bur-
den associated with proprietary tools entailing high licensing
fees [34]. The cost-effectiveness of open-source tools renders
them a natural preference for cultivating sustainable data lakes,
especially for economies with modest resources. However,
prudence is advised as concerns arise over the security and
privacy of healthcare data. Notably, the potential vulnerabil-
ities stemming from deprecated or unsupported open-source
tools could undermine the integrity of the data lake ecosystem.
Vigilant management is therefore imperative, necessitating a
proactive approach to rectify such susceptibilities and enhance
system security.

VI. CONCLUSION

Numerous nations are collectively striving to achieve the
United Nations’ Sustainable Development Goal 3, which fo-
cuses on ensuring healthy lives and promoting well-being
for all, alongside the objective of universal health coverage
by the year 2030. To realize these ambitions, countries have
been strongly encouraged to embrace digital transformation
within their healthcare systems. This strategic approach is
regarded as a remedy for various challenges. However, the
process of digital transformation in healthcare generates a
significant and diverse array of data. This data encompasses
complex structures, semi-structured formats, and unstructured
information.

Consequently, concerns have emerged regarding the sus-
tainable and secure storage of this data, especially tailored
to the needs of low and middle-income countries. Addressing
these concerns requires a comprehensive evaluation of existing
digital health strategies in regions such as Africa. This evalua-
tion primarily focuses on privacy and security considerations.
Additionally, an assessment of data lakes, both within the
healthcare sector and beyond, has been conducted.

This analysis has pinpointed certain deficiencies, particu-
larly in the realms of security and the cost associated with
implementation and maintenance. As a response to these
shortcomings, a novel framework named HEALER2 has been
proposed. HEALER2 stands out as a solution that effectively
balances security, privacy, and cost benefits. However, it’s
worth noting that while HEALER2 enhances security and
cost-efficiency, vigilance is imperative in adopting open-source
systems. Such systems can potentially introduce vulnerabilities
due to factors like deprecation or inadequate maintenance.

In consideration of the aforementioned aspects, future en-
deavours will involve the practical implementation and thor-
ough evaluation of the HEALER2 framework. This evaluation



will gauge its efficacy across dimensions such as security, cost-
effectiveness, and overall performance.
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