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Abstract

To meet the ambitious peak data rate and spectral efficiemggttfor the UTRA
Long Term Evolution (LTE), Multiple-Input Multiple-OutguMIMO) is identi-
fied to be one of the most essential technologies for LTE. 8MilMO is a widely
researched topic, most studies disregard the interactidtildO with other es-
sential enhancement mechanisms in the system includin ddlaptation (LA),
Hybrid ARQ (HARQ) L1 retransmission, packet scheduling;. eEherefore, this
PhD study focuses on the efficient integration of MIMO in thEELsystem by
making a careful design and analysis of the interoperatfaiffierent gain mecha-
nisms at different layers, rather than an evaluation of tinelividual performance
potential only. More specifically, the investigation exfgonew algorithms for
MIMO, which jointly optimize the LTE system with reasonaldemplexity and
low signalling requirements. An important considerationthe optimum interop-
eration/integration is the overall throughput performeaat both link and system
level, where the associated issues like the range of al@igbiRs, the signaling
overhead, and user fairness become important. The cortypthdombining those
realistic factors and multiple gain mechanisms often negMonte Carlo simula-
tions. However, theoretical analysis under ideal assumgptis also useful to gain
insight on upper bounds and to support and verify the MontdoCamulation
work. Thus both approaches are utilized in this Ph.D. study.

First of all, in order to gain an analytical insight into MIM@ith the OFDM
based system, a conceptual unified MIMO-OFDM framework tras tiieen for-
mulated based on the linear dispersion code. To includentipacgt from all gain
mechanisms and practical issues in the physical layer ohTthBesingle-user per-
formance, a detailed link level simulator was developedctvlieatures most of
the LTE Physical Layer and some MAC layer functionalitie® benchmark the
performance and complexity of more advanced enhancemeasgline MIMO
schemes are evaluated in terms of spectral efficiency. Aitr more advanced
MIMO solutions are investigated. Among them, the ClosedfLdransmit Di-
versity (CLTD) is of special interest to us. The emphasisivgrmg on designing
efficient methods to reduce the required weights feedbaclkCEdD. We further
considered the adaptive MIMO concept by which the MIMO scegmre chosen
instantaneously according to the channel condition. Usesight into the princi-
ples of adaptive MIMO through theoretical analysis is pded by using a unified
SINR concept. Besides, we propose the practical channétygoeetric design for
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LA algorithms including MIMO adaptation.

The multi-user diversity gain with opportunistic Frequgridomain Packet
Scheduling (FDPS) is further explored in spatial domaindmbining with MIMO
in spatial division multiplexing mode (SDM-FDPS). A thetical analysis of post-
scheduling SINR distribution with some simplified assumipsi is first performed
to give insight into the different SDM-FDPS concepts, nansehgle-user (SU-)
and multi-user (MU-) MIMO. For MU-MIMO, multiple users carebscheduled
on different streams on the same time-frequency resourbde 8U-MIMO re-
stricts one time-frequency resource to a single user. Affigr, the MIMO aware
proportional fair FDPS algorithms with moderate comphgxte proposed. The
performance of SDM-FDPS is then assessed with a quagi-stativork simu-
lator which provides traffic modelling, multi-user schadgl and LA including
HARQ, etc. Results reveal that in the micro-cell scenariaia @ cell throughput
of around 22% and 30% is obtainable with SU- and MU- MIMO schsmmespec-
tively, with precoding assuming 10 active users in the &&dlthe signalling over-
head with SDM-FDPS is shown to be greatly increased compards2 FDPS,
various methods are further proposed to bring down the Higgaverhead (88%
in uplink and 30% in downlink) without affecting the perfoamce significantly
(loss within 7-10%).



Dansk Resum@

For at imgdekomme de ambitigse top data rater og spektrgktieffets malsaet-
ninger fra UTRA Long Term Evolution (LTE), er Multiple-InpMultiple-Output
(MIMO) blevet identificeret til at veere en af de mest essdietiteknologier for
LTE. Selvom meget forskning har haft fokus pa emnet MIMO,dafleste studier
set bort fra interaktionen mellem MIMO og andre essentieltbedrings mekanis-
mer i systemet, sdsom Link Adaptation(LA), Hybrid ARQ (HARIQL retransmis-
sion, pakke planleegning osv. Derfor fokuserer dette Philism pa en effektiv
integration af MIMO i et LTE system ved at lave et omhyggetigsign og analyse
af interaktionen af de forskellige forbedringsmekanisweat de forskellige fysiske
lag, i stedet for kun en evaluering af deres individuellefiomelle praestations po-
tentiale. Mere specifikt, s baserer denne undersggelgg sige algoritmer for
MIMO, som tilsammen optimerer LTE systemet med et accefitibmpleksitets
niveau og lave signaleringskrav. En vigtig betragtningden optimale interak-
tion/integration er det samlede bit gennemlgb ved bade diplsystem niveau,
hvor effekter sdsom SINR reekkevidden, signalerings- otnkoger, og bruger
"fairness" bliver vigtige. Kompleksiteten ved at kombiaatisse realistiske fak-
torer og multiple forbedrings mekanismer kreever ofte Mdb#lo simuleringer.
En teoretisk analyse under ideelle antagelser er ogsa &rtigbat opna indsigt i
gvre greenser og for at supportere Monte Carlo simulerimge®erfor er begge
tilgangsmetoder anvendt i dette Ph.D. studium.

Foarst og fremmest er en begrebsmeaessig samlet MIMO-OFDM eafom
muleret, baseret pa linezere sprednings koder, med detlfatropna en analytisk
indsigt i MIMO med et OFDM baseret system. For at inkluder&ningen fra alle
forbedringsmekanismer og praktiske aspekter i det fysakaf LTE enkelt-bruger
preestations potentiale, er en detaljeret link niveau sitoublevet udviklet. Denne
simulator inkluderer de fleste egenskaber af det fysiskdréajTE og ogsa nogle
egenskaber fra MAC laget. For at male praestationen og kdsipg¢éen af mere
avancerede forbedringer, er nogle grundlinie MIMO algoeit blevet evalueret
ved hjeelp af spektrum effektivitet. Derefter er mere aveene MIMO lgsninger
undersggt. Blandt disse er Closed-Loop Transmit Dive(§ityT D) af speciel in-
teresse. Hovedveegten er lagt pa at designe effektive metibdé reducere den

Translation by Chrisitian Rom, Department of Electronics®yns, Aalborg University, Den-
mark.
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viii Chapter 0

ngdvendige veegtede tilbagemelding for CLTD. Derefterdagéde vi det adaptive
MIMO koncept, i hvilket MIMO algoritmerne er valgt gjeblikkgt afheengigt af
kanal tilstanden. Veerdifuld indsigt i adaptiv MIMO pringigrne ved at bruge et
samlet SINR koncept er givet via teoretisk analyse. Deradéorslar vi et prak-
tisk kanal kvalitetsmal design for LA algoritmer, som ogager MIMO tilpasning

i betragtning.

Multi-bruger diversitets gevinsten med opportunistis&dtrency Domain Packet
Shceduling (FDPS) er yderligere udforsket i det rumlige éame ved at kombinere
den med MIMO i spatial division multiplexing mode (SDM-FDP&n teoretisk
analyse af post-planleegning af SINR distribution med nagheplificerede an-
tagelser er fgrst udfeerdiget for at give indsigt i de foréel SDM-FDPS kon-
cepter som er: single-user (SU-) og multi-user (MU) MIMOr MlJ-MIMO kan
forskellige brugere blive planlagt pa forskellige datastme i den samme tid-
frekvens ressource, men for SU-MIMO kan en tid-frekvensa@asce kun anven-
des af 1 bruger. Derefter er den MIMO bevidste proportional FDPS algoritme
foreslaet med moderat kompleksitet. SDM-FDPS przestatieneerefter studeret
med en kvasi-statisk netveerkssimulator, som giver os trabklellering, multi-
bruger planleegning og LA, som inkluderer HARQ, osv. Reseitafslgrer, at i
et micro-celle scenario kan man vinde 22% til 30% preestatied SU- og MU-
MIMO algoritmer, med prekodning og antagelse af 10 aktivegbre i en celle.
Da det viser sig, at signaleringsomkostningerne med SDN?-&PBr steerkt forgget
i forhold til 1x2 FDPS, forslar vi flere metoder til at redueettisse signalerings-
omkostninger (88% i uplink og 30% i downlink) uden at nedbdmreaestationen
betydeligt (tab pa under 7 til 10%).
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Notation

Acronyms and mathematical conventions are listed belowqgfack reference.
They are additionally defined at their first occurrence.

Acronyms

2G Second Generation

3G Third Generation

ACK Acknowledgement

AMC Adaptive Modulation and Coding
CLTD Closed-Loop Transmit Diversity
CcC Chase Combining

CP Cyclic Prefix

Cal Channel Quality Indication

Csl Channel State Information

DFT discrete Fourier Transform
D-TxAA dual-stream TxAA

EESM Exponential Effective SIR Mapping
FDLA Frequency Domain Link Adaptation
FDPS Frequency Domain Packet Scheduling
FFT fast Fourier Transform

HARQ Hybrid Automatic Repeat reQuest
HSDPA High-Speed Downlink Packet Access
HSUPA High-Speed Uplink Packet Access
HSPA High-Speed Packet Access

IR Incremental Redundancy

ICI Inter Carrier Interference

IDFT inverse discrete Fourier Transform

Xi



Xii

Notation

IFFT

ISI
Jc
LA
LDC
LLR
LTE
MCS
MU-
MIMO
MISO
MMSE
MRC
NACK
OFDM
OFDMA
PAC
PARC
PF
PRB
RLC
SAW
SDM
SFC
sic
SIMO
SU-
SVD
STBC
STTD
TXAA
UDO
UE
ZF

inverse fast Fourier Transform
Incremental Redundancy

Inter Symbol Interference

Joint Coding

Link Adaptation

Linear Dispersion Coding
Log-Likelihood Ratio

Long Term Evolution
Modulation and Coding Scheme
Multi-user

Multiple-Input Multiple-Output
Multiple-Input Single-Output
Minimum Mean Square Error
Maximal Ratio Combining
Negative Acknowledgement
Orthogonal Frequency Division Multiplexing
Orthogonal Frequency Division Multiple Access
per Antenna Coding

per Antenna Rate Control
Proportional Fair

physical resource block

Run Length Coding
Stop-And-Wait

Spatial Division Multiplexing
Space Frequency Coding
Successive Interference Cancellation
Single-Input Multiple-Output
Single-user

Singular Value Decomposition
Space-Time Block Coding
Space-Time Transmit Diversity
Transmit Antenna Array

User Diversity Order

User Equipment

Zero-forcing
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Mathematical Conventions

Although some parameters and values will be presented ircdBulations are

always displayed using linear values.

throughout.

A

a

A, a

a x bor(a,b)
I

*

.“)T
)
)

T

8

(
(
(
(a)
|-
-]

E: {f(z)}
Pr(a)
Pr(alb)
min(a)
max(a)

Var {z}
Std {z}

E: (f(2)),

Var, (f(z)),

Bold upper case indicates a matrix.

Bold lower case indicates a vector.
Non-bold indicates scalar.

Matrix dimension indication.e. a rows timesb columns.
An a x a identity matrix.

Complex conjugate.

Transpose.

Hermitian,i.e. complex conjugate transpose.
a to the power ofc.

Absolute.

2-Norm.

Expectation with respect to.

Probability ofa

Conditional Probability of: conditioned orb
minimum value ofa

maximum value of:

Variance of random variable,

Var{z} = E {(ac -E {x})Z}
Standard deviation of random variahle

Std {x} = y/Var {z}.

Ensemble average overealisations oft,
a
E, (f (2)), = ¢ - Zlf(wi)
1=
Variance estimate taken fromrealisations oft,

Var, (f(2)), = 25 - 3 (f (@) — Ba (f (2)),)?

i=1

Standard deviation estimate taken framealisations oft,

Std, (f(x)), = /Var, (f(z)),

Short notation for the estimate of the relative

ot ~ _ Stde(f(2)),
standard deviation of, o, = B (f (o)),

The number of realisationswill be clear from the context.

Probability density function of.
Cumulative probability density function af.
Short notation for the mean af

Short notation for the estimate of

angle ofz

Further, followirggmentions are used
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Chapter 1

Introduction

The Second Generation (2G) mobile networks made it poskibleeople to com-
municate effectively with voice service while being on theva. With the Third
Generation (3G) system’s coming into our daily life, newaees like multime-
dia messaging, web browsing, online gaming, streaming, a&te also available.
As a member of the 3G family, WCDMA systems are providing eerfor more
than 100 million users by January of 2067 The new 3G updates, High-Speed
Downlink Packet Access (HSDPA) for downlink and High-Spégulink Packet
Access|(HSUPA) for uplink together are called High-SpeetkBBAccess (HSPA).
With these enhancements, the 3G radio access technoloyeniighly compet-
itive for several years to come [Holm06]. However, to enstompetitiveness in
an even longer time frame, i.e. for the next 10 years and likythie Long Term
Evolution (LTE) of the 3GPP radio access technology is dlyeaitiated within the
3GPP framework [3GPP06b]. The comparison of 3G, 3G enhasieesyLTE and
4G in terms of main benchmarking parameters are listed inrEid.1. in princi-
ple the LTE is equipped with the 4G technology, but is usingvimg 3G spectrum
and platform. Once the new spectrum for 4G is released (¢aqpeo be around
100MHz bandwidth [ITU 03]), LTE can offer a smooth migratipath towards 4G
[MogeO7a]. The roadmap of this evolution and time frame pfaitlustrated in

Figure 1.2.

To achieve the target data rate of LTE and eventually 4G, nmeswy tech-
niques are necessary. Multiple-Input Multiple-Output D) is one key tech-
nique among them because of its ability to enhance the rdthorel capacity
of cellular systems at no extra cost of spectrum. The piangervork by Fos-
chini [Fosc96] and Telatar [Tela95] showed that the capamitMIMO can be
up to min(Ny, N,.) times larger than the single-antenna capacity whéreand
N, is the number of antenna elements at transmitter and reaeispectively. In

see http://www.3gtoday.com/wps/portal/subscribers
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3G(WCDMA) HSPA LTE 4G
Standard R99 W(DMA R5&6 HSPA UTRAN LTE ”
Spectum | TNOLINN  OMWIONI0  g5y o feduens
RF Bandwidth 5 MHz 5 MHz 1.25-20 MHz 20-100 MHz
Latency user plane 100-200 ms <50 ms <10 ms ?
Latency control plane 500-800 ms 300-500 ms <100 ms ?
Peak bit rate DL 0.384 Mbps 14.4 Mbps Upto 100 Mbps  Up to 1000* Mbps
Peak bit rate UL 0.384 Mbps 5.76 Mbps Up to 50 Mbps Up to 1000* Mbps
Spectral efficiency DL 0.16 bps/Hz 1.0 bps/Hz ~2.0 bps/Hz ? bps/Hz
Spectral efficiency UL 0.16 bps/Hz 0.25 bps/Hz ~1.0 bps/Hz ? bps/Hz

Figure 1.1: Comparison of different systems and benchmarking parasgttoge07a]

| 5MHz >

3G 3.5G
2003-2004 2006-2007

3.9G 4G
2009-2010 2012-2015+

Figure 1.2: Roadmap of cellular system evolution [Moge07a]

this context, the expression MIMO includes both traditidmeamforming and di-
versity techniques [Wint87], as well as spatial multiptexitechniques [Tela95].
The diversity format of MIMO was included in 3G and 3G enhaneats al-
ready, like Space-Time Transmit Diversity (STTD) [Daba3®psed-Loop Trans-
mit Diversity (CLTD) [Hama00], mainly targeting at increéiag the link quality. To
reach the ambitious target peak data rate of LTE, MIMO in teafnspatial multi-
plexing also needs to be exploited to increase the peakatatafrusers. This Ph.D.
thesis focuses on the performance of MIMO as a capacity emmgatechnique for
future cellular systems. Application to the FDD mode of LT&wahlink is the pri-
mary motivation, but the considered techniques are geradlthe analysis in this
thesis can also be extended. The rest of this chapter isineghas follows. Since
the UTRA LTE is taken as a case study for this Ph.D. thesisp# glescription of
this system and its main principles are given in Section A survey of state of
art concerning MIMO is presented in Section|/1.2. The mdtivaand objectives
of this Ph.D. study are introduced in Section|1.3. Further,rhethodology of the
study is briefly addressed in Section|1.4. Finally, an oetbifithe dissertation and
contributions is given in Section 1.5 and The list of puliimas produced during
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the Ph.D. study is provided in Section 1.6.

1.1 UTRA Long Term Evolution - MIMO is essential

The related Study Item (SI) for UTRA LTE started in Decemb@d42 [3GPP0O0b].
At the starting point of thesis writing, LTE was still in thedk Item (WI) phase in
3GPP. The estimated finish time of the WI is around June 20@iceSnost of the
study is carried out during the Study Item phase, the paemassumptions might
deviate from the final WI outcome.

The objective of LTE is to develop a framework for the evalatof the 3GPP
radio access technology towardsigh-data-rate low-latency andpacket-optimized
radio access technology [3GPPO06b]. The key issue is todserspectral efficiency
and coverage while maintaining acceptable complexity asl. cFrom the radio
interface point of view, the current 3GPP Release 5 and @isnkican achieve up
to 14.4 Mbps downlink and 5.7 Mbps uplink peak data ratesh@ut channel cod-
ing) using HSPA. Thus for the long term evolution, clearlyremambitious goals
were set up. Among others, the main targets are presented [RGEPPO6b]:

e Significantly increased peak data rate e.g. 100 Mbps (daknknd 50
Mbps (uplink).

e Significantly improved spectrum efficiency (e.g. 2-4 timesttof Release 6
HSPA system)

e Radio Network user plane latency below 10 Reund Trip TiméRTT) with
5 MHz or higher spectrum allocation.

e Scalable bandwidth up to 20 MHz (lowest possible bandwititB5 MHz).

e Support for inter-working with existing 3G systems and 188PP specified
systems.

e Support for packet switched domain only (voice is carriectlyy VoIP).

e Optimized for low mobile speed, but also with support forthigobile speed.

The Transmission Time Intervg[TTI) is made as short as 1 ms in order to
improve theRound Trip TimgRTT) performance. The downlink transmission
scheme is based on conventional OFDM using a cyclic prefiXPRB®a]. The
system has a scalable bandwidth up to 20 MHz, with smalledWwatihs covering
1.25 MHz, 2.5 MHz, 5 MHz, 10 MHz and 15 MHz to allow for operatim differ-
ently sized spectrum allocations. The transmission badltthvis varied by varying
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the number of OFDM sub-carriers while keeping the sub-easpacing constant.
The throughput enhancing mechanisms in LTE downlink aréaéxgd in details as
follows, namely the Orthogonal Frequency Division Mukiping (OFDM), Link
Adaptation((LA), fast Frequency Domain Packet SchedulFiQRS), Hybrid Au-
tomatic Repeat reQuest (HARQ) and Multiple-Input Multy@eitput (MIMO).

1.1.1 OFDM

After finding its way in many standardizations, such as dlgiudio broadcasting
(DAB) [DMB], digital video broadcasting (DVB-T) [DVB], théEEE 802.11 local
area network (LAN) standard [IEEE99] and the IEEE 802.16rapstlitan area
network (MAN) standard [IEEE01], OFDM has been selectechasmiodulation
scheme for UTRA LTE downlink in 3GPP as well.

OFDM is based on the principle of Multi-Carrier Modulatiol€CM), or Fre-
quency Division Multiplexing (FDM). This technique is dgeed to split a high-
rate data stream into several interleaved streams and ese tih modulate a large
number of frequency multiplexed narrowband sub-carrietsch are transmitted
simultaneously. Spectral overlap could be avoided by piginough guard space
between adjacent sub-carriers. In this way, the Inter €almterference (ICl) can
be eliminated. This method, however, leads to a very inefiicuse of spectrum.
A more efficient use of bandwidth can be obtained with pdrédmsmissions if
the spectra of the sub-channels are permitted to partlyapve®rthogonalFDM
succeeds in this aim by transmitting orthogonal sub-aarién this system rec-
tangular pulses are transmitted, and thus each sub-cargsents a non-limited
bandwidth sinc shape, which can be overlapped in the tratesrand recovered in
the receiver [Bing90]. As shown in the frequency domainespntation of OFDM
in Figurel 1.3, the individual peaks of each sub-carrier lipewith the zero cross-
ing of all other sub-carriers. With this nice property, teeaiver can correlate the
received signal with the known set of sinusoids to recoversignal. The effects
of the multipath channel can be mitigated within the tra@disymbol by means
of the inclusion of a guard time in the beginning of each syinkiahe duration
of the guard is larger than the maximal delay spread of ther@laall the mul-
tipath components would arrive within this guard, and thefuissymbol would
not be affected. One particular realization of the guargtooncept is the Cyclic
Prefix (CP). In this case the last part of the useful OFDM sylngoopied to the
beginning of the same symbol, as shown in time domain reptasen of OFDM
in Figurel 1.3. This strategy manages to maintain its orthality properties, the
negative effects like Inter Symbol Interference (1SI) a@d ¢an be mitigated, and
no equalization for multipathe(g.RAKE receiver) is required, simplifying the de-
sign of the receiver [Nort03].

Further, since the OFDM sub-carriers are constructed adl@anarrowband
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channels, the fading process experienced by each sulydardlose to frequency
flat, and can be modelled as a single constant complex gaiis chlaracteristic
may simplify the implementation of advanced gain mecharssich as MIMO,

frequency domain packet scheduling. The task of pulse faggrand modulation
can be performed efficiently by using the discrete Fourien$form [(DFT) and
its counterpart, the inverse discrete Fourier Transfob#{l). In practice, OFDM

systems are implemented by using a combination of fast Eoliransform (FFET)

and inverse fast Fourier Transform (IFFT) blocks that ar¢heraatically equiva-
lent versions of the DFT and IDFT [Edfo96].

Bandwidth

/\ Subcarrier&
1/ Ky

Frequency

Time
Figure 1.3: Frequency-Time Representation of an OFDM Signal. [3GPP04]

However, OFDM is very sensitive to the non-linear distartgue to the natural
high peak-to-average power ratio (PAPR) of a typical OFDyhal [Behr02]. An-
other major drawback of OFDM is sensitivity to frequency @yronization errors
where the orthogonality is lost [Stam02].

1.1.2 AMC based Link Adaptation (LA)

Similar to HSDPA, Adaptive Modulation and Coding (AMC) islized to adapt to
a wide dynamic range of channel quality variations expegemat the UE (includ-
ing fast as well as distance-dependent variations, ettg.LTE downlink encod-
ing scheme is based on the UTRA Release 6 Turbo coding witkie ke of 1/3,
but adds rate matching with puncturing and repetition taiokd high resolution on
the effective code rate (approximately from 1/6 to 1/1) j#@8]. Potential usage
of additional polynomial for lower rates is still under dission [3GPP06a]. To
facilitate very high peak data rates, the LTE concept ad@* on top of the ex-
isting QPSK and 16QAM modulation available in HSDPA. Inéhgithe 64QAM
imposes high challenges for manufactures, especially thenBdules. The com-
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bination of modulation order and coding rate is called Matioh and Coding
Schemes (MCS). The instantaneous SINR versus attainabtgrabpefficiency in
AWGN channel with some example MCS are plotted in Figuré Cdmpared to
the Shannon capacity curve, there is a distance of appréedyriz:3dB from QPSK
spectral efficiency curves to ideal Shannon, while the difiee is increased to 5-
6dB for 64QAM spectral efficiency curves. The difference esnfrom the effect
of realistic modulation and coding. With the informationi$tantaneous channel
condition, the transmitter can adapt its transmission &ratcordingly with the
MCS that maximizes the spectral efficiency.

7
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g ——— QPSK 1/2
g QPSK 2/3
5 ] E 16QAM 1/2 ‘ |
.; ......... 16QAM 2/3
3 16QAM 4/5

| J
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g Shannon - — : -
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g ;
(0)]

SINR [dB]

Figure 1.4: SINR vs attainable spectral efficiency for MCS examples in@M/channel.

1.1.3 Fast Frequency Domain Packet Scheduling (FDPS)

Fast channel aware FDPS can be facilitated by the Orthodenegjuency Divi-
sion Multiple Access (OFDMA) which is a multi-user versiohtbe OFDM dig-
ital modulation scheme. A scheduling node (eNode-B) caranyoally control
which time/frequency resources are allocated to a Userdaeent (UE) at a given
time. The smallest granularity of resource allocation fenred to as a physical
resource block (PRB) consisting of a number of consecutiNecsirriers over a
number of consecutive OFDM symbols. The working assumgboithis study is
that the PRB equals 25 sub-carriers over frequency and 7 OB@ibols over
time. To support FDPS, the UE should give feedback of the GélaQuality
Indication (CQI) to the eNode-B, and the eNode-B shouldrimf®JE via down-
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link control signaling what resources and correspondiaggmission formats have
been allocated to each scheduled UE.

The scheduler can instantaneously choose the best muyitiglstrategy based
on the channel condition of each UE. As illustrated in Figlre, the users are
only given the PRBs where the channel condition is good. Haids to multiuser
diversity gain at a cost of increased signaling requiresient

c
» -
@®
L
*
=

User #2

UE experienced SINR

| PRB index—p

Frequency ——»
F-D packet scheduler allocation

Figure 1.5: Multiuser diversity gain can be achieved by channel aware&D

1.1.4 based on fast L1 retransmissions

The main principle of HARQ is as follows: In case a data packeiot correctly
decodable, then the eNode-B performs fast layer one retias®n of that data
packet, thus the receiver can achieve SNR gain by combimifigrdormation for
all transmissions (The working procedure is further expdiin Subsection 1.1.6).
The downlink of LTE supports both the Incremental RedungdiR) and Chase
Combining |((CC) retransmission strategies. The basic ifiélaeoCC scheme is to
transmit an identical version of an erroneously detected packet. With the IR
scheme, additional redundant information is incrementadinsmitted. When the
coding rate is quite high, the IR outperforms the CC sincatritlower the effective
code rate. The Stop-And-Wait (SAW) protocol supportingesal parallel logic
channels is used for downlink HARQ.
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1.1.5 Multiple-Input Multiple-Output (MIMO)

The definition of Multiple-Input Multiple-Output (MIMO) igjuite straightforward.
Wireless communication systems with multiple antenna el@sat transmitter
end and multiple antenna elements at the receiver end desl ddIMO system.
And for simplicity, the Multiple-Input Single-Output (MIS) and Single-Input
Multiple-Output (SIMO) with multiple antenna elements atcend are also taken
as a special case of MIMO in this thesis. Basically, MIMO cansbplit into two
groups: either increase the link qualigiersityMIMO) or data rate gpatial mul-
tiplexing MIMO). The diversity MIMO idea can be traced several decdukask to
the so-calledmart antennasAnd the spatial multiplexing MIMO originates from
the brilliant work of Telatar [Tela95], which is consideraslone of the most signif-
icant technical breakthroughs in the wireless commuraodield. Comprehensive
overviews about MIMO can, among others, also be found in IpB8} [Paul03].
The introduction of MIMO will be detailed in Chapter 2.

1.1.6 The working flow of UTRA LTE downlink

The gain mechanisms explained above are tightly integtateark efficiently for
UTRA LTE downlink. The working procedure is illustrated iigbre 1.6.

beamforming/diversity MIMO

Figure 1.6: lllustration of the main principles of UTRA LTE downlink.

We consider the UTRAN LTE downlink consisting of a schedylimode (eNode-
B) with FDPS functionality and several UEs capable of SDMepion. All UEs
first measure the channel quality every TTI, and the CQI istseeNode-B via up-
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link. Based on this, the eNode-B makes decisions on frequme resource al-
location and corresponding data rate adaptation. Threengpof MIMO process-
ing are proposed in 3GPP for multi-user downlink transroisgiSection 7.1.1.4.3
[3GPPO0O6a]). The first option is to use the traditional beamfng and diversity
MIMO schemes, as shown in Figure 1.6 for UE1 in the cell eddgis ®ption is
specially targeted at increasing the coverage for cell edges. The other two
options are meant for the users with a good channel conditibere multi-stream
spatial multiplexing MIMO is applicable. All spatial str@a can be sent to one UE,
which is labeled as Single-user (SU-) MIMO for UEZ2 in Figur6.10therwise, the
spatial streams could be sent to different UEs, labeled ds-Mser (MU5) MIMO
for UE3 and UE4 in Figure 1.6. The MIMO scheme selection ctnéldnade either
by short-term or long-term channel characteristics [QBia)J0Once the transmis-
sion format is decided, the transmitter performs the spiace-processing accord-
ingly and the signal is sent by antennas. The allocation ata iite information
is sent to the UEs via control channels. After receiving theket, the UE per-
forms MIMO space-time detection and recovers the data aridrpgs CRC check
to determine whether the data packet is error free. If soptoket is passed on to
higher layers for further processing, and an Acknowledgen&CK) is signaled
back to the eNode-B. If the packet is not correctly decodaldebits remain in
the UE buffer, and a Negative Acknowledgement (NACK) is aigd back to the
eNode-B. Upon reception of a NACK the eNode-B performs fagti one retrans-
mission of the data packet. Should one packet still not beectly decodable after
maximum retransmissions, the data will be removed from thigel and a higher
layer retransmission protocol is needed.

1.2 State of Art - A crowded MIMO community

Although MIMO has been intensively studied for many yednerinains one of the
most hot topics today. A short survey of research activitheaMIMO technology
field is presented below, and this review is restricted torthated work of this
thesis only.

A good overview tutorial on the general MIMO can be found irefB03]. For
frequency selective channels, it is quite natural for pedplthink of the possibil-
ity of introducing MIMO together with OFDM, referred to as IMO-OFDM”.
The marriage of MIMO and OFDM is natural and beneficial siné€b®™ enables
support for more antenna elements and larger bandwidtloutitomplex time do-
main equalization such as rake receiver and MIMO can inert@scapacity at no
cost in bandwidth. Quite a few general overview papers cafolsed in the lit-
erature for MIMO-OFDM e.g.[Paul04], [Stub04], [Ogaw03], [Park05], [Blcs02].
Some field trials of the MIMO-OFDM concept have been carriatiworldwide,
see for example NTT Docomo in Japan [Kish03] and lospan \@8=eInc. in USA
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[Samp02].

Numerous MIMO schemes have been proposed in the past ydardifierent
design goals, for example, the space-time coding [Alam98itical Bell Labo-
ratories Layered Space-Time Architect)¢ BLAST) [WoIn98] and per Antenna
Rate Control/(PARC) [Chun01] [Luce02], and matrix transsitia [Hott03b], just
to name a few. Generally speaking, MIMO could be utilizecdheitto maxi-
mize the data rate using multi-stream transmission or miaeirthe link quality
through space-time diversity processing. Besides, sorbachgchemes are pro-
posed aiming to achieve both diversity and spatial multipig gain at the same
time [TexaOl1]. But there is always a tradeoff between spatidtiplexing gain,
diversity gain, and complexity. With MIMO-OFDM, the desigf the so-called
space-time-frequency (STF) coding also attracts a lot @n#bn [Liu04]. In
[Bolc0Q], the maximum achievable diversity with the STFteys is discussed,
and the design guideline to maximize the diversity orderdvided as well. This
work is further extended to take into account the diversiyiiplexing trade-off
consideration in the follow-up paper [Bolc03].

With the increasing number of MIMO proposals, a generalieggression of
MIMO schemes becomes an interesting issue in this commuésgsibi etc. pro-
posed the so-called Linear Dispersion Coding (LDC) [Haks@8d essentially
identified a unified framework for many kinds of MIMO schemasflat fading
channels. Code design methods to optimize the mutual irffoom are analyzed as
well. Another paper with a similar target in mind is from [$i@ ], in which a more
general form of expression is presented, and the desigmiarére extended to take
into account both the error probability and the channel cidypaln [Barb04], the
authors proposed thEace-Orthogonal DesigfrOD) such that a great flexibility
in designing code can be achieved with the desired tradeebffeen bit error rate,
transmission rate, and receiver complexity.

Another interesting topic in this field is the adaptive satetof MIMO schemes.
This concept is proposed in [Catr02] where the system captizddy choose
among MIMO schemes with different diversity-multiplexitig@deoff capabilities
based on instantaneous channel conditions to maximiz@#wtral efficiency. Fol-
lowing that, quite a number of important contributions cenming adaptive MIMO
[Xia04] [Fore05] [Heat05] [Chae04] [Zhou02] [Tang05] [\&B36] have been pub-
lished with different selection criteria design methodsthie frame-work of UTRA
LTE, this means that the chosen MIMO scheme can be changed basCQI as
often as every TTI.

The signaling issue is also considered an important relsd¢apmc. From an
information theory point of view, the capacity of the MIMOstgm with Channel
State Information/ (CSI) known to the transmitter is highwart the system with
CSI unknown to the transmitter [Zels04] [Shar05]. Typigdbr the FDD system,
the receiver can get the CSI via channel estimation, whiettinsmitter has no
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knowledge of CSI unless the information is sent by the UE ilnkp There are
two common ways of utilizing the CSI at the transmitter. (heTtransmitter uses
CSl to perform the principal-eigenmode transmissiaon,the traditional transmit
antenna array (TxAA) techniques, where the link qualitcéreed SNR) is max-
imized. In the 3GPP terminology, TxAA is also known/as CLTDonGidering
practical signaling issues, different TXAA beamformingigie quantization reso-
lutions and corresponding achievable array gain numberiglantified in[[Naru97]
for flat Rayleigh channel. Later, Love etc. proposed a methuoth that the receiver
only sends the label of the best beamforming vector in a peeadéned codebook
to the transmitter. And by using the distribution of the oml beamforming vec-
tor in independent and identically distributed Rayleigtiifg matrix channels, the
codebook design problem is solved and related to the proble@rassmannian
line packing [Love03] for uncorrelated channels. This wisrlextended to corre-
lated channels in [Love04]. Further, the column by columargization approach
is proposed for larger number of transmit antenna elemeniste06]. (2) Oth-
erwise, the transmitter can perform eigen-beamformingstrassion to maximize
the achievable data rate, in which a MIMO channel is tramséat into a bank of
scalar channels with no crosstalk from one scalar chanrtbktothers [Ande98].
One practical scheme following this concept, but with equaater allocation and
quantized beamforming weight, is dual-stream TxAA (D-TX4Moto06]. When
transmit beamforming techniques are to be combined with KdF@Deally we
should send feedback weight for each sub-carriers due tpdrey selectivity.
This method however generates huge feedback requireméarisus approaches
have been proposed in order to reduce the signaling whil¢ ofitise gain is kept,
e.g.[Choi05] [ThomO05].

When multiple users are present at the system, opporttipatket scheduling
can explore the potential by multi-user diversity gain. Wlhiais concept is ex-
tended to frequency domain in OFDMA, the so called FDPS caglsignificant
gain to the system, by exploiting multi-user diversity gaim both time and fre-
quency domains. Optimal and sub-optimal sub-carrier basegtation has been
widely studied in the literature, see [Sung03] [Rhee00] #uedreferences therein.
The concept is studied with more realistic assumptions uthagel TE framework
considering band adaptation and CQI issues in [Pokh06]c€&ming the multiuser
MIMO system [Spen04], one important theoretical literataddressing the capac-
ity of MIMO broadcast channels was published!in [Vish02].dAthe problem of
exploiting multi-user diversity in MIMO systems with lineeeceivers have been
discussed by Heath [HeatOla] where some sub-optimal sphutivere proposed
with much reduced complexity. When the multiuser MIMO is ® déombined
with OFDMA, the bit and power loading issues have to be jalrdptimized with
MIMO selection, which results in quite high complexity (dee example the ex-
haustive search algorithm in [Jung04] [Pan04] [Dupl05] {id8a] [Pasc04]).

Besides, measurement and modeling work for MIMO channelstr carried
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on worldwide [3GPP03] [BaumO05] [Elek03]. Another releveegearch such as the
radio frequency (RF) imperfections for multiple antenna®06] is also a crucial
topic for practical application of MIMO.

1.3 Motivation and Objective

Although huge potential is revealed in a capacity perspedtr MIMO [Tela95],

it is still a big challenge to map this huge potential intaetable cell throughput
gain in a practical system. Therefore, the overall objeabifithis study is identified

to answer this questionHow to enhance the spectrum efficiency in the OFDM
systems with MIMO technology?As a case study, we will concentrate on UTRA
LTE system downlink. More specifically, we identified theléséing open issues
concerning the efficient application of MIMO in the LTE syste

As introduced in the Section 1.2, there are many MIMO schepneposed
with different complexity, signalling requirements andrgenechanisms. There-
fore, the first issue we need to address is to choose MIMO sehedepending
on the system requirements and targets. Besides, thereagsainteractions of
MIMO with other gain mechanisms in the system. For exampie Link Adapta-
tion and HARQ are also trying to improve the performance byRS¥mbination
gain and/or diversity gain, similar to many MIMO schemes.e @ain from dif-
ferent functionalities can not be added upon each other t#eyf are addressed
separately. All these interactions need to be investigetedake a more realistic
overall evaluation of the system. Further, other effecthss realistic coding and
modulation, CQIl imperfections, the cell scenarios, etdl,also have a big impact
on the performance of MIMO and need to be evaluated.

The second critical issue for the system design is the diggahnd perfor-
mance tradeoff. It is known that the performance of MIMO sohs can be im-
proved at the cost of weight information feedback, as intoed! in the Sectian 1.2.
The feedback load and performance gain should be analyzadydystem design.
Besides, when spatial multiplexing schemes combined witmoel coding, it is
possible to either encode the streams jointly (single codéwor separately (mul-
tiple codewords) [NokiO6a]. The use of multiple codewortleves for adjusting
the code-rates of the streams separately, and also givem#sility to use se-
rial interference cancelation receivers [Qual05]. Howetlee Single codeword
approach results in less feedback and possibly to diffesgrg of receivers. In
this context, the best signalling and performance compsershould be found for
practical system design.

Another hot research topic concerning MIMO is about MIMO ad#ion, as
introduced in Section 1.2. In principle, if we can feedbduk €QI information for
all the MIMO mode supported, the eNode-B can make predictiothe throughput
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for all MIMO schemes and make the choice of MIMO schemes aliagly on
an instantaneous basis. But the associated issues needatltessed like how
to analyze the potential of MIMO adaptation and how fast sthave make the
adaptation. The extra signalling to support the MIMO adiambacertainly make
those issues critical to consider.

When multiple-users are present in the cell, MIMO can beh&ricombined
with FDPS. Diversity MIMO with FDPS is quite straightforwchrextension of
FDPS. But the utilization of the spatial multiplexing MIMOittw FDPS is more
complicated. Two possible options are called SU-MIMO and-MWO, as illus-
trated in Figure 1.6, depending on the scheduling resaiufithe SU-MIMO and
MU-MIMO require different level of signalling and offer dé&rent performance
gains. Besides, since spatial multiplexing MIMO schemas @aly be used in
good conditions, the fall back diversity MIMO schemes hawdé used in bad
conditions, that involves again the MIMO adaptation. Mmexp the functional-
ities in eNode-B such as Packet Scheduler, Link AdaptatithiRQ need work
together efficiently to get the best out of the system. Thetjwa scheduling algo-
rithm to handle all these factors, but still with reasonatdmplexity is also critical
for the system.

In summary, these detailed objectives boils down to two &mental tasks.
That is

e Performance enhancement with advanced MIMO solutions.

e Complexity and Signaling control for the system.

1.4 Assessment Methodology

: The link simulator includes
Link-Level .
the impact from all
Study :
physical layer modules

. and lower MAC layer.
Link to System Interface

System-Level

Study - -
The semi-static system-

level simulator provides
traffic modeling, multi-user
scheduling, and link
adaptation with MIMO
adaptation.

Figure 1.7: Two-phase Evaluation Methodology.

The evaluation of the study is conducted in two phases, astridited in Fig-
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ure[1.7. First, to include the impact from all modules in pbgklayer such as
MIMO channel, modulation order, HARQ, LA, turbo coding, gtiaal CQI issues
etc, the first step is the link-level performance evaluatbMIMO techniques in
a UTRA LTE downlink scenario. The link-level performancealsstracted with
the link to system interface. Based on that, the evaluatfarelb throughput gain
is conducted in a semi-static system-level simulator. Tfexeof traffic models,
multi-user scheduling, MIMO adaptation etc will be studied

1.5 Outline of the Dissertation and Contributions

The dissertation is divided into 9 chapters. With exceptibmtroduction (chapter

1), conclusion (chapter 9) and the background (chapten@)hapters 3-5 focus on
the link-level study and the chapters 6-8 summarize thesydtvel study. A gen-

eral preview of all chapters is presented. Furthermorepthim contributions are
emphasized with bullet points. The order of the contentdialy follows as back-

ground, link-level study, and system-level study. The wisrkisually conducted

in two phases. Firstly it is analyzed through a theoretipglraach to identify the

potential and gain insight, then detailed simulation ifqrened to evaluate it by
including more realistic factors under UTRA LTE framework.

In Chapter 2, the background information for reading thesth is introduced
with an emphasis on the MIMO-OFDM techniques. Since marorils and text-
books exist for MIMO and MIMO-OFDM, only essentially reldtbackground is
discussed. To gain more insight into this promising comtmmaof MIMO and
OFDM, we formulate a unified framework of MIMO-OFDM based ¢t tLDC
code. The detailed formulation of framework is further aainced in Appendix A.
Afterwards, the considered practical MIMO-OFDM schemesexplained in more
details.

e Inspired by the authors in [Moli02] who point out basic e@lénce between
antenna elements and OFDM sub-carriers, we formulate @drifimework
of MIMO-OFDM system based on the linear dispersion code §82% This
provides a more general view and a practical tool for furtgimization of
this promising combination.

Chapter 3 summarizes oficontributions on baseline link-level evaluation for
UTRA LTE downlink. Basic MIMO schemes are chosen as benckimgresults

2phd students Akhilesh Pokhariyal, Christian Rom and BaBuRiriyanto from the Department
of Electronic Systems, Aalborg University, Denmark andnikrrederiksen and Claudio Rosa from
Nokia Siemens Networks, Aalborg R&D, Denmark.
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for more advanced techniques later. Firstly, the main LT&esyp parameters as-
sumptions are presented. Secondly, the link level simutddgeloped for UTRA
LTE downlink is introduced in details. The validations ofmsilator implemen-
tation are presented in Appendix C. Thirdly, the spectrtiehcy performance
of different MIMO schemes with long-term or short-term LAdbtained. And
the issue of CQI signaling is addressed as well. Furthergélidevel throughput
for various MIMO schemes considered are estimated underar@cmicro cell
scenarios for LTE downlink.

e To make an overall performance assessment of LTE, a detimile@vel sim-
ulator which features main LTE L1 functionalities is deyatd for UTRA
LTE downlink. My major contributions for this simulator atke imple-
mentation of turbo code/decoder module, multipath MIMOroiel model
and various MIMO schemes. Attainable spectral efficien@vaduated with
different gain mechanisms together (MIMO, Link AdaptatittARQ etc.)
under more realistic factors. The results help making thecgen on MIMO
schemes depending on cell scenarios, correlation, ets.\iidrk was partly
published in [WeiO6b]. The simulator also provided SINRcés for the
FDLA study in [Kold05].

The open-loop transmit diversity schemes like space-tioting can achieve
full diversity without any feedback. On the other hand th&Olcan achieve trans-
mit array gain on top of diversity gain at the cost of weighgdback requirements.
Since the CLTD is considered an important candidate for UTRE, the perfor-
mance of CLTD is investigated in Chapter 4. The emphasisvisngdn designing
efficient methods to reduce the required weights feedbaabreMpecifically, we
perform loss analysis with different quantization and ging strategies. Then the
attainable spectral efficiency and eventually the cellughput estimate is eval-
uated with different antenna configurations, quantizatesolution and grouping
size, etc.

e The CLTD is addressed in the LTE scenarios with limited feattb The
performance is evaluated in terms of attainable spectfiaiafcy and cell
throughput. The tradeoff between signalling requiremants$ performance
gain is identified. The results were published in [WeiO6djnte other way
of feedback reduction using Run Length Coding (RLC) is alquiared, and
the related results are published in [Wei0O6a].

The adaptive MIMO principle is analyzed and evaluated ingié¥a5. We have
two tasks in this chapter. Firstly, we provide useful insigito the principles of
adaptive MIMO through theoretical analysis. This is achgby using a unified
SINR concept. Secondly, we propose the practical chanraitgumetric design
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for LA algorithms including MIMO adaptation and evaluates thlgorithms with
detailed link simulator by including more imperfections.

e The adaptive MIMO capacity gain analysis is formulated framinstanta-
neous SINR perspective. A unified SINR concept is proposethie a easy
comparison of MIMO schemes with different number of spasibams.
With the analysis, we can identify whether the adaptive MIM&ection
of certain MIMO schemes should be performed or not considette sig-
nalling overhead and the achievable gain. Regarding thetipah issues,
advanced LA algorithm including MIMO adaptation was pragmband eval-
uated as well. And the results were accepted for publicatigieiO6c].

In Chapter 6, simulation methodology and assumptions fstesy-level eval-
uation simulations of Chapter 7 and Chapter 8 are summariedides, the key
performance indicators for system-level evaluation isfbriintroduced as well.

In Chapter 7, the multiuser diversity gain with opportuicigtDPS is further
explored in spatial domain by combining FDPS with MIMO in SalaDivision
Multiplexing (SDM) mode (SDM-FDPS). The chapter startshaan introduction
of system model and terminology definition. Following tHdtMO aware FDPS
algorithms are proposed. Further, a theoretical analyils seme simplified as-
sumptions are carried out to give insight into the differ8M-FDPS concepts.
The performance results are then evaluated with a quagi-s&twork simulator
which provides traffic modeling, multiuser scheduling, &nl adaptation includ-
ing HARQ, etc. The modeling and validation of the network @iaor is provided
in Appendix E.

¢ Toinclude the effect from scheduler, a simplified theosdtamalysis of post-
scheduling SINR distribution is performed first to gain gidiinto the dif-
ferent SDM-FDPS schemes. Based on that, the theoretiddécel perfor-
mance upper bounds are derived.

For practical application of SDM-FDPS, to find a good compssietween
complexity and gain, the suboptimal MIMO aware FDPS al@pong with

moderate complexity are proposed. And the system levebpeence of
SDM-FDPS is benchmarked without signaling constraintseuh@E frame-

work downlink. Finally, the theoretical bounds derived aoenpared with
the simulation results. Quite good agreement are found. rébats were
accepted for publication in [WeiO7b]. And part of the reswltere also pro-
vided as supporting material for a more general performanedysis of LTE
with Shannon capacity formula [Moge07b].

As the signaling overhead with SDM-FDPS is shown to be graatireased
compared to SIMO FDPS, various methods are proposed in &h8pib bring
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down the signaling without affecting the performance digantly. The consid-
ered methods are first explained sequentially, namely seiaptive MIMO selec-
tion concept, single codeword for SU-MIMO transmissiord #re threshold-based
CQI schemes. The performance is then evaluated with alladstimcrementally.

e In order to bring down the signaling to a practical level with sacrificing
too much in the SDM-FDPS gain, several effective approaahe#entified
by considering the interaction of FDPS and other gain meshan The
results with reduced signaling is shown to be able to maimabst of the
performance. The relevant results are accepted for ptiblican [WeiO7a].

Finally, the concluding remarks are summarized in Chaptrdsome poten
tial future work are proposed as well.
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Chapter 2

Background and Framework for
MIMO OFDM

2.1 Introduction

This chapter provides background information for MIMO-ORind summarizes
the proposed MIMO-OFDM framework. An overview of essentiatkground of

MIMO techniques is provided in Section 2.2. After the intngtion of a generic
system model of MIMO, an eigenvalue interpretation of MIM@aaonel is pre-

sented. Depending on whether the CSl is made available &tath&mitter or not,

the corresponding systems are sometimes referred to as-tfopp” and “closed-

loop” respectively. The capacity of open-loop and clossapl MIMO are intro-

duced and compared as well. Further, the MIMO gain mechanésrd MIMO cat-

egorization are explained. The combination of MIMO with Q%[ discussed in
Section 2.3, in which a conceptual unified MIMO-OFDM framekvis proposed.

This provides a more general view and gives more insightthrégromising com-
bination of MIMO-OFDM. At last, although many MIMO-OFDM semes have
been proposed already, we only pick some of the most popules €or further

evaluation in this thesis. The choice is motivated by mamyofs, such as com-
plexity, back compatibility, etc. The selected schemesaphained in detail in the
Section 2.4.

19
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2.2 Overview of MIMO

2.2.1 System Model and Eigenvalue Analysis

Consider a general MIMO system as shown in Figure 2.1. The timdex is not
included here for simplicity. Assumingy; transmit antennas at eNode-B aivgd
receive antennas at UE, the discrete signal model can bessqat as

y=Hs+n , (2.1)

wherey € CNr*1 s the received signal vectas,c CNt*1 is the transmit signal
vector with elements picked from a unit energy constelfgtandn € CV+*1 is the
complex additive white Gaussian noise vector with varianédy, . The channel
matrix H € CV-*Nt represents the links between transmitter and receiver as

hii hi2 - hin,
ho1  haa -+ han,
H= . . _ . (2.2)
hn, N,
\v4
1
v
Coding, 2 Decoding,
modulation, demodulation

Weighting, —>»
demapping | Binary
etc. output

—»| Weighting,
Binary mapping,
input etc.

Figure 2.1: Generic MIMO system structure.

A nice and convenient way to visualize the impact of the MIM@uenel on the
capacity is based on Singular Value Decomposition (SVD)\@mchannel matrix
[Golu96]. The SVD ofH equals

H =UDVZ, (2.3)

whereU € CN*Nr andV e CNexNe gre unitary matrices. The diagonal ma-
trix D € CN~*N having the singular values d on its diagonale.g.D =
diag(A1, A2, ...Ax ) where K = rank HH) < min(N;, N,.). With Equation 2.3,
we can rewrite the Equation 2.1 as

y =UDVfstn . (2.4)
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Assuming that we have full knowledge at the transmitteraalye we can seV
as an eigenbeamforming filter at the transmitter B8 as a matched filter at the
receiver. As shown in Figure 2.2, the signal model results in

r=Uly =UUDV#Vs+ U n=Ds+n' . (2.5)
*n
S | Transmitter | Receiver | T
" Gerv [ ] O Cfierut [

Figure 2.2: lllustration of MIMO eigenmode transmission.

A component wise notation of Equation 2.5 results in

TE = A\pSE + ’I’L;C k=1.K . (26)

In this case, as shown in Figure 2.3, the equivalence of MIM&nael consists of
K parallel spatial subchannels with different eigenvalwgs/vhere/\i represents
the channel gain for subchanriel

[N

H®_?®
S 9?@

Sk Iy

R Ja
%7\« an

Figure 2.3: Equivalence of MIMO channel model.

The number of available spatial eigenmodes indicates thenpal capacity
that a MIMO channel can support. Then by using Shannon’saitypBrmula
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[Shan48], the capacity of MIMO channel can be derived as

C = logydet <IN, + qk—kHHH>

TL

— log,det (IN +qk—kUDVH(UDVH) )
= log, det <1 qkkUDDHUH>
Un
X0 0
= log, det IN7+qk—k o . o |uUuf
Un
0 0 A
K 2k
= Zlog2< g) : (2.7)
k=1 n

whereo—i,C is the effective power on theth subchannel, which is the product of
the transmit powegy;, and the channel gaik; for each subchannel.

Assuming Gaussian input signal and perfect CSI feedbadk matdelay, the
optimal power allocation to maximize the capacity underttiial power constraint
P, is solved via water-filling [Tela95] as follows,

O‘2 +

qrkk — < — )\_;L> s k=1.K s (28)
k

wherep is chosen to satistkK:1 qrr. = P, and where

+ Jox fxz>0
(z) —{o, ifz<0 ° (2.9)

Thus the capacity with full CSl is given as

K
qkk
C=> logy(1+ )\z?) . (2.10)
k=1 n

Assuming no CSI at transmitter, the optimal strategy wiltbealistribute the
power equally among the transmit antenna elements, anditbuspacity without
CSl s given by

C= Zlog2 1+AkN 2) : (2.11)
k=1

Given the Equatioh 2.10 and Equation 2.11, the ergodic dgpacalculated
for uncorrelated MIMO channels with different number ofexmma elements as
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shown in Figure 2.4. For those curves, 10,000 realizatidnthe flat rayleigh
channel matrix is performed to determine the average cigpaei, ergodic capac-
ity. It is observed that the capacity with full CSl is supetio the capacity without
CSl only when the average SNR is low or wh&p > N,..

To include the effect of antenna correlation, we consideingple double-
coefficient spatial correlation model from [Zels04] whergansmit antenna cor-
relation matrixR,,, € CN+*Nt with a structure as

[ 1 Ttz rfx ... rigt_l ]
Ttx 1 Ttx .
Ry, = 2. re 1T 12, ; (2.12)
: . . Ttr
i rtzit_l .. rtzx Tt ]

25
—+— Capacity without CSI i
20 + Capacity with CSI i
4x4 /@7‘/
E‘ 15 | / / |
n
o] 4x2 K
> / / I
‘C
10 ~ e
o )
/ e ﬂ/z 2
St A : — P
i e = e 1
: R
3/%/’*//*//
%///ak/
0 | | | | | |

L L L
0 2 4 6 8 10 12 14 16 18 20
Average SNR [dB]

Figure 2.4: Ergodic channel capacity for MIMO with different antennanfigurations in
flat Rayleigh channel.
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25

20 L —*— Capacity without CSI
Capacity with CSI

capacity [b/s/Hz]

0 0 2 4 6 8 10 12 14 16 18 20

Average SNR [dB]
Figure 2.5: Ergodic channel capacity for 4x4 MIMO with different levdlaorrelation at
both ends in flat Rayleigh channel.

and a receive antenna correlation mafix, € CN~*Nr with a structure as

[ 1 Tra r%x 7‘7{\;}_1
Tra 1 rey :
Bo=| 02 ry 1 a2 | (2.13)
. . Trx
7“7%_1 7“31, Tra 1 ]

Based on this, the channel matrix with spatial correlatian be represented as
[Zels04]

1 1
H = R H;a(R%:)T (2.14)

whereH;;; € CN*Nt s with i.i.d. zero-mean unit variance elements. Under the
assumption that the elementsHfare zero mean and have a variance of one, the
correlation matrices can be found as follows:

Ry = E [(hy)" (hy)*], for all ¢, ¢=1,..,N, , (2.15)

Ry, = E [hph]l], for all p, p=1,...N; , (2.16)

whereh, is theg-th row of H, h,, is thep-th column ofH, and(.)* denotes the
element wise conjugate of the corresponding vector or ratri
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Obviously the introduced spatial correlation model may bwtthe accurate
model for some real-world scenarios, but it is a simple mduaslallows us to study
the effect of correlation in an explicit way. With this modkeé capacity of MIMO
in scenarios with correlation at both the transmitters &aedéceivers are compared
in Figure 2.5. As shown the capacity with full CSl is higheanhthat without CSI
for the whole range of average SNR. The reason is that for sankorthongnal
channels in correlated scenarios, the eigenmodes haweungtjual channel gains.
To achieve higher capacity, the optimal transmitter softutif having full CSI will
use more power on the stronger sub-channels to enhancepheitgawhereas the
transmitter without CSI applies equal power on all sub-cdetésmand wastes energy
in the bad eigenmodes and thus loss in capacity.

2.2.2 MIMO Gain Mechanisms

Generally speaking, the gain of MIMO can be traced from faingnechanisms,
i.e., array gain, diversity gain, interference rejection gaimdaspatial multiplex-
ing gain The first three gain mechanisms can be obtained alreadyM{BO or
SIMO, while the last gain mechanism must have multiple amsrat both ends.
These gains may sometimes be mutually conflicting, implyired the total spatial
freedom of MIMO channel can be used in different ways.

2.2.2.1 Array Gain

Array gain is an increase in average received SNR by a cohecenbining of
signal from multiple antenna elements at transmitter andfoeiver. The array
gain requires channel knowledge. Channel knowledge atettevier is typically
available via channel estimation, whereas channel infoomat the transmitter is
in general more expensive to obtain. As a example we conaidex N, SIMO
system. Further we assume that there is no CSI at the traagnhitit full CSI at
the receiver. Following the system model in Equation 2.&,$fMO system can
be expressed as

hi1

ho1

y=Hs+n= ) s+n (2.17)
hn,1
Since the maximum-gain receiver weights are the conjudateeachannel matrix,
H*, the recovered signal is coherently combined as
H'y = H*(Hs +n) = (|| [[* + bt [|* + . + [[Ana[[})s +7 (2.18)

Since the received signal power is the sum of the signal pberthe/V,. receiver
elements, the array gain in this case is clea¥ly
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2.2.2.2 Diversity Gain

Diversity gain (time/frequency/space) is a result of thet filnat the possibility
that all signals fade at the same time is much lower. Provitiece are several
branches (time, frequency, and space) which exhibit intldget fading, diversity
exploits these branches to minimize the signal level vditabExtracting spatial
diversity without CSI at the transmitter is possible witlitalble signal processing
techniques, for example with the space-time coding [Alam@®nsider again the
example in the above discussion in array gain subsectiafi tife receive elements
are uncorrelated, we gét.th order diversity gain.

2.2.2.3 Interference Rejection

Co-channel interference arises due to frequency reuseriess channels, which
causes serious performance degradation for cell edge. ugéngen multiple an-
tennas are used, the different spatial sighatures of desigmal and interference
signal can be exploited to reduce or cancel the interfereirce@ multipath rich
environment this leads to a situation where at the receivedifferent streams ex-
hibit different spatial signatures that have been imposeithé scattering medium.
The receiver can then use spatial interference suppressidiscriminate the dif-
ferent streams on the basis of their signatures. Trangmit&rference avoidance
and receive interference cancelation can be performechdemgon where the CSI
is available. Now consider a simple example with one dessigdal s; and one
interference signals from a different transmitter as

hi1 hio } [ 81 }
—Hs+n= . +n. 2.19

Y { ho1  haos 2 (2.19)
The simplest receiver to null out the interference signdhés Zero-forcing (ZF)
receiver whose weights af@1” H)~'H*!. The signal and interference recovered
can be expressed as

{ . ] — (H"H)'Hy - [ . } + (H"H) 'H'n. (220)
S9 52

As shown, the spatial freedom from multiple antennas atizedi to null the in-
terference signal out at the cost of noise enhancement. UpitqN,, N;) — 1]
interferers can be cancelled.

2.2.2.4 Spatial Multiplexing Gain

The idea of spatial division multiplexing (SDM), sparkedthg information theory
from [Tela95], is based on transmitter and/or receiverrfatence suppression. A
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spatial multiplexing system transmits multiple data stireaand reuses all other
resources, e.g. frequency, time and codes, etc. Diffeagatstireams are, however,
transmitted from different antenna elements or througfeint transmit antenna
weights. Consider again the example in the above discussitre interference
cancellation subsection, where the only difference is Hwh data streams are
the desired signal now. In this way the spectral efficieneylmaincreased without
increasing the bandwidth. Besides, with CSI at transmittersystem can perform
advanced power allocation to further increase the speeffiailency, as addressed
in the eigenmode analysis in the previous section.

2.2.3 MIMO Categories
2.2.3.1 Diversity MIMO vs Multiplexing MIMO

The spatial freedom introduced by a MIMO system can be usddondistinct
ways [Zhen03] [Catr02]i.e., either to improve link quality (diversity MIMO) or
to enhance throughput (multiplexing MIMO). Diversity MIM&hemes in general
can increase the performance by exploit array gain andversity gain, but it will
have the same data rate as the SISO systegnSpace-time coding. On the other
hand, multiplexing MIMO can increase the symbol data ratacatost of extra
spectrumge.g.BLAST. A hybrid combination of the two is also possible, buttw
a total spatial freedom constraint [Texa01].

2.2.3.2 Closed-Loop MIMO vs Open-Loop MIMO

As mentioned earlier, the channel information at the reensually can be ob-
tained with channel estimation, but the channel infornmat the transmitter is
quite expensive to have in FDD mode systems. Depending otheththe CSI is
available at the transmitter, MIMO schemes can be dividéal Glosed-Loop and
Open-Loop schemes. That is, when there is no channel infmmat the transmit-
ter, it is considered an Open-Loop schemg, Space-time coding. And it is called
a Closed-Loop scheme if the opposite is the case. Moredveramount of re-
quired CSil for Closed-Loop schemes differs a lot, some reduil CSI [Tela95],
while more schemes aim at getting most of the gain with oni{igdaCSI [Naru98].

2.3 Unified MIMO-OFDM Framework

When MIMO is to be combined with OFDM, many options are avdddPaul04].
In order to gain insights into this, we propose a unified framrd for MIMO-
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OFDM systems in this section. This can be envisioned as a gaoting point for

further optimization of scheme design. Since the manimnatf three dimensions
(frequency/time/space) is not very convenient, we redutcbdck to two dimen-

sions by the equivalence concept view of antenna elemedtswmncarriers from
Molisch etc. [Moli02] as introduced in Subsection 2.3.1lI6wing that, the uni-

fied framework is explained in Subsection 2.3.2. As the saidibis thesis is the
interaction of MIMO with other gain mechanisms in the LTEteyss, we identi-
fied a simplified version of MIMO-OFDM framework which is moseitable for

practical application, and that is discussed in Subse@i8I8.

2.3.1 Equivalence of Antenna Elements and Sub-carriers

As the basis for the framework, we consider the concept diaghview of antenna
elements and sub-carriers from Molisch etc. [Moli02]. Thhars point out that
there is a basic equivalence between antenna elements dpidl Qb-carriers. In
short, if there is no crosstalk between the antenna elenamickbetween the sub-
carriers, all thelV; x N, isolated links are equivalent. Here we assume Maits
equal to the number of transmit antenna elements,/énid the number of useful
sub-carriers. This analogy is further extended by two awsrsitions with relaxed
requirements [Moli02].

(1) Viewing the antennas as additional sub-carriers: Ifdhannel is known,
a singular value decomposition of the channel matrix ti@mnss$ it into isolated
(but not identically distributed) channels. This recowhies analogy to the isolated
sub-carriers. For this very special case, the MIMO-OFDMeaysdecomposed to
a parallel of isolated SISO channels.

(2) Viewing the sub-carriers as additional antennas: Ia tase, the “addi-
tional antennas” just exhibit a special type of crosstalkcdetion (namely, zero
crosstalk). Note that the crosstalk might be beneficial iegrdity purposes. How-
ever, crosstalk between sub-carriers could be enforcgd,l®. using multicarrier-
CDMA instead of conventional OFDM. For this more generakcdise links with
crosstalk could be separated in the receiver with intemfarecancellation algo-
rithms.

2.3.2 MIMO-OFDM Framework Representation

To incorporate most of the MIMO-OFDM schemes, we considesreegal structure
(i.e. consideration (2)) as shown in Figure 2.6. Note that the wblacoding, mod-
ulation is performed beforehand and is not involved withceptime-frequency
processing here, thus this framework does not support schengsge.g.space
time trellis codes. And for simplicity, we consider the a@lént representation
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Figure 2.6: lllustration of unified framework for MIMO-OFDM.

of LDC with a separate real and imaginary part as Equation Algerefore, the
real and imaginary part of the input modulated symbols adedavith dispersion
blocksA andB, respectively. The output is then fed into a multiplexer erapped
to corresponding sub-carriers and antenna elements. Assegoence, each in-
put symbol could be dispersed to any space-time-frequeesgurces. With the
general space-frequency-time linear dispersion codingtstre above, we could
potentially optimize the code under certain constraintshsas in [BolcO0] and
[Bolc03]. The formulation of the framework is further inthaced in detail in Ap-
pendix A. Since this framework is extended from the LDC cqndklass02], the
background information of LDC is provided in Appendix A aslwe

2.3.3 Simplified MIMO-OFDM Framework Representation

Although the above framework provides a very good insigtat ihe MIMO-OFDM
system, the optimization of such a complex system is notiaktask. On the other
hand, we argue that the potential benefits are rather smddirithe LTE scenario
as follows:

The potential benefit from the introduction of the frequedomain into the
space-time processing is the extra frequency diversity. gdowever, in the cases
where a reasonably large diversity is already availabléersyystem through trans-
mit, receive, time diversity etc., the potential gain framduency diversity is rather
small [Zels04]. Moreover, in the cases where multiuser rditye over frequency
is to be exploitede.g. FDPS, block wise transmission (localized) [3GPR064a] is
actually more desired. Even in the cases where the frequitwessity is crucial, a
more structured frequency processing like transmissionamconsecutive (scat-
tered, distributed) sub-carriers [3GPP06a] or frequepogading can achieve most
of the frequency diversity with much less complexity.
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Figure 2.7: Simplified MIMO-OFDM schemes with detached frequency anacsgtime
processing.

Based on the above arguments, we find an alternative, sietptibde structure
with a detached frequency and space-time processing ntozetate, as illustrated
in Figure 2.7. As shown, a frequency MUX is deployed befareetand space only
dispersion on each sub-carrier. Through a careful desigregfiency MUX, most
of the frequency diversity could be maximized with much lesmplexity. Thus
this simplified framework is considered for further studyehelt is important to
note that with such a simplified configuration, we still halwe potential to deploy
different LD codes over time and frequency depending on thiR 8nd condition
(practical rank) of channel variation.

2.4 Considered MIMO-OFDM Schemes

The MIMO-OFDM schemes considered in this thesis are intcedun this sec-
tion. Since the baseline antenna configuration propose2idlPP06a] is two trans-
mit antennas at the cell site (eNode-B) and two receive aateat the UE, we
have chosen to consider the following popular MIMO-OFDM exties, namely
'SIMO),, Space Frequency Coding (SFC)[Paul04], Transmit AmaeArray (TXAA)
[Lo99](or equivalently CLTD in 3GPP terminology), Joint @ing (JC) [Qual06a],
[Chun01] and dual-stream TxXAA (D-TxAA) [Moto06]. ThéMBO is the
default setting for LTE, with one transmit antenna and tweeiee antennas oper-
ating in Maximal Ratio Combining (MRC) mode. The summary afimfeatures
of all schemes considered are listed in Table 2.1.
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Table 2.1: Overview of the considered MIMO schemes

MIMO TX Rx | Diversity Array Spatial | Precoding
scheme | Ant. | Ant. order gain (dB) | streams

SISO 1 1 0dB 1 No
SIMO 1 2 2 3dB 1 No
SFC 2 2 4 3dB 1 No
CLTD 2 2 4 4.86dB? 1 Yes
JCIPARC| 2 2 1 -3dBP 2 No
D-TxAA 2 2 1 -3dB 2 Yes

#The 4.86dB array gain is for uncorrelated scenario with & gitantization in phase (see Equa-
tion[4.7 in Chaptér 4), and the gain is up to 6dB in full correthcase where the transmit diversity is
lost.

The -3dB is to describe the equal power allocation on trananiennas. There is no receiver
array gain with linear receivers, and the receiver arrag gan be up to 3dB for nonlinear receivers.

2.4.1 Diversity MIMO

As mentioned earlier, diversity MIMO can increase the linkality through di-
versity and array gain, but there is no data rate improveroempared to SISO.
Practical schemes like SIMO, SFC and CLTD fall into this gats.

24.1.1 SFC

The Space-Time Block Coding (STBC) [Alam98] by Alamouiti islassic modu-
lation scheme discovered for the two transmit elementsl@gsesystems. It has an
elegant mathematical solution for providing full spaceedsity over the coherent,
flat-fading channel without any feedback from the receigethie transmitter. In
addition, they require extremely simple encoding and diegpd

The SFC considered here is a variant of Alamouti STBC whidpislied on
neighboring sub-carriers instead of adjacent time symjasll04]. The assump-
tion behind this is that the channel is constant on neighlya¥i; sub-carriers. Note
that SFC defined here exploits all available space divevgifyout any frequency
diversity. Similar to other STBC, the SFC utilizes all thesal freedom on diver-
sity and array gain. The transmit mapping of SFC is sketché&dgure 2.8. The in-
put symbols and their complex conjugates are mapped to Ingifly sub-carriers.
With a two antenna elements transmitter, every two neighbasub-carriers are
considered as a code block.



Background and Framework for MIMO OFDM
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Antenna #2

Figure 2.8: lllustration of space-frequency coding.

If we only take the first code block with sub-carrier index Hahas example,
assuming that the neighboring two sub-carriers are expang identical channel,
the system model can be expressed as

y=Hs+n . (2.21)
The transmit signal can be shown to be
_| s1 82
s = [ 55 st ] . (2.22)

With arbitrary IV,. receive antennas, the received signal with dimension afespa
(antennas) as well as frequency (two sub-carriers) can fressed as

Y11 Y12
Y21 Y22
y= . . : (2.23)
| YN.1 YN,2

The noise matrix is similarly defined as

ni ni2
na21 n22

n=| . _ , (2.24)
| nN,1 MNL2

and channel matrix with dimensigiV,., N;) is defined as
hit  hi2

H= : : . (2.25)
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Forit" receive antenna, the signal model can be expressed as

2]-Ls ] [B]o[n] e
Yi2 =83 8] hiz n2

Equivalently, the signal can be given as a function of an\edemt orthogonal
channel matrix.

Yil hi1  hi2 51 ng1
= v |- + . ) 2.27
[ Yi2 } [ hiy  —h3y } [ 52 } [ Mo } ( )
Multiply the (Equation 2.27) by the Hermitian transposeh## equivalent orthog-
onal channel, and the estimated signal is recovered as

(2 ]=0% S MR [ mrsnam [ 5] 2] e

52 hiy  —hi Yio 59 nh

If the receiver only has one branch, the signal can be olddnyea straightfor-
ward scaling. Otherwise, the signals from different reedixanches are coherently
added with the MRC principle. Through this processing, ttea#outi scheme can
achieve a diversity order @V,

24.1.2 CLTD

In cases where instantaneous downlink channel informatorbe made available
to the Node-B via uplink signalling, TxAA presents the pbdiy to exploit the
array gain also at the transmitter side [L099]. In 3GPP teatogy, the TxXAA is
also called CLTD [3GPP00a]. The equivalent channel onkthesubcarrier with
CLTD is illustrated in Figure 2.9.

At the eNode-B, thé!" subcarrier symbod (k) is weighted by the beamform-
ing vectorw(k) = [wy(k), wa(k),...,wn, (k)T before transmission. The UE is
assumed to have full channel information with ideal chamsémation in this the-
sis. After processing with the combining vectdk) = [21(k), z2(k), ..., zn, ()],
the combined signal at subcarriecan be expressed as

y(k) = 2" (k){H (k)w(k)s(k) + n(k)} (2.29)
wherel < k < N, andn(k) is the V,.-dimensional noise column vector.

We assumélw(k)|| = 1, where||(.)|| means the 2-norm df), to maintain the
overall power constraint. Without loss of generality we Garj|z(k)|| = 1. Then,
the received combined SNR for subcarrietan be written as

_ &s|Z(RH(k)w(k)]
- N :

v(k) (2.30)
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N

N(k)

weight feedback

Figure 2.9: lllustration of Closed Loop Transmit Diversity dii” subcarrier.

The optimum weightw (k) to maximize the received SNR at the receiver equals
the eigenvector corresponding to the largest eigenvalud’6fk)H (k) [Lo99].
Depending on how much CSI is available, the eNode-B may ehaodifferent
weightw(k) due to quantization, grouping, delay, and errors. Theseifaptions
will be further discussed in Chapter 4. Under the unit normst@int onz(k), it

can be shown that the SNR is maximized by using MRC at theweicei

z(k)

H(k)W(k) (2.31)
v .

T HEWE)]

2.4.2 Spatial Multiplexing MIMO

Inspired by the information theoretical work of [Tela95amber of spatial mul-
tiplexing MIMO schemes are proposed [Fosc96], [Woln98klED4], [Chun01]
and [Moto06]. The fundamental diagonally layered spacetarchitecture from
Foschini [Fosc96] is among the first proposals, now knowdiagonal BLAST

or D-BLAST. The D-BLAST is an elegant diagonally layered mdstructure in
which code blocks are dispersed across diagonals in spddavan This structure,
however, imposed quite high complexity in real impleméatat Thus a simplified
version of BLAST known a¥ertical BLAST or V-BLAST is proposed [WoIn98].
The V-BLAST we consider is with equal power allocation asrtrensmit anten-
nas with MMSE receiver. When V-BLAST is to be combined witlaohel coding,
Li etc. [LiOO] compared three possible options, namely iaitcoding, Hori-
zontal coding and Vertical-and-Horizontal coding. Foliog/ithe terminology in
[Zels04], we denote the combination of Vertical channeliegdvith V-BLAST

as/ JC, and the combination of Horizontal channel coding WiBLAST as per
Antenna Coding (PAC). If PAC is further combined with pereamta rate control,
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it is called PARC [ChunQ1]. In this thesis we consider JC aABR® when no pre-
coding is used. Once PARC is further employed with precadimgscheme called
D-TxAA [Moto06] is considered.

24.2.1 JC

As illustrated in Figure 2.10 for Joint coding (JC), the imfmtion bits are coded
together and then converted indg parallel streams of which each data stream is
modulated with same modulation order and mapped on to thertria antennas.
After propagate through the wireless channel, the recemtrdemodulate the
data separately before gathering all bits and performingS#\detection on each
subcarrier. Fok!" subcarrier, the signal model can be seen as

y(k) = H(k)s(k) + n(k) , (2.32)

where
s(k) = [s1(k) sa2(k) ... sn(B)]T . (2.33)

To recover the signal, the straightforward approach is t&ZEBamulling with the
pseudo-inversef H(k) (denote ad(k)™) [Fosc96]. Thus the estimated signal
can be shown as

s(k) = H(k)'y(k) = HFE)TH(E)HE) Ty (k)

= s(k)+ (H(k)"PH(E)'H(E) n(k) . (2.34)
Observing the Equation 2.34, the ZF receiver suffers fronsenenhancement.
To encounter that, the Minimum Mean Square Error (MMSE) ikeces a more
popular solution for spatial multiplexing MIMO detectioddls04]. The receiver
signal can be recovered by multiplex with

W (k) = (ody, + H(E)TH (k) 'H(E)T | (2.35)

wherea = N;o2/P,. As shown, the MMSE receiver can trade off interference
stream nulling for noise enhancement reduction. Thus dnsiclered for all spatial
multiplexing schemes in this thesis.

The advantage of the JC is the simplicity in processing arddtv CQI re-
quirement since the same MCS is employed on both streamsinia 8GPP con-
tributions, JC is also called single-codeword SDM [Qua]08€& is not suitable to
support advanced nonlinear Successive Interference Catie (SIC) receiver in
MMSE detection stage. With SIC, different streams whichcarded together will
demonstrate different channel quality. But the fact thetducoder dislikes varia-
tions within a code block, will deteriorate the turbo deaggerformance [Zels04].
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Binary Input
4 CQl feedback
Figure 2.10: lllustration of Joint Coding with MMSE receiver.
2.4.3 PARC

Per Antenna Coding and Rate Control (PARC) refers to the tbedée¢he MCS can
be adapted separately on each spatial stream [ChunO1héantorrelated cases,
the channel quality is usually different on different sinsa From an information
theory point of view, PARC is more efficient than JC since it edlocate the data
rate separately for each spatial stream. As shown in Figurg, Zompared to
the JC, the PAC multiplexes the information bits into seet@ams (may have
different data length) and code them separately.

Binary Input

CAQl per antenna feedback

Figure 2.11: lllustration of PARC with MMSE receiver.
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With separate coding for each stream, PARC can also polfgriiEequipped
with coding aided SIC (PARC-SIC) which offers better pemfiance since the in-
terference from the other stream could be cancelled [QjialDBe gain is at the
cost of the complexity and delay. Moreover, the SIC will suffrom error propa-
gation. The PARC is also referred as multiple codeword SDMdQ6a].

2.4.4 D-TxAA

It is known that for the TXAA case, the antenna weights arectetl to maximize
the SNR at the UE. The weights are usually chosen to be theefiggshvector
(corresponding to maximum eigenvalue), and thus maxintizelink quality. A
natural extension of TxAA is referred to as (D-TxAA) [MotdO&or this case, two
separate data streams are transmitted on both eigenmodttes iMO channel,
i.e., to maximize the total throughput of the channel. The D-Txéak also be
called precoded PARC or equal power eigenmode transmission

Figure 2.12: lllustration of D-TXAA with MMSE receiver on thé&!" subcarrier.

Following the eigenvalue analysis in Subsection 2.2.1trdresmit and receive
eigen filterV andU can be found from the SVD computation of channel matrix.
Ideally the signal will be decomposed into several datagpipg¢hout any interfer-
ence. However, similar to the TxAA, D-TxAA will also sufferdm imperfections
from non-ideal CSI. The eNode-B may choose a non-ideal Weighrix\Af due
to quantization, grouping, delay, error etc. Thus the @ffechannel matrix with
non-ideal weighting will be given as

~

H=HV . (2.36)

Under the unit norm constraint on receiver filter, the MMSHigon for the
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receive weight matrisU will be given as

U = (oI + H'H)'HY . (2.37)

The weight matrix feedback for D-TxXAA will not involve highdeedback
compared to TXAA due to its unitary property. That is, knalge of one of
the eigenvectors will completely specify the direction loé tsecond eigenvector
[Paut0l]. The following equations represent this propengthematically. Be-
cause the V matrix is unitary, it has a structure that alldws be written as

_ | Y Y12 A V1— A2
V= [ U21 V22 ] ~ [ V1= AZ.dA0 AL eiA0 | (2.38)
where
A=lonl , (2.39)
A = phase(va1) — phase(viy) . (2.40)

Note that the solution is not unique, phase shift on bothreigetors will still keep
two eigenvectors orthogonal.

2.5 Summary

In this chapter the necessary background information fadirey this thesis is pre-
sented. More specifically, a basic understanding of the MIGIEDM technology
which is essential for the LTE systems is presented. Weyfiistroduced the
main principles of MIMO, in which its large capacity poteitare addressed. The
concept of parallel sub-channeling was introduced by méaigen-analysis. To-
gether with that the MIMO gain mechanisms and the MIMO catiggtions are
discussed with examples.

Moreover, to gain insight into the MIMO-OFDM systems, werfadated a
unified framework of MIMO-OFDM based on antenna elements sutacarrier
equivalence concept from Molisch etc. The formulation ifgrened by extend-
ing the linear dispersion code (LDC) from Hassibi to frequedomain as well.
As this framework covers most of the MIMO-OFDM schemes, ifasnd to be
too complex for practical usage. As a result, we considengl#fied version of
MIMO-OFDM framework with a detached frequency and spaoeetprocessing
which is able to achieve most of the potentials with a muclueced complexity.
This also serves as the guideline for the selection of the GH®IFDM schemes
for further evaluation.

At last, the MIMO schemes to be used throughout this thesisraroduced
in details, and the different complexity and feedback rexyuients for different



Background and Framework for MIMO OFDM 39

schemes are discussed. Now we are ready to continue witinithevel and the
system-level study of MIMO for LTE systems in later chapters






Chapter 3

Baseline Link-Level LTE
Evaluation

3.1 Introduction

To define common grounds for benchmarking performance amglexity of dif-
ferent advanced physical layer enhancements, a basehlmelidk parameter set
for the UTRA LTE system was decided and described in [3GPPQ&sing these
physical layer parameters as a starting point, a detaileldivel evaluation of LTE
downlink air interface has been carried out in this studypdntant LTE features
such adink adaptation(LA) based oradaptive modulation and codifgMC) and
Hybrid ARQ(HARQ) have been included. Since multiple antennas at ratist
mitter and receiver ends are envisioned for LTE, we havestiyated the potential
benefit of some of the most popular antenna schemes, nante@y, SIMO, SFC
and JC as introduced in the previous chapter.

The LTE system parameters are first introduced in Section Afer that,
the details of the link-level simulator developed are dised in Section 3.3. The
SINR distribution for various MIMO schemes are discussefigntion 3.4 both for
the purpose of verification and performance analysis. Eurthe link-level results
are summarized in Section 3.5. More specifically, for vasiMiMO schemes, the
spectral efficiency performance with long-term and shemtat LA adaptation are
presented and compared. To support LA, the CQI related$sarediscussed as
well. Moreover, the link-level throughput is mapped to esponding single-user
cell spectral efficiency using availab{@eometry factor(G—factor)ﬁ distributions
for the macro and microcell scenarios with LTE assumptions.

1The G-factor is the ratio of the total received wideband B&groand othercell/noise interfer-
ence at the UE. It is averaged over short-term fading, businatiowing.

41
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3.2 LTE System Parameters

The main system parameters of LTE downlink evaluation atediin Table 3.1

[3GPPO06a].

Table 3.1: Parameters for downlink transmission scheme
Transmissignl.25 25 5 10 15 20
BW MHz MHz MHz MHz MHz MHz
Sub-frame 0.5ms
duration
Sub-carrier 15 kHz
spacing
Sampling | 1.92 3.84 7.68 15.36 23.04 30.72
frequency
FFT size 128 256 512 1024 1536 2048
Number of | 76 151 301 601 901 1201
sub-
carriers
No. of 6/7
OFDM
symbols
per
sub-frame
(short/long
CP) _
Short CP? | (4.69/9),] (4.69/18) (4.69/36), | (4.69/72), | (4.69/108)] (4.69/144)
(us/samples)(5.21/10) (5.21/20) (5.21/40) | (5.21/80) | (5.21/120)| (5.21/160)
Long CP (16.67/32)(16.67/64)(16.67/128) (16.67/256) (16.67/384) (16.67/512,

(us/sampleg

)

Channel 3GPP Rel. 6 compliant Turbo code
code with basic rate 1/3

Rate 3GPP Rel. 6 compliant
Matching

qncludes DC sub-carrier which contains no data.
bThe first row is for the first 6 symbols, and the second row igHerlast symbol.

For the link adaptation purpose, we consider the MCS as suizedain Ta-
ble/3.2. From that we can predict that with variable-raté@ucoding up to 4/5
code rate, and up to 64QAM modulation, the LTE system withnitaximum 20
MHz bandwidth supports peak data rates from 5.6 Mbps up ®/&bps for single



Baseline Link-Level LTE Evaluation 43

stream scenario. For the dual stream MIMO like JC, the pe#k idde can vary
from 11.2 Mbps up to 161.2 Mbps. Obviously dual stream sclsesne necessary
to reach the ambitious LTE target of 100 Mbps peak data ratth &\fealistic 20-
30% estimate of overhead due to signalling and pilot chanatleast dual stream
with 16QAM and no coding will be required.

Table 3.2: LTE bandwidth efficiencies in a 20 MHz bandwidth for example

MCS Single Stream Data Rate Dual Stream Data Rate
QPSK 1/6 5.6Mbps 11.2Mbps
QPSK 1/3 11.2Mbps 22.4Mbps
QPSK 1/2 16.8Mbps 33.6Mbps
QPSK 2/3 22.4Mbps 44.8Mbps

16QAM 1/2 33.6Mbps 67.2Mbps
16QAM 2/3 44.8Mbps 89.6Mbps
16QAM 3/4 50.4Mbps 100.8Mbps
64QAM 1/2 50.4Mbps 100.8Mbps
64QAM 2/3 67.2Mbps 134.4Mbps
64QAM 4/5 80.6Mbps 161.2Mbps

*:The overhead due to signalling and pilot channels is nos@ered here.

3.3 Overview of Link-Level Simulator

Based on the LTE system parameters, a link-level simulataraonstructed. It will
be described in two parts, the link adaption/HARQ process guad the physical
layer part. Among the practical implementation issues, oumfl the calculation
of the soft information for turbo decoder need special fita@iion, and that is dis-
cussed in Appendix B. The validation of the simulator impéenation is provided
in Appendix C.

3.3.1 Link Adaptation and HARQ Process

The working process of LA and HARQ is shown in Figure!3.1. Towlfor
processing and propagation delays, the HARQ retransmissibeme is based
on the stop and wait (SAW) principle with several independ¢ARQ processes
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Figure 3.1: Diagram of the LA and HARQ process.

per user|[Kold02]. Note that in this study we have only coesd synchronous
HARQ, and the transmission format (MCS and MIMO) remainssiu@e between
transmissions. The UE first feed back the measured CQI and/R&EBK infor-
mation to the eNode-B. Then LA module in eNode-B performs tagks. Firstly,
it will consult the HARQ manager module on whether the neati$mission should
be a new packet or a retransmission of a failed packet. Sgcanalill estimate the
supportable throughput by using link to system mappingethlalsed on the CQIs
from the user.

The link to system mapping table adopted here is based onxpengntial
Effective SIR Mapping (EESM) [Eric03] [EricO4a]. The maiion behind such a
model is to avoid the generation of all BLER curvers for angrgetry and chan-
nel conditions in the OFDM systems. Derivation of EESM isdzhen the Union-
Chernoff bound for error probabilities. The basic idea isap the current geom-
etry and channel conditions (which will involve frequen®jeztive fading for a
multi-path channel, for example) to an effective SIR valuat tmay then be used
directly with the AWGN BLER curves to determine the appreaf#iblock error
rate. The effective SINR is defined as

Ny,
SINR.;; = —ﬁ.ln(Ni d ey, (3.1)

whereN,, is the number of useful sub-carriers being consideredyaigithe SINR
for the k** OFDM sub-carrier. Thes is a parameter that must be estimated from
extensive link-level simulations for every MCS being calesed, and it could be
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taken as a parameter to describe the sensitivity of turbodigerformance to-
wards frequency selectivity. The general trend is that fighdr the modulation
order and code rate, the worse the decoder performanceds\raguency selec-
tivity. The EESM model will be further explained and validdtin Appendix E.

Given one specific MCS§ the effective SINR can be calculated, and the BLER
can be looked up from a AWGN channel BLER curve of this spe&iii€S. Then
the throughput foit» MCS can be predicted as

TP, = (1 — BLER)) x TBS; , (3.2)

where the TBSis the transport block size of a certain MZ&nd the BLERs the
BLER for a certain MCS. The procedure is repeated for all MCS available, and
the MCS gives best throughput, while maintaining the BLERe#is chosen for
transmission, as explained in Equation 3.3.

MCS SEL= TR} . 3.3
- are i|BLERZ-r2 gi(E Rtarget{ } ( )

After that, as shown in Figure 3.2, the MCS selection infdfama(or poten-
tially MIMO selection) from LA module is then fed into the eamatcher, modula-
tion, and MIMO processing modules in physical layer process

The system explained above can work with ideal CQI feedbatdwever, if
the CQI is perturbed by measurement or quantization etner. A module will
make incorrect decisions. As a remedy mechanismguaer-loop link adaptation
(OLLA) is utilized as well, as shown in Figure 3.1. The maimpiple of OLLA
is to stabilize the 1st transmissiddiock Error Probability (BLER) taking into
account link adaptation errors due to incorrect CQI reppieska02] [Pokh06].
The adaptation algorithm uses a certain 1st transmissideRBiarget (20% is as-
sumed here) and is implemented by adding an adaptive offskétavailable CQI
reports for the UE. The offset is updated by using ACK/NACHKani the first
transmission based on actual transmissions and usesediffep and down step-
size in the SINR domain. In case of multi-stream MIMO, sirfoeré are separate
ACK/NACKSs for each spatial streams, the offset will be ugdbsequentially with
each ACK/NACKSs. In general, the OLLA algorithm is similar ttee well-known
outer loop power control algorithm for adjustment of SINRy&ts for dedicated
WCDMA channels [Samp97].

3.3.2 Physical Layer Link Chain

The block diagram of the physical layer link chain used in @malysis of LTE
downlink is shown in Figure 3|2. As shown, the left side is éNode-B (trans-
mitter), and the right side is the UE (receiver). The link @ddion module, as
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Figure 3.2: Diagram of the physical-layer link chain.

shown in Figure 3.1, selectsi@nsport format and resource combinati¢AFRC)
for transmission on the basis of CQI measurement from theThE. TFRC deci-
sion is passed to the Transport Block Generator which geseemmpacket of the
requested size. Obviously we assume that there is alwagstddtansmit. It
is followed by cyclic redundancy checdfCRC) encoding. Then according to the
packet size and the maximum code block size, the packet idedivinto several
blocks before being fed to the channel encoder. The UTRAdRel® Turbo cod-



Baseline Link-Level LTE Evaluation 47

ing is used in this study. According to the code rate requarainthe output coded
bits are punctured/repeated by the rate matcher (appreelyntiom 1/6 to 1/1).
The coded and interleaved bits are modulated, and for QAMutatidn, a QAM
remapping is performed [3GPPO01]. The purpose is to put teesyatic bits at
more reliable constellation points as this can improve theoder performance.
The modulated symbols are space-time processed accooding selected MIMO
scheme. For each spatial channel, an IFFT is applied, andyttie prefix is
added. At receiver side, the UE basically performs the ssveperation. If the
CRC decoder determines that the data packet is error freackarowledgement
(ACK) is signalled back to the BS, otherwise, the soft bitma@ in the UE buffer,
and a negative acknowledgement (NACK) is signalled backorJmception of
a NACK, the eNode-B performs fast L1 retransmission of thia gieacket. The
MIMO multipath channel used is based on the implementatiofschu01] from
the I-METRA projecE. The path loss, shadowing and other cell interference (mod-
eled as AWGN) loss are modeled as the G-factor [HolmO01]. 8asethis AWGN
assumption, the G-factor is equivalent to average SNR gimout this thesis.

3.4 SINR Distribution for MIMO Schemes

The SINR distribution for various MIMO schemes is revisitadhis section. It is
not only useful for verification of the MIMO implementatiohyt also for simple
performance analysis. The discussion below covers botbreglated and corre-
lated cases.

3.4.1 Uncorrelated Channel

The cumulative density functiofcdf) for many single stream diversity MIMO
schemes in uncorrelated Rayleigh channel is presentedkn94] as:

r N L)n—l
F(y<T)=1—¢ ) (7‘;0_ oi (3.4)
n=1 :

where~ is the instantaneous SINR, ard is the diversity order. As shown in
[Wint94], for spatial multiplexing schemes with Zero Fagi(ZF) receiver, the
end-to-end system is decoupled into a set of parallel SIZ@rakls. The SINR on
each stream is Chi-squared distributed wittv,, — N; + 1) degree of freedom.
The probability density functioripdf) of SINR onk!* stream is then given by:
_ Nk
Nie 0 Nt’Yk)NT—Nt

Yo (Nr — N %o '

p() = (3.5)

2http://www.ist-imetra.org/
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3.4.2 Correlated Channel

It is well known that the antenna correlation has adversetin the performance
of MIMO. The loss of performance for orthogonal space-tinheck codes (OS-

TBC) is discussed in [Jors04]. It is shown that the OSTBC sweeare robust
against spatial correlation and experience a diversityaihge degradation only
with singular correlation matrices. For spatial multipfex schemes with ZF re-
ceiver in presence of transmit correlation, the pdf of SINR:& stream is given

by [Gore02]:

_ NtU%’Yk
Nto'zﬁ 0 (NtUI%fYk)NT—Nt
Yo(Nr — N 0

where Ry, is the transmit spatial correlation matrices as defined inaiqn 2.14
in Chapter 2, and? equals toR;,' ]z, which is defined as the" diagonal entry
of R;,!. Besides, the receiver antenna elements are assumed tcteelated,
i.e., the R,, is a diagonal matrix with all 1 on its diagonal. Equation 3@ws
that the transmit correlation causes a degradation intefeSINR, best described
as a mean SNR loss with the degradationk&hstream accurately quantified by
[Rt‘xl]kk. As shown, spatial multiplexing schemes are much more vahie to
correlation than OSTBC.

8

DPcorr (’7]@) = ) (36)

mean SNR loss [dB]
S

(fa'/ I

1
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

correlation coefficient

Figure 3.3: Mean gain loss of JC with ZF receiver against the level ofaation coeffi-
cients.

For illustration purposes, we use Zelst's double-coefficEpatial correlation
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Figure 3.4: 20-ray Typical Urban channel (a) Power delay profile (b) freucy correlation
over 10MHz

model [Zels04] to show the impact of correlation on the penfance. The nice
property of such a transmit correlation matrix as Equatid® 2 Chapter 2 is that
the inverse of it is rather simple [Kavc00],

1 —r 0 0
—r 1412 —r . :
Rt—lzl_—lﬁ e e N 0 ) (3.7
: . . . —r
0 0 —r 1+7r% |

With the assumptions above, the mean gain loss of 2x2 spatitiblexing schemes
with ZF receiver[R; ']z, is plotted with a different level of correlation in Fig-
ure(3.3. It is observed that with a correlation of 0.3, the m8&IR loss is less
than 0.5dB, and the loss is around 1.2dB for correlation 6fahd is increased
to 3dB with correlation of 0.7dB. The loss will be furthewugitrated with spectral
efficiency loss for JC in Subsection 3.5.3.

3.5 Performance evaluation

To analyze the baseline LTE performance, we choose thenfiolgpsimulation as-
sumptions in Subsection 3.5.1 with reference on the Taldldrdm [3GPP06a].
After that the spectral efficiency performance for longvteand short-term LA is
presented and explained. Next, the CQI to support varioustr#tegies is ana-
lyzed, and the cell level spectral efficiency is estimatediffierent cell scenarios.
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3.5.1 Simulation Assumptions

Table 3.3: Main Simulation Parameters

Parameter Value
Carrier frequency 2 GHz
Transmission BW 10 MHz
OFDM PHY parameters short CP
7 data sym/sub-frame
FFT size 1024
Number of useful subcarriers 600
Channel 20-ray Typical Urban channel model
Profile ([3GPPO05], Section 5.1)
Transmit antenna double-coefficient
correlation spatial correlation model [Zels04]
Receive antenna uncorrelated
correlation
MCS settings QPSK: 1/6, 1/3, 1/2, 2/3

16QAM: 1/2 , 2/3, 3/4
64QAM: 2/3, 4/5

Channel estimation Ideal
Antenna schemes SISO, SIMO, SFC, JC
Speed 3 km/h
HARQ SAW channels 6
HARQ Max No. of transmissior 4

For the performance evaluation in this thesis, we use 10MidEem band-
width as recommended by [3GPP06a]. The channel profile wesehis the 20-
ray Typical Urban channel [3GPPO05]. The PDP and its cormedipg frequency
correlation property is presented in Figure 3.4. As shovenctiosen channel pro-
file demonstrates a reasonably low frequency correlatioto @9MHz. The main
parameters are summarized in Table 3.3. The signallinglor gverhead is not
considered. No errors are assumed in the transmission ofa@@ACK/NACK
messages. Further, the channel estimation is assumed dedlethiroughout this
thesis. Since the detailed MIMO channel with antenna cati is not available
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in 3GPP when this study is carried out, we choose the simplbldecoefficient
spatial correlation model from [Zels04], as introduced ubS&ection 2.2.1, as the

model for correlated cases.

3.5.2 Discussion of the Long-Term and Short-Term LA

Considering the LA approach with long-term channel stagsthe MCS adapta-
tion is based on average received SNR (i.e., G-factor). Hihi$ of LA strategy is

also called long-term LA. Practically, this type of longfteLA is more suitable

for high speed users when the instantaneous channel infiomis not obtainable.
On the contrary, if the instantaneous channel quality idavea in eNode-B, LA

can perform fast link adaptation per TTI. This kind of LA s$&gy is also called
short-term LA. Practically, this type of LA is intended faw mobility users when
the instantaneous channel information is feasible. Botieri@l LA strategies
are discussed in this subsection and the correspondingrperfice results will be
presented in the next two subsections.
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Figure 3.5: CDF of measured SINR at a G-factor of 0dB. The four solid lifka{) curves

represent the statistics of SINR measured on a Flat-Rayleignnel profile. The three
dashed line (WB_TU) curves represent average SINR measwerdlOMHz bandwidth

in Typical Urban channel profile.

To see how different the LA strategy behaves, the SINR dyossiould be
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analyzed. As shown in Figure 3.5, for the cases of flat ralleigannel, the dy-
namics range of SINR for a certain G-factor is up to 25dB f@@I However, the
dynamic range of the measured average whole bandwidth SINsefected cases
is very limited for a single user with full bandwidth availab This is due to the
large bandwidth (L0MHZz) and the very frequency selectivechihnel profile. For
example, the SINR dynamic range is only 3dB for SFC wholelzase. Intuitively
speaking, when the SINR dynamics is high, the MCS adaptatiould be made
fast enough to track that, otherwise the performance wifage. However, al-
though the short-term LA is always more efficient than theylterm LA, the gain
is much smaller when the SINR dynamics is low, , the selection of modulation
and coding is almost constant for given G-factor. In thosesathe long-term LA
is more efficient since the required CQI feedback is much tdien the short-term
LA.

3.5.3 LA with Long-Term Channel Information

This subsection presents the long-term LA results. Thetsdaxfficiency, defined
as useful throughput achieved over bandwidth, of differantulation and cod-
ing sets with or without HARQ is plotted versus the G-factorFigurel 3.6 for
the SIMO case. The individual curves have the charactersstiep slope without
HARQ. The combining gain of HARQ can be seen in the smootheairt of the
spectral efficiency curve. This results from the graduakraegtion of the BLER
when HARQ is present. This HARQ property enables easiereémphtation of
AMC by reducing the number of required MCS levels and theifieitg to mea-
surement error and traffic fluctuations.

Figure/ 3.7 shows the LA curve for SFC scheme with HARQ, iniclgdthe
detailed curves of different modulation and coding set® [Ffhcombining scheme
is preferred over CC scheme at code rates above 0.5. The oagery low code
rate 1/6 (achieved from rate matching) and HARQ greatly robs the cell edge
coverage. Since the effective code rate is reduced aftérlRaetransmission, the
IR curves have a distinct stair-case like pattern. The ptpme the HARQ will be
further explained in Figure C.3 of Appendix C.

The effect of transmit antenna correlation on the specffaliency perfor-
mance of JC and SFC is shown in Figure 3.8 and Figure 3.9, ctagglg. As
expected, the loss due to correlation for JC is significamijeASFC is quite in-
sensitive to correlation. The observation is consistetih Wie conclusions from
[Gore02] for spatial multiplexing schemes and [Jors04]3&iC. Further, due to
the interaction of MCS and correlation loss, one intergstihservation about JC
is that the spectral efficiency loss due to correlation gasignificantly for differ-
ent MCS. The general trend is that the higher modulationraadd/or code rate,
the more severe the spectral efficiency loss. For exampleanépbrrelation coeffi-



Baseline Link-Level LTE Evaluation

4.5

@
(&)}
T

w
T

— QPSK 1/6, no HARQ |+
—— QPSK 1/6, no HARQ
—— QPSK 1/2, no HARQ |-
— QPSK 2/3, no HARQ
16QAM 1/2, no HARQ |

= — 16QAM 2/3, no HARQ
— — 16QAM 3/4, no HARQ ||
© * *64QAM 2/3, no HARQ

* * * *64QAM 4/5, no HARQ |-
LA no H-ARQ

—— LA with H-ARQ il

N
N 3]

N
[&)]

Spectral Efficiency (b/s/Hz)

0= e
-10 -5 0 5 10 15 20 25 30 35 40
G-Factor (dB)

Figure 3.6: Spectral Efficiency of 1x2 SIMO with and without HARQ.
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cient of 0.5, the average SNR loss is around 1.2dB from thel#ied analysis in
Figure 3.3. Considering spectral efficiency, around 2-3ui is seen for 64QAM
cases, while only 0.5dB loss is seen for the QPSK 1/2 casegrandd 1dB loss for
QPSK 1/3 is seen. As for SFC, the transmit antenna corralatinpoduces trans-
mit diversity loss only. With the presence of receiver déigr for SFC, the loss
due to transmit diversity loss is smaller. Up to a correlaid 0.5, there is only a
marginal loss for SFC. With a fully correlated scenario, $pectral efficiency of
SFC is reduced to the SIMO performance.

3.5.4 LA with Short-Term Channel Information

45
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s QPSK 113
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Figure 3.10: Comparison of short-term LA and long-term LA for 1x2 SIMO.

For the whole bandwidth transmission performed here, asuséed in Sub-
section 3.5.2, the spectral efficiency results will notetiffnuch from the LA re-
sults with long-term channel information. The performanomparison of the two
LAs is shown in Figure 3.10 for SIMO. The performance curvehdrt-term LA
smooth the spectral efficiency curve of long-term LA furthad offers some gain
especially in the transition range of different MCS. But e tcases where the
bandwidth is small or the channel is frequency flat, the LAwghort-term chan-
nel information will be significantly higher than the LA wiflbbng-term channel
information.

In Figure 3.11, the spectral efficiency curves with shomtrte A for different
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Figure 3.11: Spectral Efficiency for different MIMO schemes with shagtrh LA.

antenna configurations considered are shown for comparigdith two receive
antennas, the SIMO scheme shows a very rapid rise over SI8@ooighput with
G-factor due to the 3dB array gain and diversity gain. Thetaafchl gain from
increasing the diversity order from 2 to 4 when SFC is intcmtlis, as we can
expect, of less significance. As for dual stream MIMO schef@getlie system
shows a clear gain when the G-factor is above 12 dB. This isistamt with the
intuitive observation that only high G-factors allow us tavh sufficiently high
SINRs on both streams to effectively boost the throughpatcdmparison, the
single stream cases are limited by 64QAM modulation. Thetspleefficiency
of JC and SFC is quite similar in low G-factor range due to theal channel
estimation assumption. The spectral efficiency of JC witederate more than
SFC when real channel estimation is used since it is mordtisen® channel
estimation errors. Thus the adaptive MIMO case is also densd for the 2x2
configuration, denoted axlapMIMQ where the SFC is taken as a backup for JC
in low G-factor range. The spectral efficiency curve for ttése is obtained by
combining the SFC curve in low G-factor range10dB) and JC curve in high
G-factor range ¥10dB). As it will be explained later in Chapter 5, this type of
MIMO adaptation is also called slow adaptive MIMO.
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3.5.5 CQI Analysis

The quality of CQI reports determines the obtainable LA genfance, and there-
fore, we further consider the CQI issues in this subsectiém.support the link
adaptation, the CQI needs to be sent back from the UE to theeBowithin a
certain time interval. For LA with long-term channel infaaion, the CQI is mea-
sured for a long period, whereas for the LA with short-terraratel information,
the CQI is measured every TTI. In our study, the CQI is simpldeied as the
linear averaged SINR over a certain number of sub-carrers a

M
CQl=> /M , (3.8)
i=1

where they; is the SINR on sub-carrigt and M is the number of the sub-carriers
considered. The CQI is usually perturbed by measuremengaaudtization errors.

For frequency selective channel, if we support Frequenaydo Link Adaptation
[Kold05], the CQI should be reported per frequencyks,i.e., a number
of neighboring sub-carriers. However, even if we performhele-band transmis-
sion, CQI should contain sufficient information such that th# in the transmitter
can make a reasonable throughput prediction for each MCSrakd an MCS
selection for next transmission. To illustrate that we ket spectral efficiency
performance with different number of CQIs over frequencyFigure/3.12. As
shown, for whole-band transmission in Typical Urban chrthere is no notice-
able difference between using 600 CQIs or 24 CQIs (each &suld-carriers) per
TTI. Considering the coherence bandwidth of the channeC@4ls are enough to
reflect the frequency selectivity. And it is also observeat thonly one linear av-
eraged CQl is used, there is a significant loss when 16QAMtstdie used where
the one value CQI is not sufficient any more to reflect the feegy variation. The
normal OLLA is running for this case as a remedy method, wikaree offset is
used on CQI report for all MCS’s effective SIR calculationhi§'is based on the
assumption that the effect on performance from measurearent in average is
the same for different MCS.

To keep the CQI feedback minimal, one way to solve the probeto use
one geometry averaged CQI, and make OLLA adjustment per Mi@&geometry
averaged CQI is defined as

M ’ 1 M
CQI = (J[w"™ =exp(3; > ) (3.9)
=1

i=1

where the effect of frequency variation is better describBésides, by making
OLLA offset adjustment separately for each MCS, higheraiffsvill be given for
higher MCS due to a higher sensitivity towards frequencedtality. As shown
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Figure 3.12: The effect of CQI on the spectral efficiency performance sfibrt-term LA
for SISO.

in Figure 3.12, the performance of the case with combinatifoh geometry CQI
and OLLA per MCS is on top of the optimal performance. In tipedfic case, the
generalized OLLA could be considered as a remedy for CQfigiefncy.

3.5.6 Single-User Cell Capacity

The G-factor distributions used for the macrocell outdood ghe microcell in-
door/outdoor scenarios are shown in Figure 3.13 [KovaOgie Statistics is col-
lected from the extensive system level simulation follogvihe cell assumptions in
[3GPPO06a]. The single user spectral efficiency at cell levelvaluated by condi-
tioning the G-factor dependent throughput with the prolitstaf obtaining a given
G-factor and integrating this over the whole G-factor raagailable in a certain
cell scenario. Figure 3.14 shows a bar plot of the single askrevel spectral
efficiency obtained for the various test cases consideredsiGering uncorrelated
antennas and the macrocell scenario, it is shown that th&®©SiMd SFC schemes
can provide a gain in the order of 61% and 76% respectively tneSISO case.
TheadapMIMOdoes not provide much improvement over SFC in this case. This
results from the limited dynamic range in the macrocell acienin which only 3%
users have G-factor greater than 15 dB. Meanwhile, in m@tacenario the gain

of adapMIMOover SISO is in the order of 80%, which is around 50% more than
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what SFC can achieve. TlalapMIMOwith dual stream JC in good conditions
benefits from the extended dynamic range available in tiéea@. Further, the
SIMO scheme can provide a gain of around 28% over SISO.

3.6 Summary

In this chapter we have investigated the performance of tRBMDA based radio
access technique proposed by the 3GPP Study Item on Long Heofution of
UTRA. A detailed link level simulator implementation of th&E downlink has
been developed for this purpose. It includes the majoritlTdt features, includ-
ing turbo coding, rate matching, adaptive modulation ardirapy as well as fast
L1 HARQ. This chapter also presented the baseline simula@itings for future
study. The long-term LA and short-term LA algorithms areduaed compared.
These results are to be considered as upper-bound estiasaties simulations do
not consider overhead due to pilot and other control charaselvell as real channel
estimation. Since multiple antenna schemes are expecteel an integral part of
the LTE system, we have selected four reference schemdsefdink level analy-
sis. Detailed link level simulations were carried out foe ffypical Urban channel
model, keeping the system bandwidth fixed at 10 MHz. The gjmput obtained
at the link-level was mapped to single user cell level spéefificiency using avail-
able G-factor distributions for the macrocell and micrbseknarios. The single
user cell spectral efficiency performance of both SFC angtdO scheme in
the macrocell case is quite similar, around 1.5 b/s/Hz. Hewen the microcell
case, adapMIMO with dual stream JC in good conditions per$osignificantly
better than SFC, and their respective spectral efficieneydigyare 3.4 b/s/hz and
around 2.5 b/s/Hz. Taking into account other imperfectinoemally associated
with a practical system it becomes important to investigate#e advanced fea-
tures in order to improve system performance further. Sointleeatechniques like
closed-loop MIMO, fast adaptive MIMO, and frequency dompatket schedul-
ing, will be investigated in the following chapters.



Chapter 4

Design and Analysis of CLTD
with Limited Feedback

4.1 Introduction

Transmit diversity schemes can be divided iopen-loopandclosed-loopschemes.
Under ideal assumptions they provide the same diversity, dait the closed-
loop scheme will also obtain array gain at the extra cost eélfack signalling
[Lo99]. The closed-loop schemes such as CLTD are shown tdlest@ provide
a significant gain over SISO for previous cellular systerks WCDMA, HSDPA
[MoreQ3]. Therefore, in this chapter we consider the paaivenefit from CLTD
as an advanced technique to further increase the perfoemanibe UTRA long
term evolution. To support CLTD in FDD system, transmit weignformation
has to be fed back through uplink signalling [Moto05]. Theraaband CLTD
techniques can be extended to wideband frequency selatimenels by com-
bining them with OFDMA. The CLTD in OFDMA system potentialhgquires
feedback with weight vector information for each subcaraieevery update. The
limited uplink bandwidth and the extensive feedback rezquegnts have motivated
researchers to develop efficient methods to bring down theuamof required
feedback information. The approach we took is to optimizedhoice of weight
for a group of neighboring sub-carriers so that the majooityhe sub-carriers
maintain the CLTD gain. This simple approach makes it pdssibtrade off the
performance gain and feedback requirement depending aav#ikable uplink re-
sources. Besides, a theoretical analysis on loss of diff@pgantization resolution
and size of groups is performed in Section/4.2. There arealser gain mech-
anisms likeAdaptive Modulation and CodinAMC) basedlink adaptation(LA)
and theHybrid-ARQ(HARQ) in UTRA LTE. An important issue that should be
carefully considered is the compatibility of CLTD with tregssential features.
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To see whether the theoretical CLTD gain can be effectivedypped to spectral
efficiency in the system, we use detailed link level simolatxperiments to eval-
uate the attainable spectral efficiency. Those resultstarers and explained in
Section 4.3 together with estimates on single-user ce#llepectral efficiency.
Several practical issues affecting the CLTD gain such ak twaocity, feedback
delay are addressed as well. Concluding remarks are giv@adtion 4.4.

4.2 Design of Limited Feedback Strategy

The optimum CLTD requires the weights for each subcarrigh wifinite resolu-
tion. To keep a minimal feedback requirement while maimtgirmost of the gain,
two strategies are considered as follows:

4.2.1 Quantization

The amplitude and phase of the optimum weights must be quaahtd minimize
signaling overhead. For notational convenience, the stibcandex is implicit
from now on. From the channel mattik, the UE selects the optimum quantized
weights from a set of predetermined weights. As referenee,GLTD modes de-
fined in 3GPP for WCDMA are considered in this study [3GPPOUAE 'Model’
(CLM1) splits the power equally between antennas and qzesitihe phase of
weight ws into four equally spaced phases since the weighis assumed to be
real. The 'Mode2’ (CLM2) defines eight phases and two distamsplitudes {/0.8
andv/0.2). The feedback bits for each weight are 2 and 4 bits for CLMd an
CLM2, respectively. As an upper bound, we also define CLMGetthie case when
ideal transmit array gain can be achieved,, with ideal antenna weight and with
no feedback delay. The theoretical loss of mean SNR due tatigation without
feedback delay is 0.7dB and 0.3dB for 2x1 CLM1, and 2x1 CLM&pesxtively
[Gerl02].

4.2.2 Grouping

Another common approach to reduce the feedback is to expiftequency corre-
lation. A spherical interpolation based approach is predas [Choi05], in which
a sub-sampled weight vector and some extra phase adjusimi@mbation is fed
back to the transmitter. The feedback requirement with iiéshod is still a bit
high since the weight vector has to be sampled frequenthgép khe interpolation
work reasonably. Instead we consider a grougkasub-carriers together (referred
to as "grouping") by optimizing the weight for the whole gpoaf sub-carriers.
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The feedback with grouping is reduced byK at every update. The weight for
each groupV  is selected as the weight which maximizes the group mean SNR

K .
1 ||H
W, — ang g S IHO

max 7 ) (4.1)

whereW = [q1, ...qi, ...q2¢] iS the set of weight choices with quantization resolu-
tion of Q) bits.

4.2.3 Loss Analysis

Different quantization resolution and grouping size wéhgrate a certain amount
of uplink signalling as summarized in Table 4.1 assuming H@Ndandwidth. The
tradeoff between performance and signalling is to be dsemisn this section in
terms of loss analysis.

Table 4.1: Feedback requirements of different quantization resmiLeind group size

Quantization/group size (bits/update)

SFC 0
CLMO infinite
CLM1 K=1 1200
CLM1 K=10 120
CLM1 K=25 48
CLM1 K=40 30
CLM1 K=50 24
CLM2 K=1 2400
CLM2 K=20 120
CLM2 K=50 48

We consider a generadlx N, antenna configuration in flat Rayleigh channel.
For the simplicity of analysis, we only consider the weigh&ge quantization with
equal amplitude, or the so called “co-phase” algorithm [ld@d]j. Further we
assume thaty, is 1/1/2 with phase of 0, the weight selection for can be found
as

arg max_||h; + wahsl| | 4.2)
wo EW

whereW = {e=im(n=1/29"Y / /N7 = 1, ..., Q}. By following the assump-
tion and analysis approach in ([Hott03a], section 11.49,rttean SNR gain with
CLTD over open loop can be obtained as follows: Assuming nayde feedback
weight, the instantaneous received SNR is obtained as

1
[[Ew || = 2 ([[bal[* + [[ha][*) + [y ha| cos(0m) - (4.3)
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Further phase mismatah, is found to be equal ta’ (hi'hy) — Z(ws) and Z(+)
denotes the angle information of the argument. The SNR-gaisithus given as

E{|hi'hs|} - E{cos(0m)}

=1+ , 4.4
K 2 ([Th 7 + [[hzl ) @4
whereE{-} denotes the expectation operator.
By using the Lemma 2 in [HamaO01], we have
P(3)L(L+5)
H _ -\ 2
and .
E{cos(0p)} = /p(@m) cos(0p,)db,y, (4.6)

—Tr

where theL is equal to the number of receive anteniés I'(-) is the Gamma
function? andp(6,,) is the pdf off,,,.

For the CLM1 2x2 without grouping, the SNR gain can be showeto

T(MOT(L+ 1), 4 . 6inZ
Vg = 2.<1+ () (F—(I_L2))-27T 5 4) (4.7)

= 3.06 ,

where the factor of 2 is used to take into account the recaivemna maximal ratio
combining gain. Thus the array gain can be found to be arol8@tiB compared to
up to 6dB in fully correlated environment. Note that due taieglence, the analy-
sis also applied to multi-path Rayleigh channel with a prgoaling [Hott03a].

As for the case with grouping, the loss due to grouping depamdthe fre-
quency selectivity as well as the group size. The channdll@ne considered
is COST 259 Typical Urban with 20 taps [SGPPO05], and an rmaydef 0.5s.
The correspondingoherence bandwidtfCB) defined on envelope correlation of
0.5 is around 320kHz. Due to the difficulty in deriving a cldderm solution, we
apply Monte Carlo simulation in analyzing the phase misimateirst, we record
both the applied weight; (due to grouping and quantization) and perfect weight
Wy, for each subcarrier over a time period long enough to havieckut statistics.
Then we define a weight phase mismatcl#,as= £(Wy) — Z(Wa)[, 0 < 6,,, < .
Due to the cyclic property of phase, the relative phase rgiffee is used because
it is a more direct reflection of performance. The sampleribistion of 6,,, with
different group size and quantization resolution is shawRigure 4.1. As shown,
the mismatch in phase for CLM1 and CLM2 without grouping igfanmly dis-
tributed within45° and22.5°, respectively. When a larger group size is used, the

see definition details in http://en.wikipedia.org/wikid@ma_function
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phase mismatch is increased ud &°, and the higher phase mismatch will result
in lower array and diversity gain. The SNR gain for variousugring cases can be
obtained from the calculation of the numerical integratidrEquation 4.6 of the
corresponding sample distribution in the interialr].

—— CLM1 K=1
————— CLM1K=10| |
------------- CLM1 K=25
—— CLM1 K=40

CLM1 K=50 | |
—— CLM2 K=1
————— CLM2 K=20 | |
------------- CLM2 K=50

CDF

| | | | | |
0 20 40 60 80 100 120 140 160 180
mismatch phase [degree]

Figure 4.1: Sample distribution of phase mismatch for different groige and phase
quantization resolution.

The mean SNR loss alone cannot describe loss due to grouipicg severe
diversity loss also occurs, and therefore an analysis dérodlr rate is also neces-
sary. The uncodedit error rate (BER) for different quantization resolution and
group size are shown against G-factor in Figure 4.2. SFCeagdferenceopen
loop scheme with Alamouti space time coding applied on adjacgmicarriers as
introduced in Chapter 2.4. The G-factor range covers moshefrange where
QPSK will be selected when AMC is used. It is interesting tterthat when the
group size is relatively small, higher quantization retioluis more advantageous:
As shown, although the CLM1 K=10 and CLM2 K=20 have the saneellfack
requirement, CLM2 shows better performance. For a largamsize, however,
comparing the performance of CLM1 K=25 and CLM2 K=50 it is mefficient
to use fewer bits on quantization and more bits on grouping.
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Figure 4.2: Simulated Uncoded BER comparison for different group simbguantization
resolution with QPSK modulation and antenna configuratidh 2

4.3 Performance Evaluation

In this section, the performance is evaluated in terms oftspleefficiency, de-
fined as useful throughput achieved over bandwidth. Thalddéthnk simulator

introduced in the previous chapter is further extended ppstt CLTD. The main
upgrades of the simulator include some new functionaldigsh as weight calcu-
lation, weight feedback delay and error, weight multigiica at both transmitter
and receiver. The basic simulation parameters are setdiogdio [3GPP06a] for
UTRA LTE as in Table 3.3 in Chapter 3. Moreover, the delay oigiefeedback
is assumed to be 3ms for all simulations.

4.3.1 Limited Feedback

To reduce the feedback, the two strategies of quantizatidrgeouping are consid-
ered. To keep the weight signalling overhead reasonablyléger group size is
highly preferred. Since with larger group size, the highgargization is not use-
ful anymore based on the previous analysis, only CLM1 is icened for further
study. For antenna configuration 2x1, the performance tsdinmpared for differ-
ent code rates with different feedback options in Figure #t& perfect weighting
option (CLMO) shows 3dB array gain over the open loop SFC icoded BER.
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Figure 4.3: Comparison of uncoded BER and coded BLER for different cade with
16QAM in 2x1.

The uncoded BER of CLM1 with K=25 shows a mean SNR loss as we#@duced
diversity order as compared to CLMO, while the loss is reflddignificantly dif-
ferent with codedlock error rate(BLER) curves for different code rates. Higher
code rate shows higher BLER loss due to higher sensitivitsetiuced diversity
order. This also reveals that including the effect of AMC &ARQ is important
to make conclusions on CLTD performance in terms of speeffaliency.

The spectral efficiency is first evaluated for antenna corditipn 2x1 in Fig-
ure 4.4 with LA based on long-term statistics. As shown, diperhost curve CLMO
serves as the upper bound, and the open loop scheme SFC asrtles lower
bound. When quantization is introduced by using CLM1, thecspl efficiency
loss is rather small. With a group size of 10 there is almostatiweable loss com-
pared to the case without grouping. When the grouping sihartser increased,
the performance degrades significantly in high G-factogearThe CLTD loses its
advantage over open loop SFC at a G-factor of around 5dB adB ffr group
size of 40 and 25 respectively.

In comparison, the LA with instantaneous CQI feedback ifopered as well,
as shown in Figure 4.5. Similar to the results in Chapter&Lth based on short-
term statistics can further smooth the throughput curveparead to long-term LA.
Besides, itis also interesting to observe that the lossalgeuping with the short-
term LA is reduced compared to the long-term LA, especiallthe high G-factor
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Figure 4.4: Spectral Efficiency comparison of open loop SFC and CLTD wlifferent
feedback requirements in 2x1 with long-term LA.
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range. For a grouping size of 25 and 40, the spectral effigipedformance with
short-term LA is always better than open loop SFC. This cdudcexplained as
follows: The diversity loss due to grouping increases thdR5Hynamics. With
the short-term LA, the LA module can make a good use of thigelawvariation
since it can adaptively change the MCS on an almost instaatenbasis. This
exemplifies how different diversity gain mechanisms may glement each other.

Further, the spectral efficiency is also evaluated for 2xFigure| 4.6 with
short-term LA. With one additional receive antenna, thedrmait weight cannot
optimally produce a beam towards both receive antennascorrglated scenario,
and therefore, the maximum mean array gain is only 2.44dEtavi0, and only
1.86dB for CLM1 quantization as compared to open loop SFCJ&&. Because
of the existence of receive diversity, the reduced divemiter with grouping is
less significant: the spectral efficiency is mostly deteadiby the mean gain.
With grouping, most of the gain can be maintained as comptrésl M1 K=1.
Higher quantization resolution has to be explored to get el@ser to the CLMO.

For cell edge users, we plot the relative throughput gaimf@_TD over open
loop schemes in Figure 4.7. For 2x1, up to 70% gain is achievied CLM1,
K=1, over open loop at the G-factor of -5dB, and the gain isiced to 60% with
grouping K=25. Similarly, for 2x2, up to 40% gain is achiewsidh CLM1 over
open loop, and the gain reduced to 30% or 25% with groupingsKe2K=40,
respectively. This confirms that the CLTD is a good strategycbverage improve-
ment. Quite significant gain can be achieved with much redluesight feedback
requirements. The reduction in feedback is critical to @ershere since the users
who desperately need the coverage gain, is usually alsstdre who lacks uplink
capability.

Based on the G-factor distribution for Micro- and Macro-l ¢elFigure3.13
in Chapter 3, the cell level spectral efficiency is estimdteddifferent feedback
options as summarized in Figure 4.8 and Figure 4.9 for aateonfiguration of
2x1 and 2x2 respectively. The relative gain of CLTD over ofmmp is shown as
well. For 2x1, the relative gain of CLMO over reference opeap has around
25% and 51% gain in micro- and macro- cell, respectively. kheantization
is introduced with CLM1, the gain is reduced to around 19% a6&. With
CLM1 and a group size of K=25, 92% and 85% of the cell specffaliency of
CLMO is maintained in the two cell scenarios. As for 2x2, nmaxin gain achieved
with CLMO over open loop is 13% in microcell, and 24% in ma&ibcWith the
gquantization of CLM1, 94% and 88% of the cell spectral efficie of CLMO is
still maintained for the respective cell scenarios, eveagioup size of 40.
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Figure 4.6: Spectral Efficiency comparison of open loop SFC and CLTD wlifferent
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4.3.2 Sensitivity Towards Mobility

The CLTD is quite sensitive to high mobility and feedbacloerFor illustration we

use 16QAM and code rate 1/2 in 2x1 configuration and show tpadtin terms of
BLER in Figure 4.10. By assuming 3ms delay due to signallimgj grocessing, no
noticeable loss due to delay is observed for low speed usgksrgph. But when the
speed increases to 10kmph, quite significant loss is obdelwee look at the 10%
BLER point, the loss with 10kmph compared to 3kmph is 0.6dBatit grouping,

but the loss is increased to 3.7dB with grouping becausedofced diversity order.

10°
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— B = CLM1 K1 10kmph
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Figure 4.10: Loss due to high mobility with or without grouping for 16QAM.

4.4 Summary

In this chapter we have evaluated the spectral efficiencyaded-Loop Transmit
Diversity for UTRA long term evolution system in macro- anécro-cell scenar-
ios. The emphasis was on reducing the amount of requiretbéetdor the CLTD,
specifically we explored the potential of using quantizaémd grouping over fre-
quency. The estimated cell level spectral efficiency gai€bfD is limited. In

2x1, even with full CSl, only moderate gain is observed oyeroloop SFC (25%
and 51%) in micro- and macrocell. With CLM1 and grouping of2fb-carriers,
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the gain is reduced to 15% and 28% respectively. The gainawéhextra receive
antenna is even smaller. However, the spectral efficientyaacell edge brought
by CLTD is significant and this indicates that CLTD is potafi$i a good method to
increase cell coverage for low mobility users. Up to 60% ab@b4ain is achieved
with CLM1 over open loop SFC with grouping of up to 25 and 40-salriers for
2x1 and 2x2, respectively. The attainable gain is shown te$®in the presence
of increased terminal mobility and feedback delays, etc.






Chapter 5

Design and Analysis of LA with
Fast MIMO Adaptation

5.1 Introduction

The spatial freedom introduced by a MIMO system can be usddfarent ways,
i.e., either to improve link quality or to enhance throughpthe authors in [Fern04]
proposed the adaptive selection of MIMO schemes on avefageel quality met-
rics. This type of MIMO adaptation is often referred to asddarm, orslow,
adaptive MIMO. On the other hand, it is proposed in [Catr®2} tthe system can
adaptively choose among MIMO schemes based on instantarmd@amnel condi-
tions to maximize the spectral efficiency. We call this typevdMO adaptation
short-term, ofast, adaptive MIMO Link Adaptation(LA) based oradaptive mod-
ulation and codindAMC) according to the channel quality variations expecesh
is one of the key mechanisms to enhance spectral efficienpadiet switched
data transmissions. Due to subtle interactions, the efficitlization of adaptive
MIMO has to be considered together with the LA module.

In this chapter the combination of adaptive MIMO and shertrt LA are ad-
dressed to further increase the spectral efficiency pedgoom of LTE. For sim-
plicity, LA is only referred to as short-term LA within thidhapter. The capacity
gain of introducing fast MIMO adaptation to LA layer is firstrinulated from
the instantaneous SINR distribution perspective in Se@i@. The instantaneous
SINR is defined as the measured/predicted SINR within daahsmission Time
Interval (TTI) 1, To make a fair comparison between MIMO schemes with a dif-
ferent number of effective spatial streams and differec¢iker features, a unified

TTl is the minimum time resolution for adjustment of transgion format, it is defined as 2ms
in HSDPA [3GPPO0L1], 1ms in LTE [3GPP(06a].

75
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SINR is defined to translate all multistream MIMO SINRs to guiealent effec-
tive SINR. The capacity of LA including fast MIMO adaptati@then derived on
the basis of this. As a case study, the theoretical analsaisdwork is afterwards
used to compare the capacity potential of LA including fasf® adaptation of
SFC with three commonly used multi-stream MIMO schemes wiiierent level
of complexity and feedback requirement. After that, thecpecal selection met-
ric design for LA with fast MIMO adaptation is discussed inc8en/5.3. More
specifically for JC, to capture the instantaneous chanmalition, we propose the
usage of a two dimension lookup table based on two instaotenmetrics, average
SINR and SINR ratio, and the Modulation and Coding sets (MM&$ selected
regardless of the correlation degree of channel, sincefthet@f correlation is
already reflected in the measured/predicted SINR. Dethi&devel simulation is
then performed to evaluate the attainable spectral effigigain in Section 5.4.

5.2 Theoretical Analysis of Fast Adaptive MIMO

5.2.1 Channel Model

Recall that the signal model of a MIMO channel can be expreasen Chapter 2
y=Hs+n . (5.1)

The average SNR per receive antennais= F,/N,, where theE; is the signal
power, andl, is the noise variance. We consider multi-stream MIMO scheme
with K spatial streams, whet€ is less than or equal t@in(V;, V,.). If we define

v, as the instantaneous SINR on #fé spatial stream, the instantaneous capacity
for this MIMO scheme is defined as in Chapter 2

K
Cinst = ZIOgQ(l + /7/6) . (52)
k=1
If there areM MIMO scheme with different diversity and spatial multipieg gain
available for adaptation, for each time instance, the MIM®esne that gives the
highest capacity is chosen such that

CLA_inst = max[cinst_l Cinst_? Cinst_M] . (53)

In Eqn. (5.3),[Cinst 1 Cinst 2 ... Cinst_m) is the instantaneous capacity of
MIMO schemel to M offered in a particular channel condition. For the compari-
son between the different adaptive, or non-adaptie= 1), schemes we evaluate
the time-ergodic capacity by taking the expectation overbssible channel con-
ditions. The ergodic capacity for LA including MIMO adaptat could thus be
formulated as

CLA_erg = E{CLA_inst} ) (54)
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where theF{-} denotes the expectation operator. Equations (5.3) anjir&dal
that the LA including fast MIMO adaptation always choosasgbheme with max-
imum instantaneous capacity. Similar to the short-term Ath& MIMO adapta-
tion is also performed at a very fast pace now. As will be showkt, we will
represent the capacity gain of LA including fast MIMO addiptain terms of a
unified SINR which translates all multi-stream MIMO SINRs$aran equivalent
single SINR. This will allow a closed-form solution to Eqrb.4) under the as-
sumption of a zero-forcing (ZF) receiver.

5.2.2 Definition of Unified SINR

To analyze the MIMO scheme witk streams, the unified SINR for MIMO is
defined as the equivalent single SINR that offers the santariteseous capacity.
Since we assume ZF receiver, all streams are uncorrelateel uiified SINRy,,
can be formulated as:

K
logy (14 7u) = > loga(1 + )
k=1
K
Syu=—1+]J0+wm) (5.5)
k=1

As shown in[[Wint94], for spatial multiplexing schemes W&R receiver, the
end-to-end system is decoupled into a set of parallel ualated SISO channels
(streams). For Gaussian distributed interference thigslea independence be-
tween the streams which allows us to write tuenulative density functiofedf) of
the unified SINR as:

T1
= /p%(wl—l) /pw(wg—l)...dxl...dwK, (5.6)
1 1

where thep,, (i) is theprobability density functiofpdf) of v, thep,, (1) is the
pdf of z;, = v« + 1. The second line follows because of the pdf relation of aline
function. In the general case, Eqn. (5.6) i&alimensional integral. For the case
of only a few streams Eqn. (5.6) can be used for closed-formuations, whereas
Monte Carlo integration is more practical for a higher numifestreams.
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5.2.3 Capacity of LA Including Fast MIMO Adaptation

Based on the SINR analysis in Section 3.4 of Chapter 3 ancedr#iNR definition

in previous section, the LA including fast MIMO adaptatienainalyzed in terms
of the capacity and selection probability. For simplicitye following evaluation
considers adaptation between only two MIMO schemes, butidmeiextended to
more schemes if needed. If we define theand~, as the instantaneous unified
SINR of schemeX andY’, px andpy are the corresponding unified SINR pdf, the
ergodic capacity from LA including fast MIMO adaptation @hemeX andY at

a certain average SNRe., G-factor, can be calculated by:

o [e.e]

CLA_erg = /pY (Vy) /PX(%) 10g2(1 + 'Yx)d’ymd’yy
0 Yy

) Yy

+ [ py (1) | px(7z)logo(1 + vy)dyedryy (5.7)
[ren]

The first line in Equation (5!7) means that whenis larger thany,, the capacity
of schemeX is chosen, while the second line means that whgeis smaller than
7y, the capacity of schemg is chosen.
Moreover, we can get the probability of scheiebeing selected by:
P(X) = /pX('V:v)P('Vy < Vz)dVz
0

o0 Yz
= /pX(’Yx)/pY(’Yy)d'de’Yy ) (5.8)
0 0

whereP(v, < 7,) is the probability thaty, is less thany,. The actual numbers
are obtained by specifying the different MIMO schemes aliil the appropriate
unified SINR distributions. We will now look at four differeMIMO schemes.

5.2.4 Examples

We consider SFC with three commonly used spatial multipigMIMO schemes:
JC, PARC with MMSE receiver and PARC with SIC receiver sefgdya As in-
troduced in Section 2.4 of Chapter 2, these multi-streanersels have different
levels of complexity and feedback requirements, as sunzediin Table 5.1. By
complexity order we mean estimated hardware processingleaity as given in
[Texa05]. Moreover, for the simplicity of the analysis, wesame equal power
allocation across antennas and ZF receiver for all mukiash schemes.



Design and Analysis of LA with Fast MIMO Adaptation

Table 5.1: An overview of the considered MIMO schemes

Notation SFC JC PARC-MMSE | PARC-SIC
Gain diversity | multiplexing | multiplexing | multiplexing
mechanismg and array gain gain gain
gain
Complexity 1 2 2 6
order
Feedback | one CQI one CQI CQl CQl
requirement| feedback| feedback | feedback for | feedback for
every TTI each stream | each stream

We now concentrate on dual-stredii = 2) spatial multiplexing schemes.
It is noted that for JC a single coded packet will be transdithver two streams.
With conservative LA, MCS selection will therefore be basedhe channel con-
dition on the weaker stream, hence the capacity is twiceaidie weaker stream:

10g2(1 + Vu) = 210g2(1 + /Vweak)

< Yweak = \/1+7u_1 )

(5.9)

wherevy,eqr 1S the instantaneous SINR of the weaker stream, the dititibwf
Yweak has same diversity order ag, with the mean value' of 225 VO —A. Theo?

is the mean loss due to correlation as defined in Equ@nf&)&apte@ and the
A is the average SNR loss of the weak stream compared to thegavBIiNR of the

two streams. Thus the CDF of unified SINR for JC can be derivigdl EBquation
as

(5.10)

By using the pdf from equation (3.6 in Chagter 3) and equa(to), the uni-
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fied SINR of PARC-MMSE is calculated as follows:

U+1
; z1 %I171
= /—e_ (I—e""m )dry
m
1
U+1 U+1
1 -1 1 ¢L1+U+1 2
= —e Tm dXq — —e~ m dxrq
m m
1 1
VUF1 U+1
v T _melo Fo e i
= 1l—¢e¢ m— —e~ m dri — —e~ dxri ,
m m
1 VUFI

(5.11)

wherem is ’YO . When the average SNR is very higle., 7o > 1, the third item

of Equatlori 11 is quite small and can be ignored. Moredberfourth item of
Equation 5. 1 can be approximated as

U+1 U+1
1 _m+e 1 a2
—e m  dr = —e m dxy , (5.12)
m m
VU1 VU+1

sincex; > Utl in the integration rangp/U + 1,U + 1]. Thus when the average
SNR is high, the unified SINR of PARC- MMSE can be approximated

Fy(y < U)
U+1 ]
x1—2
~ 1—6_% / e m dxq
m
vU+1
-u —T122N 41
= 1—6 rn—(—e nb)’\/—;}iﬂ
— l_em—em fem . (5.13)

Finally, assuming that the effect of the first stream is catgly canceled when
detecting the second stream for PARC-SIC, and replacing.thie (5.6) with the
SIMO 1x2 SINR distribution, we can obtain the unified SINR R&RC-SIC as

U+1

1 _T1 __z_ r _ =z U+l
— —e m 1 —e m' — ——e m’ ’ z
m m! 1

1 = 1 - Ut U+1
— / e (e (14 —) —€ e (14 h ))d‘rl » (5.14)
m m/!
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wherem is 32 since the correlation will have adverse effect on the firsected
stream, but no effect on the second stream.
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Figure 5.1: CDFs of unified SINR for different MIMO schemes with averagéRsof
20dB. Equations (13)-(15) are verified against simulat&sutts.

The unified SINRs of different spatial multiplexing schenbased on (Equa-
tion/5.10)-(Equation 5.14) at an average SINR of 20dB arepaoed in Figure 5.1
with corresponding distributions obtained from simulatié\t each TTI, although
the channel matrix is identical for diversity and SM schemith same antenna
configuration, the instantaneous unified SINR is differeBy. adaptively choos-
ing the MIMO scheme with the highest instantaneous unifiétRSlequivalent to
instantaneous total capacity) leads to a capacity gain.

The capacity of LA including fast MIMO adaptation for the dkr different
possible combinations of one diversity and one spatialipleking schemé M =
2) is shown in Figure 5.2 together with the capacity of the apoading individual
(non-adaptive) schemes. Looking first at the capacity ofrt&idual schemes it
can be seen that SFC shows advantage over spatial multiglexthe low average
SNR ranges, whereas the opposite is true for high SNR rahgeg. looking at the
adaptive schemes, they can be seen to always perform dedteilLA with fixed
MIMO (non-adaptive), and in the transition range, bettemtiboth the diversity
and the spatial multiplexing scheme individually. Thiddatobservation is most
significant for the case of JC, whereas the adaptation bat®E€ and PARC-SIC
has almost no capacity advantage. This could be explaingdebgdfs of unified
SINR of SFC and PARC-SIC in Figure 5.1, in which the PARC-SMiags has
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Figure 5.2: Capacity for LA including fast MIMO adaptation in uncorredd Flat Rayleigh
channel. SFC is paired with three spatial multiplexing scbe separately.

better instantaneous SINR than SFC. For the other two catbirs, itis observed
that the unified SINR curves cross over each other, different MIMO schemes
gain over the others at different time instance. With fastptistle MIMO, up to
16% gain is observed in the transition range.

An intuitive explanation of Figure 5.2 can also be found idesng different
levels of tolerance towards unevenness between stream3CFEsince the decoder
will take both streams and decode them together, the decuwitlgzerform well
only if we have similar SINR on all streams. While for PARC-NB#, where
each stream is coded and decoded separately, the tolecameevienness is higher
compared to JC. And for PARC-SIC, since before decoding thé stream, the
effect of the other stream will be canceled, the toleranaaids unevenness is even
higher. As a consequence, different schemes and recepes tyaving different
level of tolerance towards unevenness of streams will leadifferent attainable

fast adaptive MIMO gain.

Figure' 5.3 shows the selection probability for the diversind spatial multi-
plexing schemes in each of the three different combinati@my an average SINR
of 1dB is required to select the PARC-SIC more often than SF@.correspond-
ing numbers for PARC-MMSE and JC are around 8 and 14dB raspbttwhich
again shows the bigger potential for MIMO adaptation withsth combinations.



Design and Analysis of LA with Fast MIMO Adaptation 83

—H=— JC
0.9 ] £} SFC(pair w JC)
7 —©— PARC-MMSE
0.8F O SFC(pair w PARC-MMSE])
—+— PARC-SIC

. 0.7+ o = + SFC(pair w PARC-SIC) ||
= 0.6/SFC ada SFC adap .
T 7 |with PARC-SIC (with PAR
o
a 05 ]
c
S
8 04r + 7
[0}
n

03r ¢ ¢ 0 ]

0.2f , © A

+ o
0.1 / + O
+
0 | | I il i =+
0 5 10 15 20 25

G-factor [dB]

Figure 5.3: Selection Probability for fast MIMO adaptation in uncoateld Flat Rayleigh
channel. SFC is paired with three spatial multiplexing scbe separately.

The correlation effect for adaptation between SFC and PARSDown in Fig-
ure/5.4. As shown, there is increased capacity gain overgerdaverage SNR
range in more correlated scenarios. This is due to the fatspatial multiplexing
schemes are more sensitive to correlation compared to Si¢e diversity MIMO
can be used as a backup for spatial multiplexing scheme wilte@onditioned
channel realizations, the capacity loss due to correldtiaamaller when adapta-
tion is used.

5.3 Channel Quality Metric Design of LA with Fast MIMO
Adaptation

To reach the capacity potential, special attention shoalgjiteen to the practical
application of LA with fast MIMO adaptation. This is addredsin this section.
Following the terminology in [Fore05], the combination of08 and MIMO is
considered as transmission mode, denoted as MMCS. In [Bhra@patial selec-
tivity indicator is defined to characterize the long termtsgpacorrelation of the
channel. Thus for different typical channel scenariogediit lookup tables based
on average SNR are used for mode selection. However, foagt@aflaptive MIMO
considered in this study, the spatial selectivity indicadgether with average SNR
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Figure 5.4: Capacity for fast MIMO adaptation with SFC and PARC in FlatyR&h
channel with different correlation.

is not suitable since it cannot reflect the instantaneousraiavariation and dif-
ferent receiver capability. Instead the following instar@ous SINR metrics are
considered as channel quality metrics.

For PARC-MMSE and PARC-SIC, since the channel coding andutatidn
are done separately for each stream, the solution coulditeesqraightforward. At
each TTI, SINR for SFCsgc and SINRs for each stream with PARC-MMSE or
PARC-SIC~; and~, are fed back. Then the eNode-B predicts the throughput of
the two cases and chooses the MIMO mode which gives the bakthooughput,
as described in [Fern04]. After that, the MCS is selectedmliogly.

As for JC, since all streams are coded together, the thraughmdiction

is not that straightforward. Thus we propose a two dimeradidook up table
based on two metricAvgSI NRandDi f f Rat i 0. TheAvgSI NRis the averaged
SINR over all streams to represent an averaged quality oftiabms, while the
Di f f Rati ois used to take into account the difference of streams. If sga@e
that a system can support upAbspatial streams, and the instantaneous SINR per
stream is sorted in ascending ordefas 72, ..., 7k, the two metrics for the LUT
are defined as: X«

AvgSI NR = Lifé(%) :

Di ffRatio= 2% (5.16)
g4l

(5.15)



Design and Analysis of LA with Fast MIMO Adaptation 85

The idea behind this proposal is that the more unevennedseains quality, the
worse the performance from JC, and the higher the chancesihgle stream
schemes should be used instead. Extensive simulationsedim@med to obtain
such a lookup table with the BLER target and power conssaifst each TTI, cer-
tain AvgSI NRandSI NRr at i o are observed, and its correspondBigck Error
Indicator (BLEI) (*0” is for ACK and “1” is for NACK) is stored. For each2 bin,
enough samples are saved to have enough statistics. Thalgeaed is that when
the unevenness exceeds some thresholds, it is more efficiese schemes with
less stream. Also the higher the gSI NR, the higher theSl NRr at i o threshold,
i.e., the more tolerance of unevenness.

5.4 Performance Evaluation
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Figure 5.5: Spectral Efficiency in Flat Rayleigh channel with differentrelation.

To evaluate the LA with fast MIMO adaptation in terms of attile spectral
efficiency, a detailed link level simulation is done. Thedratical analysis has
shown that the potential gain for advanced receivers i®dintited, so the sim-
plest JC (2str) with MMSE receiver together with SFC (1sgénsidered here for
further study. This simpler receiver is of special intergisb because it requires
much less processing power compared to the other two mréti® schemes.

The system parameters and configurations assumed areaetingdo [3GPP06a]
for 3SGPP E-UTRA. 9MCS considered are QPSK (1/6, 1/3, 1/2), 2BQAM(1/2
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, 213, 3/4), 64QAM(2/3, 4/5). With 9 MCS and 2 MIMO schemesptak of 18
MMCS modes are considered. Further, the flat Rayleigh chasrmnsidered.
As for frequency selective channel, we would consider tree ¢hat the MMCS
is selected per frequency chunk. If the frequency chunk isizenaller than the
coherence bandwidth, the system is still equivalent to fegl®lgh channel. Other
simulation parameters is set according to the Table 3.3 ap&hn 3.

The spectral efficiency of LA with and without MIMO adaptatiin uncor-
related and correlated channel is compared in Figure 5.8. aftainable spectral
efficiency is much lower than the capacity in Section 5.2, thet same trend is
observed. As shown, LA with fast MIMO adaptation shows digant gain over
LA with fixed MIMO. Up to 0.5 b/s/Hz and 0.8 b/s/Hz is observexdt £ A with
fast MIMO adaptation over slow MIMO adaptation for transmittenna correla-
tion of 0.5 and 0.7, respectively. The gain of including f&8#MO adaptation
diminishes faster than the theoretical analysis becawsm#ximum spectral effi-
ciency for SFC saturates at 4 b/s/Hz, which is limited by thlghést modulation
used, 64QAM. Since JC and other spatial multiplexing sclseare more sensi-
tive to channel estimation errors in practice, the potéwtid A with fast MIMO
adaptation is expected to be even higher when real chantirab¢isn is applied.

5.5 Summary

The capacity of including fast MIMO adaptation into LA layierderived in this

chapter. The analysis shows that the potential of includtistantaneous MIMO
adaptation into LA is quite limited for advanced receivehile significant capac-
ity can be achieved in combination with simpler receiverd/anmore correlated
scenarios. The channel quality metric issues for practititation are discussed
based on instantaneous SINRs. Furthermore, extensivdeuak simulation is

done to evaluate this with more realistic factors. Reshits\sthat significant spec-
tral efficiency gain from LA including fast MIMO adaptatios bbserved, and is
even more effective for correlated scenarios. The LA inicigdast MIMO adapta-

tion is shown to be a good LA strategy for fast changing mix@uteatation scenario
and simple receivers.



Chapter 6

System Model for Network
Evaluation

This chapter introduces the simulation methodology andraptions for system-
level evaluation in Chapter 7 and Chapter 8. More specificdie overall detached
link and system simulation methodology is introduced int®ac6.1. After that,
the modeling of each module in the network overlay is disedsa Section 6.2.
Special attention is given to the analysis of two differeaffic models. The key
performance indicators and default simulation assumgtéwa further presented in
Section 6.3 and Section 6.4 respectively.

6.1 Detached Link and System Methodology

As shown in Figure 6.1, we consider a detached link and systetinodology
for the system-level evaluation. This technique is a peattirade-off between
simulation inaccuracy due to the modeling simplificationd the processing load
caused by the complexity of the joint modeling of link andteys levels in real-
time [Berg05]. The operation of such an approach is thatitithelével processing
is abstracted in the form of pre-generated SINR traces fiokalével simulation,
while the system-level related processing is implementeaetwork overlay in-
cluding system level parameters. The link level simulagediis as introduced in
Chapter 3.

87
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Semi-static
I ESE——
Network system parameters
Simulator
A
: user
: parameters
SINR
trace
A 4
Link-Level i > SINR trace
link parameters Simulator SINR:traces database
Link-Level : Network-Level

Figure 6.1: Decoupled link and network simulation methodology for time efficient
network performance evaluation, inspired by Figure 1.9¢iB8]

6.2 Network Simulator Modeling

This network simulator provides traffic modeling, multiuseheduling, and link
adaptation including Chase Combining HARQ under the UTRANE ldownlink
parameters and assumptions described in [3GPP06a]. Ttarsys based on a
simpleadmission contro(AC) strategy which keeps the number of UEs per cell
constant. UEs within the reference cell are simulated imitjavhile other-cell
interference, path loss, and shadowing is modeled as AWQisétad to an equiv-
alent G-factor distribution [Kova06]. The average G-fagtemains constant for a
UE during a session, thus assuming that the packet call i$ sbmpared to the
coherence time of the shadow fading and distance dependénigss. Besides,
with practical signalling constraints, we assume equalgroaliocation over the
PRBs, and same MCS is used for all PRBs on each spatial staaoné UE per
TTI. The modeling details of modules such as Link Adaptatio®l, HARQ, Link
to system mapping and traffic models are further introducsilbows:

6.2.1 Link Adaptation

As introduced in Section 3.3.1 in Chapter 3, link adaptationsists of both inner
loop link adaptation (Adaptive modulation and coding) anteoloop link adapta-
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tion. The inner LA selects the MCS which gives the best thigudg while main-
taining the BLER target, as explained in Equation 3.3. Farthn outer loop LA
(OLLA) module is used to maintain the 1st transmission taBid=R by adding an
adaptive offset to the available CQI reports for the UE basethe ACK/NACKs
[Naka02] [Pokh06]. The OLLA is shown to be very effective ionthating the
CQl error.

6.2.2 CQI Error and Delay Modelling

To support the link adaptation, the transmitter should hanmviedge of the chan-
nel variation for each UE. In the FDD system, this informati® obtained by CQI
feedback from each UE to eNode via uplink. The quality of CQé&n important
factor for the efficient application of LA.

To take into account the practical imperfections, the CQbrts are modeled
with errors associated to (i) measurement inaccuracy radded a lognormal error
in the SINR domain and quantization loss with 1dB resolufigrreporting delay
corresponding to 2 ms.

6.2.3 Layer One HARQ Retransmission Model

In this network simulator, explicit scheduling of multiphkARQ processes per user
has not been performed due to complexity. Instead we indhugeffect of HARQ
in terms of Chase Combining using a simple HARQ process nfoal@l [Fred02].

The soft combined SINR after each transmission is given by:

n

{SINR},, = """ ) (SINR)y, , (6.1)
k=1

where{SINRY},, represents the combined SINR aftetransmissionsy denotes the
chase combining efficiency ari8INR), denotes the SINR of the” transmission.
n = 0.95 is assumed in this study, which is the recommended valuerad[R2].
Note that Equation 6.1 is only valid whenis relatively small, e.g., around 3-4,
which is also practical. In this study the HARQ process al@wmaximum of three
retransmissions per block before it is discarded, e 4. Moreover, we use the
simple statistical recursive HARQ model given below to akdte the effective
block throughput after retransmissions:

" TBS
TPest = ) ——(1—BLERy) . (6.2)
k=1
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where TRy denotes the effective throughput after HARQ combining ga&iBS
denotes the transport block size given by the MCS employe&RB denotes the
BLER for the k' transmission. Note that Equation 6.2 is applicable onhhéf t
block is finally correctly received after the fourth transeion, i.e., BLER = 0,
otherwise the block is considered to be lost. Note that th&BAnodel presented
here assumes non-adaptive HARQ operation. This is also friea Equation
6.2 since we assume that the transmit parameters are najethéetween trans-
missions of the same code block. Further, no signaling detayerrors in the
transmission of HARQ ACK/NACKSs are assumed.

6.2.4 Link to System Mapping

For complexity reasons, a link level simulation of all linfsstween eNode-B and
UEs is not feasible. In practice, we utilize this detacha#t &nd system approach
and use single link level simulation results in terms of the&ER as a function of
SINR to predict each UE’s throughput. One commonly used tinkystem inter-
face is theexponential effective-SINR mappifieESM) [Brue05], as introduced in
Section 3.3.1 in Chapter 3. The only difference is that th&HEs not only used
to predict the throughput from the CQIs in LA module in traitsen (as in Chap-
ter/3), but also used to calculate the actual throughput flenexperienced SINRs
per sub-carrier at the receiver. This means that for eacisrmassion, the asso-
ciated packet error is obtained. The validation of EESM liolsystem interface
model is discussed in Appendix E.

6.2.5 Traffic Model

We have considered the infinite buffer and the finite buffeffic models in this
study to abstract the behavior of best effort traffic. Inéruffer is the simplest
traffic model for system level evaluation, in which the usdvgays have data pack-
ets to transmit. In the infinite buffer model all users expecie equal session time
irrespective of their location within the cell. This immig¢hat the users close to
the eNode-B download a much larger amount of data in congatis those lo-
cated near the cell edge (due to superior SINR conditionstheaell center). For
this model, the cell and user throughput statistics arectdtl over a large number
of simulation runs with the same duration. In each run a givember of user
locations within the cell are sampled.

The finite buffer model allows downloading of an equal amoointata by
each active user, and when the session is terminated, a neis luiEnediately
admitted. As a consequence, the session time for a UE witk finifer is inverse-
proportional to the experienced data rates, and the usese th the cell edge are
expected to stay longer in the system in comparison to thes iseated near the
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cell center. The data rates delivered to the cell edge usdrdaminate the re-
sultant cell throughput. Only a single simulation run isfpaned in this case,
which is of a long duration in order to have sufficient numbecampleted ses-
sions. This is required to sample all the locations in thé del both cases user
locations within the reference cell are generated on this bhthe G-factor distri-
bution for the simulated deployment scenario [Kova06]. His study, macro-cell
case 1 and micro-cell outdoor to indoor environment areidensd. Further, data
is always available in the eNode-B, waiting to be served leydtheduler. Note
that burstiness of packet arrival within an ongoing seskesnot been modeled in
either case.

The important property of two models is the session timeitligion among
the users. Equal session time distribution is observedrfiimiie buffer model,
while unequal session time is observed for finite buffer delpgg on the user
throughput distribution. To gain insight in this, we perfothe following analysis
of the effectiveG-factor distribution. For infinite buffer model, the preus study
shows that if we condition the user throughput on the useac®of distribution, the
cell level throughput can be estimated, and it is quite ateurompared to the real
system simulation results [Moge07b]. However, for finitdf&uthe experienced
G-factor distribution will change since the session timedach user is different.
To take that into account, we define effective G-factor asattigally experienced
G-factor over the simulation length. To measure that weesttine G-factor trace at
each TTI from all the active users and computed the distdhutom that trace as
the effective G-factor distribution. Since the sessioretisiuniformly distributed
for all users for infinite buffer model, the effective G-factistribution remains
the same. However, the effective G-factor distribution ffoite buffer will vary
depending on the session time. To quantify the effect of trequal session time,
we approach the problem of calculation of effective G-fadistribution for finite
buffer with a statistic method callasleighted distribution

Weighted distribution is a common method first appearedatissics, where
the certain factors are modeled with a distribution, whileertain factors are mod-
eled as another distribution. Under specific situationciméain factor distribution
is weighted with uncertain factors to get the effective riistion [Rao85]. The
same approach is considered here to take into account tlygiaingession time
distribution for users with different physical locatioriBhe effective G-factor dis-
tribution for finite buffer can be described by weighting theer G-factor distribu-
tion p,, () with the actual session time distributidiy(z) as

Ts(x) - pu(x

pera(e) = 2 Pul®) (6.9
w

wherew is a normalizing factor obtained to make the total probgbiiqual to

unity by choosingE{T;(x)}, and both distributions are a function of G-factor

If we assume a total packet size &f bits in the buffer for all the users, and an
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Figure 6.2: The comparison of effective G-factor distribution and uSefactor distribu-
tion for finite and infinite cases in macro cell scenario.

average user throughput of 2, (x) which is also a function of G-factof;(x)
is given by
M
Ti(x) = =——— . 6.4
() TP (@) (6.4)

We measured the effective G-factor distribution for botfinite and finite
buffer models from simulation for 1x2 FDPS macro cell, asvahin Figure 6.2.
If we weighted the user G-factor distribution with the usesson time for finite
buffer model, the calculated weighted distribution is sham top of the measured
effective G-factor distribution for finite buffer and vadites the above analysis. The
cell throughput estimate for finite buffer can also be donelarly as in [Moge07b]
by condition the user throughput on the effective finite bu€-factor distribution.
It is noted that the effective G-factor distribution anaysill only be used to gain
insight of the impact from traffic model, while the detailggtem evaluation sim-
ulation results in Chapter 7 and Chapter 8 are not based ®arnhiysis.

6.3 Key Performance Indicators

For the system-level study, we will use the Key Performamaichtors (KPIs),
namely average cell throughput, spectral efficiency, @etsser throughput, and



System Model for Network Evaluation 93

coverage. The average cell throughfit®..;; is defined as the ratio between the
total correctly decoded bits and the total simulation time,

total bits correctly delivered
simulation time ’

TPeet = (65)

The corresponding spectral efficiency is given by the ratimt@l cell throughput
divided by the bandwidth occupied:

. TPcell
tral eff _— 6.6
spectral efficiency= Bandwidih (6.6)
The average user throughput for ittle active user is defined as:
TP = bits correctly delivered to useér 6.7)

session time for user

Coverage, denoted ByF..,crq4¢, IS determined from the CDF curve of the average
user throughput taken over all the completed sessions. r&geds defined as
the data rate corresponding to the 5% quantile in the CDFeguw., 95% of the
users experience a higher average data rate than the ratkespby the coverage
parameter. This KPI indicates data rate experienced b @seund the cell edge.
Further, it can be used to differentiate packet schedutetesrims of fairness in the
distribution of throughput among users.

6.4 Default Simulation Parameters

The main default simulation assumptions are summarizedlneT6.1. The vali-
dation of the network simulator used is provided in Apperiglix



94

System Model for Network Evaluation

Table 6.1: Default simulation parameters and assumptions.

Parameter Setting
Physical parameters See [1]
System bandwidth 10 MHz
Cell-level user distribution Uniform
PRB width 375kHz
User diversity order (UDO) | 10 (default)

Traffic model

Power delay profile

LA delay

CQl error std

CQI reporting resolution
Modulation/code rate setting

H-ARQ model

LA target

UE speed

Channel estimation
Carrier frequency
autoregressive moving win
dow

Initial T}, value

Weight info feedback delay

Single 2 Mbit packet

Typical Urban

2ms

1dB

1dB

sSQPSK: 1/3, 1/2, 2/3
16QAM: 1/2, 2/3, 4/5
64QAM: 1/2, 2/3, 4/5
Ideal chase comb.
20% BLEP (1st TX.)
3 km/h
Ideal
2GHz

-150 TTIs

log2(1+G/2.5)/UDO
2ms




Chapter 7

Design and Analysis of MIMO
with FDPS

7.1 Introduction

'OFDMA facilitates FDPS which promises up to 40%-60% gainrdiree-domain
only scheduling, based on 1x2 with MRC receiver [Pokh0O6]aurid’ E downlink
assumptions. The Multiple-Input Multiple-Output (MIMQ§dhnology can poten-
tially increase the diversity and array gain (diversity mpend/or can provide a
large spectral efficiency gain without increasing the badtw(SDM mode). It is
therefore quite natural to consider the combination of Mllsial FDPS (MIMO-
FDPS). However, due to the interaction of MIMO and FDPS, itdsa trivial task
to combine them effectively.

The MIMO-FDPS performance for UTRA LTE downlink is analyzedthis
chapter. Since the interaction of diversity MIMO and FDP8x&ensively studied
in literature, (see for example [Weng05], [Pokh07]), thepbasis of this thesis is
put on SDM type of MIMO with FDPS (SDM-FDPS). Depending on ‘e the
spatial freedom of SDM is given to the packet scheduler oy taai concepts are
currently discussed in 3GPP, namely SU- and MU- MIMO, follogvthe termi-
nology in [3GPP06a]. The SU-MIMO has the restriction thalyoone UE can
be scheduled over the same time-frequency resource, veherfdavIMO offers
greater flexibility to the scheduler so that different]UEs ba scheduled on differ-
ent spatial streams over the same time-frequency resotineeMU-MIMO offers
greater flexibility in the spatial domain, but it also impsdggher requirements
on the resource allocation signalling. The two concept® leeen analyzed in the
literature, see e.g. [HeatO1b] and references therein.t Btadies are conceptual
in nature and disregard fairness between UEs and pratiisalsuch as practical

95
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SINR dynamic range, amount of signaling overhead, adaptatincertainties, etc.
Such factors are highly relevant in wireless system designinclude those fac-
tors, we analyze by simulation the combination of SDM andBrtional Fair[(PF)
under the influence of these factors with finite or irdibitiffer best effort
traffic model. The signalling overhead to support SDM-FDRIShe addressed in
Chapter 8.

The organization of this chapter is as follows: In Sectidh the basic FDPS
terminology when combined with MIMO schemes is introducélthe practical
SDM MIMO aware FDPS algorithms are proposed in Section 7.8.gdin in-
sight, Section 7/4 provides an analysis of post scheduliNgRSlistribution for all
MIMO-FDPS schemes based on the unified SINR concept from €€h&p Based
on that, the cell performance bounds are derived. Detaifstbs-level simula-
tion results are shown and explained in Section 7.5. Thelaiion results are
further compared with the theoretical bounds in Section Afer that, the main
conclusions are summarized in Section 7.7.

7.2 System Model

Recall a UTRA LTE downlink consisting of a scheduling noddldde-B) with
FDPS functionality and several UEs with SDM capability asntianed in Sec-
tion[1.1.6 of Chapter 1. As seen in Figure|1.6, three typeshémes are con-
sidered for MIMO-FDPS, namely beamforming and diversityl FDPS, SU-
MIMO FDPS or MU-MIMO FDPS. The UEs assist the scheduler byrepg the
CQI per scheduling unit to the eNode-B in order to support ¢asnnel aware
scheduling. The basic scheduling unit is denoted as a @dysesource block
(PRB). As stated in [3GPP06a], there are two ways of credtind®RB as shown
in Figure 7.1:

Distributed PRB definition: Sub-carrier

(LETALETTRATIELIT nPre example

Mmmmm User allocation example
0 User 1 O User2

0 User3 B User4

Localized PRB definition:
LTI oPrB example

MI-]EI- User allocation example
0 user1 0O User2

< System bandwidth—» U User3 B User4

Figure 7.1: Distributed vs Localized PRB concept.

e Distributed The PRB is defined by non-consecutive sub-carriers digtrth
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over the operating bandwidth to maximize the frequencyrditye None, or
limited user/selection diversity can be exploited sinddR&Bs will experi-
ence similar average channel condition.

e Localized The PRB is defined by consecutive sub-carriers (within cohe

ence bandwidth)e.g.isolated to a certain sub-band within the system band-

width.

In general, the distributed PRB can still be combined withietidomain PS to
exploit the multiuser diversity in time domain. The localizPRB definition facil-
itates the user/selection diversity in the frequency donaaid thus FDPS, while
the distributed PRB definition is used when frequency dityeiis to be utilized
instead. In this study, we concentrate on localized PRB itiefinsince FDPS gain
is our main concern.

For diversity MIMO and SU-MIMO, the minimal scheduling fléxXity, one
PRB, covers a group of 25 neighboring sub-carriers with r@gdo875kHz band-
width over 7 OFDM symbols. However, the PRB size of MU-MIMOlpoovers
one spatial stream on a 25 subcarrier and 7 OFDM symbols §hd.Figure 7.2
illustrates the definition of PRB for the two SDM-FDPS cortseynder investiga-
tion. Note that the SU-MIMO is a special case of the MU-MIMQ.,j when the
same UE gets allocated two streams on the same time-freguesaurce.

The actual PRBs allocated to a UE are determined by the eBasidieduler
together with the Modulation and Coding Scheme (MCS) fos¢heesources. It
encompasses entities such as LA and HARQ manager to perf@ralibschedul-
ing decision. In our work, the CQIl is simply the linearly azged SINR over the
PRB, but with a measurement and quantization error addeéd.o¥érhead due to
reference symbols or control information assumed is two MRYmbols per TTI
(28% overhead).

Physical Physical
Resource Resource
freq.A Block (PRB) freq.n Block (PRB)
— L
25 sub-carriers 25 sub-carriers
? Jime * Jime
1 4 2ﬁ1
tr
Str2 |
Spatial sub-frame Spatial sub-frame
Stream Stream
(a) SU-MIMO (b) MU-MIMO

Figure 7.2: lllustration of SU-MIMO and MU-MIMO concepts.
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7.3 MIMO Aware FDPS Algorithm

As a basis for this study we consider the well-known PF atboriwhich provides
an attractive trade-off between throughput and coverage[géeng05]. Here we
extend it to the spatial domain for MU-MIMO. We estimate tlguigalent and
instantaneously supported throughptit;, s(¢) for each UEk, on each frequency
chunkbd and for each streamin the scheduling interval The PF scheduler selects
the k*th UE on each PRB which maximizes the PF m k’(‘;)(t),

Ry p,s()

kT = argmgx{ To(h)

}, k=1..K, Vb, s (7.1)
whereT}(t) is the average delivered throughput to Wi the past, which is calcu-
lated by an autoregressive filter [Holm01]. Note that for BUIMO and diversity
MIMO, since the size of a PRB covers both streams on the sasgadncy chunk,
we still use Equation 711, but without the spatial domainillidixy.

For all users, and For all users, and
For each frequency chunk b, For each frequency chunk b,
arg max(PF_SS,(t),PF_SU,(t)) arg max(PF_SS,(t),PF_SU,(t),PF_MU,(t))

No

For user i,
is there
a conflict?

or user i,
is there
a conflict?2

Yes

If TP_total_SS All PRB for this user
> TP_total_DS forced to use DS only >
Check the N Check the
next user i+1 Yes next user i+1
A A -
All PRB for this | | All PRB for this For each D No| give stream to partner
user forced user forced PRB, is this user on user on same
to use SS only to use DS only both streams? fregency chunk
force user in this
frequency chunk — P
use SS only
Checked all Checked all -
No users? No users? -
es pres
End of FDPS End of FDPS
(a) SU MIMO (b) MU MIMO

Figure 7.3: Flow chart of FDPS algorithm for SU- and MU- MIMO.

To extend the FDPS to work with SDM, an FDPS algorithm thaesathe
extra spatial dimension into account, particularly MIMOdaeaelection, is needed.
Most of the previous work considers exhaustive and itezagwarch methods for
optimal power, bit loading and MIMO selection, which is tamplex for practical
application, see for example [Digh03], [Jung04]. Moregwdthough it is still an
open issue in 3GPP, the flexible MCS adaptation per PRB is toaadhieve due
to signaling constraints, thus only one MIMO mode for one Uikhiw a TTI is
supported in this study, which makes the performance sithapt. However, the
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algorithm design is efficient and suitable for practical iempentation. Moreover,
since SDM only makes sense for time-frequency resourceaviordble channel
conditions, we select transmit diversity schemes as theafzt MIMO mode. Thus
to support FDPS with full flexibility, we further assume tl@2®Is for bothsingle-
stream(SS) anddual-stream(DS) MIMO are reported from the UE to eNode-B.
The CQI is reported per stream for DS MIMO. Based on theseideraions we
propose the following simple, yet efficient algorithm whizffers a good trade-off
between performance and complexity.

In both cases, the first step is to estimate the user throtighging a SNR
to supportable throughput mapping table (Figure 1.4 in @wap) based on the
CQIs reported for the individual PRBs for each user. Aftedsathe PF metric
is calculated for all MIMO cases. For single-stream MIMO &id-MIMO, we
denote PF_S§,(t), PF_SU ;(t) as the PF metric value for each uservithin
each frequency chunkat time intervalt. And for MU-MIMO, PF_MU ;, 4(%) is
assumed as the corresponding PF metric value used withesrR&lB definition.
After that, for each frequency chumkthe best user (or best users for MU-MIMO)
is chosen to maximize the PF metric over all available MIM@esnes denoted as
PF_S$(t), PF_SU(t) and PF_MU(t) respectively. Note that special care should
be taken when precoding is performed with MU-MIMO. The riestn is that the
scheduler can only multiplex users with the same preferredaaling matrix, but
with orthogonal precoding vectors (i.e., occupy differstneam on the same time-
frequency resource). The effect of this will be further expéd in Section 7/5. On
the basis of this, a first round MIMO mode selection is madectizh frequency
chunk, and user selection is done implicitly as well, as i finst block of the
diagram of the proposed FDPS algorithms for SU- and MU- MINMCFigure 7.3
(a) and (b) respectively.

A potential problem is that multiple MIMO modes can be sedddbr a single
user, i.e., both dual-stream and single-stream mode agetsdlfor the same user
on different PRBs, within one TTI, which is contradictingetbonstraint we made.
To avoid an iterative optimization process, the followingngle and efficient ap-
proach is proposed for the two cases. As shown in Figure J.®(&5U-MIMO,
whenever there is a conflict, we compare the total throughrpat all the single-
stream PRBs for this user (TP_total_SS) with that from aldinal-stream PRBs
(TP_total_DS). Then the user is forced to use the MIMO modihvgives bet-
ter total throughput. For the MU-MIMO case as shown in Figar@ (b), when
the single-stream mode is favored for a user, we make a dadisi each dual-
stream PRB depending on whether the other stream on the saguefcy chunk
is selected for this user or not. If the user is selected oh bweams, this user is
forced to single-stream for this frequency chunk, wherbisstream is assigned to
partner user on the same frequency chunk if the oppositeds @nce the assign-
ment of PRBs to users has been performed, the schedulerhaské to calculate
the supported data rate for each user, also taking the sdl&ttMO mode into
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account.

7.4 Theoretical Analysis

7.4.1 Post-Scheduling SINR Analysis

To gain insight into MIMO-FDPS principles, especially fobBl-FDPS, we con-

sider the post scheduling SINR distribution using a simplgical model for the

PF scheduler which was originally used for SISO with time donscheduling in

[Holt00]. Assuming that the frequency chunk bandwidth isaler than the co-

herence bandwidth of the channel, the per frequency chufikgacharacteristics
are equivalent to the flat-fading Rayleigh channel, and FDP®quency selective
channel is equivalent to time domain Packet Scheduler @PftiRayleigh chan-
nel. Besides, as in [Holt00] some simplifying assumptiores adopted to enable
this simple analytical model:

1. The fading statistics of all users are independent anaticigly distributed
(i.i.d.). Users move with the same speed and have equalspoasability.

2. A user’s achievable data rate is (approximately) lineaelated to its instan-
taneous received SINR.

3. A sufficiently long averaging window is used, so that therage received
data rate of a user is stationary.

While these assumptions are unlikely to be perfectly felfilin reality, they suf-
fice to provide insight into the PF scheduler. Based on thegemeents and as-
sumptions, we can directly adopt the model from [Holt00] vehthe PF metric in
Equation 7.1 can be approximated by

k* = arg max(——
k ( Vk

L k=1.K , (7.2)

where~, () is the instantaneous SINR for tikéh user at scheduling intervgland
7% Is the average received SINR for théh user. Let theeumulative distribution
function(cdf) of the SINR for thé:th user be’,, (). With K active users available
for scheduling, denoted as User Diversity Order (UDO), itifeof the normalized
post-scheduling SINR* is given by [Berg03]

Fy(y) = (Fy (Z))E (7.3)
Yk
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The normalized post-scheduling SINR distribution for was diversity MIMO
schemes are shown in Figure [7.4. It can be seen that PF sittipthdreases not
only the diversity order, but also the mean SINR. As for theecaf SFC with
multi-user diversity, the so-called “channel hardeninfieéet makes it even worse
compared to 1x2 SIMO in terms of the probability of havingth§NRs [Hoch04].
The reason is that the SFC with more space diversity not @uyaes the severity
of destructive fades, but also the probability of encountgvery high constructive

fading peaks.
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Figure 7.4: normalized post-scheduling SINR distributions of varialisgersity MIMO
schemes, with and without user diversity order of 10.

In case of SDM scheme for one user with equal power allocati@cumula-
tive distribution function(CDF) of the per frequency chunk and per stream SINR
is shown in Figure 7/5, curve (1). It is based omeamo-forcing(ZF) receiver and
assumes that the G-factor is equal to 20 dB. For simplicitcaresider all users to
have the same G-factor for analysis in SDM-FDPS. The reastimai for SDM-
FDPS, the users in lower G-factor will use single-stream KiBthemes instead,
which makes the analysis quite complicated. A high valuéef®-factor was se-
lected for illustration here since dual stream operati@sppposes good channel
conditions. To include the effect of two streams for SU-MIMIe unified SINR
approach proposed in Chapter 5 is utilized here to trangiatstreams SINRg;,
into one effective SINRy,, which gives the same total capacity. Recall that the
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Figure 7.5: SINR distributions of the SU-MIMO and MU-MIMO schemes, withd with-
out multi-user diversity of 10, at the G-factor of 20 dB

unified SINR can be formulated as:

2
l0ga (1 + ) = > loga(1 + ) (7.4)
k=1
2
Sru=-1+ ][0 +wm) .
k=1
and the CDF of the unified SINR as:
F(y, £U) (7.5)
U+1

U+1
_ /pxl(:nl) /pEQ(@)...dxl

1

U+1
Z/p%m—l /pwm—l dzy
1

1

where thep., (%) is theprobability density functiofPDF) of v, the p,, (zi) is
the PDF ofzy, andz, = 7% + 1. In this case, Equation 7.5 is a two-dimensional

integral. By inserting the SDM stream SINR distribution riei (1)) in Equation
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for bothp., (v1) and p,,(72), the distribution of unified effective SINR for
SU-MIMO can be derived as

Fsy-mivo(u < U) = (7.6)
U+1 U1

1 Ty — zy] L
/ —e~ 1ml(1—e_ o )dxy

m

1

wherem = % and~, is the average SINR per receive antenna. The CDF of
Equation 7.6 is shown in Figure 7.5, curve (2). Applying tHe d®iterion, i.e. ,

add the multiuser diversity on top of that, the CDF of the mo$teduling per PRB
unified SINR for SU-MIMO can be given as

Fsu—mivo x = (Fsu—wmio)™ (7.7)

The CDF curve given by Equation 7.7 for UDO equal to 10 is shaowFigure 7.5,
curve (3).

In case of MU-MIMO, since the multi-user diversity can be leied even in
the spatial dimension, the multiuser diversity should bkzatl before translated
into the unified SINR. Therefore, the CDF of the post-schieduSINR on each
stream with multiuser diversity of 10 is given by

Fspu ik = (Fspu)® (7.8)

This is shown in Figure 7.5, curve (4). Then the two streamR&Mith the same
distribution as in Equation 7.8 are combined into a singlecti’e unified SINR,
as given by

Fyu mivo k(v <U) = (7.9)
U+1 . Lo v,
/ Kl—e m )l e T (- m )Nz .
m
1

The post-scheduling per frequency chunk unified SINR ¢hstion for MU-MIMO
of Equation 7.9 is shown in Figure 7.5, curve (5). Comparimg ¢urve (4) and
curve (5) in Figure 7.5, the unified SINR of the MU-MIMO schelm&s a mean
SINR gain over that of the SU-MIMO scheme with the same UDOtdube extra
flexibility of the spatial domain, although the diversityder is approximately the
same. The above analysis could also be extended to oth@nantenfigurations.

7.4.2 Throughput Analysis

Based on the post-scheduling SINR analysis, we are readst ting performance
bounds for each SDM-FDPS cases. One important prereqissitee choice of
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the SINR to throughput mapping metric. The most common metithe Shannon
Formula [Shan48] given as:

C =log,(1+ SNR) . (7.10)

As shown in [Moge07b], a better approximation to realistik ladaptation model
with realistic MCS is the Scaled Shannon” formula, as proposed in [Moge07b].
Itis given by

C = BW,yss x logg(1+ SNR/SNR.s¢) . (7.11)
Here theBWW, is adjusted according to the system bandwidth (BW) effigienc
of the system and N R, is adjusted according to the SNR implementation ef-
ficiency. TheBW.,; is 0.83 considering LTE system parameters &R, ; is
1.6dB in AWGN channel with realistic modulation and codimgolgeO7b]. Fur-
thermore we upper limi€ according to the hard spectral efficiency given by the
MCS supported in simulation study, e.g. 64QAM, Rate 4/5.

The throughput at a certain G-factbir; is given as
TP = /FMap(ac) “py(2) - dx (7.12)
0

where theFy,,,, is the SINR to throughput mapping function which can useegith
Shannon formula (Eqn. (7.10)) or Scaled Shannon (Eqn. )).Thep, (x) is the
PDF of post-scheduling SINR distribution, which can be wigd by taking the
derivative of Eqn.[(7.7) for SU-MIMO or Eqn. (7.9) for MU-MIR®.

With the knowledge ofl' P; for each G-factor and the PDF of the G-factor
distribution p for a certain cellular deployment scenario [Kova06], thi lesel
throughput can be written as:

TPyt = / TP4(G) - po(@) - dG (7.13)
0

where theT P is a function ofG. Note that the simplified analysis above will
only be used to obtain the theoretical bounds, while theilddtaystem simulation
based evaluation in section 7.5 is not limited by these sfioglions.

7.5 Performance Evaluation

7.5.1 Evaluated MIMO Schemes

Although the main contribution from this PhD study is on SMPS, we show
results for diversity MIMO FDPS as well as SDM-FDPS for coatphess. Thus
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for diversity MIMO, we consider the 2x2 SFC and 2x2 CLTD. As &DM, the
schemes need to be divided into precoding cases and witlieabgling cases.
Since the SDM can only be efficiently utilized for users wittod channel quality
and high rank MIMO channel, single-stream MIMO schemes khbe used as
fallback mode for the users in the cell edge or low rank MIM@ruhel conditions.
For no precoding case, we uper-antenna rate controlPARC) with space fre-
quency codindSFC) as fallback mode. In the unitary precoding case, Wizeuti
the CLTD (CL Mode 1) for single stream transmission [WeiQ&]d dual stream
TxXAA (D-TxAA) [Moto06] for dual stream transmission. In botases, the weight
is optimized for a group of sub-carriers within a PRB, and féexlback require-
ments are 2 bits per PRB. Since the optimal design of codebspé&cifically for
D-TxAA is still an open issue, the TxAA codebooks are adopgted-TxAA as
well in this study. For comparison purposes, we considereéerence scheme
the 1x2 SIMO with PF FDPS [3GPP(06a]. The MIMO schemes andebeiver
types considered are summarized in Table 7.1. Other systeomgtions are as
explained in Chapter 6.

Table 7.1: MIMO schemes and receiver types considered.

MIMO mode No precoding| With precoding| Receiver Type
(SU-) MU- MIMO PARC D-TxAA Linear MMSE
(Dual-stream)
Fallback mode SFC CLTD Maximal Ratio
(Single-stream) Combining (MRC)

7.5.2 Finite Buffer Performance

This subsection considers the finite buffer best efforfizafiodel, while the com-
parison against infinite buffer model is shown in next sutisec

The average cell throughput is first plotted against numbeactive users for
different single-stream MIMO schemes in macro-cell scesan Figure 7.6. The
localized RPB results are with FDPS, and the distributed RiRBIts are with time
domain Packet Scheduler (TDPS) only. As shown, for resuitls WDPS only,
the CLTD 2x2 achieves the best performance, and the 1x2 Sid/tDe worst.
Moreover, we can see that the gain from TDPS is quite limitéth Wimcrease in
UDO for such a frequency selective channel profile considief¢hen the FDPS is
utilized, the cell throughput increases much faster tharmibPS with the increase
in UDO. The CLTD 2x2 with FDPS still achieves the best perfante among
them. However, the performance of 1x2 SIMO FDPS is better th& SFC FDPS
with UDO larger than 2. This is called the “channel hardehieffect of SFC,
which is extensively studied by [Hoch04]. The trend of resglan also be well
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Figure 7.6: Average cell throughput comparison of diversity MIMO sclesnwith dis-
tributed PRB or localized PRB definition in macro cell withifinbuffer best effort traffic
model.

predicted from the SINR analysis in Figure 7.4. Of courseréugiired signalling
for TDPS is lower than FDPS. That is, only one CQI for the wHazdedwidth for
TDPS while CQI per PRB is necessary to obtain the full flekipih FDPS. The
tradeoff between the amount of CQI signalling and scheduliexibility and will
be further explained in Subsection 8.2.3.

The average cell throughput is plotted against number ofeaasers for dif-
ferent SDM-FDPS schemes in macro-cell and micro-cell seesia-or the macro-
cell case shown in Figure 7.7 it is observed that both SDM mesewithout pre-
coding offer only marginal gain over 1x2 SIMO case, over thesidered range.
This is due to limited SINR dynamic range available in magebs, e.g., the high-
est G-factor is limited to 17 dB. However, the gain of SDM sutks increases with
precoding cases, e.g., at UDO of 10 the gain is around 20%refemence scheme.
The gain comes mostly from cell edge users benefiting fromQKHED feature,
as illustrated in Figure 4.7. The drawback of precoding €as¢he extra weight
feedback requirement. Among the precoding cases MU-MIM®eaniorms SU-
MIMO especially when the UDO is low, due to the increase inrdegf spatial
freedom available to the scheduler.

As for the micro-cell scenario, the results in Figure 7.8veyra slightly differ-
ent picture. If we take UDO of 10 as an example, the SU-MIMQeseh without
precoding gives a gain of around 10% over the reference da$en precoding
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Figure 7.7: Average cell throughput comparison of SDM MIMO schemes ircroaell
with finite buffer best effort traffic model.

is introduced, the gain from SU-MIMO increases to around 1%¥%igh increasing
UDO the cell throughput increases very slowly. The behagfdvlU-MIMO with-
out precoding is quite different as the cell throughput hateaper increase than
the SU-MIMO curves. Although it is worse than SU-MIMO withgmoding when
the UDO is low, it outperforms SU-MIMO with precoding when @Dexceeds
21. Compared to that of MU-MIMO without precoding, the résuf MU-MIMO
with precoding grow much slower with the increase in the UD@e of limitations
comes from the reduced effective UDO due to precoding odistn. As mentioned
earlier, for MU-MIMO with precoding, we can only multiplexsars with the same
preferred precoding matrix, but with orthogonal precodusgtors. For the pre-
coding schemes we considered, namely D-TxAA with 4 preapdjnantization
matrix options, the active users are divided into 4 groupeenithe effective UDO
is the number of users with same preferred precoding magtectson. To further
explain this, the probability of distribution of the effeet UDO traces collected
from simulation of MU-MIMO with precoding is shown for UDO df, 10, 30 in
Figure 7.9. As shown, when UDO is 4, the effective UDO is atblii8 in average.
The average effective UDO is only around 3.4 and 8.9 for a UD@0cand 30.
This also suggests a dilemma we might face when MU-MIMO witktary pre-
coding is used. If we increase the quantization resoluticiié precoding matrix,
we can improve the link performance since the spatial stseaithbe made more
orthogonal to each other. On the other hand, the effectiv®©Will be reduced,
and the gain from FDPS will be lower with less multi-user déity. Another
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Figure 7.8: Average cell throughput comparison of SDM MIMO schemes icrmicell
with finite buffer best effort traffic model.

limiting factor for the results of MU-MIMO comes from the lited modulation
order. As shown in Figure 7.10, we plot the CDF of the poseddling effective
SINR from simulation for selected cases of MU-MIMO with orthdut precod-
ing. The highest MCS we have used is the 64QAM and 4/5, anchfeMCS an
effective SINR of 17dB will always have a BLER of De., the throughput with
effective SINR higher than 17dB will saturate. At the UDO 6f he MU-MIMO
without precoding has 15% of the time entering the satumatémge, while the
MU-MIMO with precoding has 24% of the time being in the satima range. In
summary, when the UDO is 10, the gain of MU-MIMO scheme ovéresnce is
in the order of 16-30% depending on whether precoding is.usétkn the UDO is
around 48, the gain is in the order of 35%. Results confirmttit@SDM concepts
are mainly features for the micro-cell scenario. The comeptesults for different
MIMO schemes in micro and macro scnearios are summarizedhiteT.2.

To show the average user data rate performance, the CDF ofrusaghput
distribution is plotted for various cases in micro cell, &®wn in Figure 7.11,
assuming 10 active users in the cell. For the 5% outage poinidrious cases,
the coverage user throughput is around 900k bits/s in thescaghout precoding,
while the coverage user throughput can be increased to ik in the precod-
ing cases. Regarding the peak user throughput, the MU-MINt@owt precoding
achieves the highest peak data rate, but with a sacrificeiodterage user perfor-
mance.
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Table 7.2: Comparison of the average cell throughput [Mbps] with dédfg MIMO
schemes for UDO of 10 with finite buffer traffic model

MIMO | 1x2 | 2x2 2x2 | 2x2SU 2x2SU 2x2MU | 2x2MU
schemes SFC | CLTD| w/o pre-| w pre-| w/o pre-| w pre-
coding coding coding coding
Macro | 10.76| 9.96 | 12.05| 10.74 12.63 10.93 13.07
cell
(Gain (0%) | (-7%) | (12%) (-0.2%) | (17%) (1.6%) (21%)
over
1x2 %)
Micro 16.64| 15.71 | 17.97| 18.21 20.48 19.71 21.79
cell
(Gain (0%) | (-5%) | (8%) | (9.4%) (23%) (18%) (31%)
over
1x2 %)
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Figure 7.9: The sample PDF distribution of the effective UDO measurethfsimulation.

7.5.3 Performance of Finite Buffer versus Infinite Buffer

The traffic model has a significant impact on SDM performandée average
cell gain over 1x2 MRC case with FDPS is plotted for differéraiffic models
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in Figure 7.12. As shown with finite buffer, the gain is from-30%, and for
infinite buffer, the gain is in the order of 50-60%. The reasonhigher gain
with infinite buffer model can be explained by the analysisSitbsection 6.2.5.
Since equal amount of data is sent to all users in the celffitite buffer model
results in a longer session time for the low data rate celeadmprs than the users
in good condition. On the other hand, for the infinite buffendal all users will
be given equal access time, and the users supporting higlratatcan download
much more data than users in the cell edge, thus the averdgaroeghput is
increased. In Figure 7.13, the MCS selection probabilishiswn for MU-MIMO
with both traffic models. The MCS from QPSK 1/3 to 64QAM 4/5 ismbered
incrementally as 1 to 9. The results clearly indicate thatttobability of selecting
the highest MCS is increased significantly when using irdibitiffer best effort
model compared to the finite buffer model. Considering thiefibuffer traffic
model cases only, the probability of selection of MCS 4-9 tfer scheme with
precoding is shown to be higher than the scheme without gdnego This implies
that the precoding increases the user experienced SINRhaadncreases the cell
throughput.

7.6 Comparison of Theoretical Bounds with Simulation
Results

The derived theoretical bounds in section 7.4 and the sykeeh simulation re-
sults in section 7)5 are compared here to illustrate thetfifem practical factors
which is not feasible to be included in theoretical analysis

The user throughput with SDM-FDPS against G-factor curvediest plotted
for the theoretical bounds (using Eqn. (7.12)) and simaitatesults in Fig. 7.14.
As observed, a quite good approximations can be found wélstialed Shannon
bounds by including realistic LA effect. The remaining diffnce between the
theoretical bounds with the simulation results can be dugsotne imperfection
factors such as the frequency selectivity within a freqyesiaunk, non-ideal CQI
as well as signalling constraints. Further, we compare didevel throughput for
theoretical approaches (using Eqn. (7.13)) and simula@ealts for different cell
scenarios, as shown in Fig. 7.15. The approach using schlth8n can make the
bound quite close to the Monte Carlo simulations resulgs, within a 10%-30%
range.
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7.7 Summary

In this chapter we evaluated the obtainable average celigiput for MIMO com-
bined with FDPS based on UTRAN LTE downlink. The special eagiis put on
spatial multiplexing mode MIMO. A proportional fair schdduextended to fre-
gquency and spatial domains is used in the study. The theakethalysis of post-
scheduled SINR distribution is first carried out for variddBviO-FDPS schemes.
The impact of traffic model is shown to be a critical factor arfprmance evalua-
tion. With the more realistic finite buffer best-effort tiiafmodel, results show no
observable gain from SDM-FDPS without precoding in the mamlil case over
the 1x2 MRC (reference case), while the gain with precodsnground 20%. Re-
sults also reveal that in the micro-cell scenario a gain ihtkeoughput of around
10% and 18% is obtainable with SU- and MU- MIMO schemes respy with-
out precoding. With precoding, the gain can be increased?% and 30% re-
spectively. These results assume 10 active users in the-oadllly, the theoretical
bounds are shown to be able to predict the realistic systemiaiion results within
a 10%-30% range. Although good potential of MIMO with FDPShswn in this
chapter, the signalling overhead to support MIMO-FDPS isugial issue for its
practical usage. This will be addressed in the next chapter.



Chapter 8

Design and Analysis of Signalling
Reduction for FDPS MIMO

8.1 Introduction

The studies in the previous chapter show that the MIMO in SDédlencombined
with FDPS (SDM-FDPS) can further enhance the LTE perforradkiéeiO7b]. To
enable SDM-FDPS, the uplink CQI report from each UE is resuper stream and
per frequency chunk. Moreover, since SDM can only be usechwime channel
conditions are quite good, a fallback MIMO mode is also reegli Thus, in order
to provide full flexibility at the packet scheduler, the UEeds to report CQIs for
all the available MIMO modes, thus making the overhead ircifzally large. In
terms of downlink control signaling, the eNode-B needs forim the UE about
the current resource allocation. This overhead is also etifumof the number of
available frequency chunks and MIMO streams.

In this chapter the methods to mitigate the signaling rexmént for SDM-
FDPS are investigated. For example, in order to reduce ginalsng of CQI reports
for all the available MIMO modes, we consider a semi-adapsipproach where
each UE supports only one MIMO mode at a certain time interifddle MIMO
mode can only be updated on a slow basis, e.g., every 100 nmierns of CQI
bandwidth reduction, previous work in [Gesb04] proposeakfficient technique
to reduce the CQI overhead for time-domain only packet sdiregiby letting the
UE report the CQI only when the channel is “good”, i.e., whearmel quality ex-
ceeds a certain threshold. Another efficient threshol@dh&QI scheme proposed
in [Kold06] reduces the CQI signaling overhead for FDPS ificemtly by includ-
ing both threshold-based signaling and time-staggereortiag methods. In this
study we extend these techniques to support SDM-FDPS asWeltrade-off be-
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tween the reduction in uplink signaling and achievable SBPS performance
is evaluated using system-level simulations. The rest efctiapter is organized
as follows: To reduce the increased signalling requirem@nS§DM-FDPS, Sec-
tion[8.2 proposed several efficient methods, and the sigga#f estimated as well.
Detailed simulation results are shown and explained ini@&ét3, while the main
conclusions are summarized in Section 8.4.

8.2 Signalling Reduction Methods

The reference case in terms of signaling is based on fagtiaddVIMO selec-
tion, such that the MIMO mode (single or dual-stream) isceld every TTI. The
SDM scheme utilizes separate data rate adjustment on gaemsti.e., the multi-
codeword (MCW) is used. The UEs need to report CQls for alattadlable MIMO
modes based on the absolute CQI (AB-CQI) scheme. In ordediae the signal-
ing overhead the following reduction methods are consitlere

8.2.1 Semi-adaptive MIMO Mode Selection

If we recall from the analysis in Chapter 5, the fast-ad&pMIMO selection is
always better than semi-adaptive MIMO selection in flat Reyl channel in a
single-user link. Most of the fast adaptive MIMO gain commesi the flexibility to
use less streams when there is channel condition deficientygher multi-stream
transmission on some time instances. However, when combiith FDPS, the
scheduler behavior needs to be considered as well. As anpbxa perform fast
adaptive MIMO together with FDPS for SU-MIMO without predong as shown in
Figure 8.1. The slow adaptive MIMO will use SFC when G-faésobelow 0 dB,
and use PARC when G-factor is higher than 0 dB. As shown, tiseaémost no
gain from fast adaptive MIMO over slow adaptive MIMO when FBR utilized.
The reason is that the scheduler will only utilize the vergtlmannel conditions
from many active users in the cell, and the probability ofcemtering bad channel
condition is quite low.

Motivated by the above analysis, we consider a semi-adajgipproach for
MIMO mode selection with SDM-FDPS, in which the MIMO mode losen on
a slow update basis«(100ms), and the UE only needs to feed back CQI for the
selected MIMO mode. Semi-adaptive MIMO selection will pubne restriction
on the scheduling freedom, but with a reduced signalingirement specially on
CQlI feedback.
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Figure 8.1: Spectral Efficiency of fast adaptive MIMO with FDPS at UDO & 1

8.2.2 Single Codeword (SCW) for SDM

Previous link level studies show that the MCW can achievéebgterformance
compared to SCW if simple linear receivers are used [NoHKiB6ae the MCW
can adapt to the unevenness between the streams betteiGkarH®wever, when
combined with FDPS, we also need to consider the effect fltwrstheduler be-
havior. The loss of using SCW instead of MCW is expected toldow in this
case. For MU-MIMO, the scheduler tends to schedule only #iebstream if the
unevenness between streams gets high. On the other harsthiduler for SU-
MIMO will select only the user whose streams are quite simiaguality since
the scheduler decision is based on total throughput frorh biseams. Besides,
considering the practical restriction that only one MCSgsdiper user per stream,
the variation between channel quality in different scheduRPBs for same UE
also becomes an important factor. As shown in Figuré 8.2, laethe average
number of users scheduled versus available users in thiec&U-MIMO with or
without precoding as examples. When the UDO is low, the nurabeasers sched-
uled is also low, and the number of RPBs allocated to one sibediser is high.
Considering the frequency selectivity, the average qualittwo streams for one
UE over so many PRBs gets quite similar. Of course we canderédsat when the
UDO is high, and one UE gets only around one frequency chimkuhevenness
between two streams will certainly make the MCW more efficttan SCW. But
at that time the gain of FDPS usually starts to saturate. asd¢hese arguments,
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we consider to evaluate the performance of using only SCWsfoM-FDPS, by
which the downlink control signalling concerning trandgformat can be reduced.
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Figure 8.2: Average number of UEs scheduled per TTI and average humbeP8k
allocated to one scheduled UE versus the UDO.

8.2.3 Threshold Based CQI Reduction

As mentioned earlier, the CQI signalling requirement witliease linearly with the
number of scheduling units and the number of UEs. With lichiiplink resources,
the CQI bandwidth reduction is crucial for the system desifime technique pro-
posed in [Gesb04] for time domain PS can reduce the CQI diggdly letting

the UE report the CQI only when the channel is “good”, i.e.ewtthe channel
quality exceeds a certain threshold. The variant of thiSFDPS is called “best-
M™” scheme|[NokiO7a] in which only the full CQIls for th&l selected PRBs are
reported. To further compress the required signallingttercefficient threshold-
based CQI scheme proposed in [Kold06] reduces the CQI signalerhead for
FDPS significantly by including both Threshold CQI (TH-C®ignaling and time-
staggered reporting methods. One variant of the TH-CQIreehis illustrated in

Figure/ 8.3. As shown, the threshold is given in terms of a SildRie with an

offset AT H added to the average wide-band SINR,, the G-factor. The “best
PRBs" are those that have a better channel quality than theo$@verage SINR
and the offset. The TH-CQI consists of the linear averagéef3SINR over the
best PRBs and a bitmap indicating the identity of those PRBe.main drawback
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Figure 8.3: Graphical illustration of the full CQI and reduced CQI schesm

of this scheme is that it limits the flexibility of the downkirecheduler. Appar-
ently since TH-CQI only has one averaged quality value ofelikéctedV/ PRBs,
the variation within the multiple PRBs should be low enoughmaintain a good
scheduling decision. On the other hand, the number of seldRPBs should also
be large enough such that the scheduling outage can be kepThe scheduling
outage is defined as the probability that there is no usertiagmn a certain PRB.
Another problem is that the optimized threshold value i®ptally dependent on
other factors such as the channel profile, G-factor, UDCedualing algorithm, etc.
All the problems listed make the optimization of the thrddreoquite complicated
task which may require quite extensive simulations.

For reasonable complexity we choose to use the theoreticdysis on CDF
curves of post-scheduled SINR in Figure 7.5 to determinettiheshold values
instead. When the scheduling outage happens, we will ralydpick one UE to
schedule on this PRB. Therefore, in case of MU-MIMO, sinae BIRB is only
one stream of a frequency chunk, the CDF curve of SDM with UDGslused as
referencej.e., the Figure 7.5, curve (4). The threshold is selected to Bifor
a G-factor of 20dB, which corresponds to the 1% outage p@&@irice the relative
offset is constant for MU-MIMO, the threshold will always BdB below the G-
factor for each UE with different G-factor. As for SU-MIMO,ewuse the 1%
outage point in curve (3) in Figure 7.5 as the threshold viEdu&PB unified SINR
threshold. Only when the PRB unified SINR exceeds the thtdslive RPB is
selected. Note that contrary to MU-MIMO, the offset value $J-MIMO varies
with the G-factor.
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8.2.4 Signalling Analysis

We now consider an estimation of the various signalling cdda schemes dis-
cussed above. As the detailed signaling format is still anapsue in LTE, only a
rough estimate of the overhead is made.

Table 8.1: Signalling estimation for various MIMO schemes with FDPS.

MIMO schemes with Uplink Signalling Downlink
various signalling reduction bits/update/user Signalling
w/o precoding| w precoding| bits/update
Diversity MIMO AB-CQI 120 168 184
(reference)

Diversity MIMO TH-CQI 29 29+2M 184

2x2 SU-MIMO AB-CQI 360 456 254
fast-adaptive MCW

(reference)

2x2 SU-MIMO AB-CQI 180 228 234
semi-adaptive MCW

2x2 SU-MIMO AB-CQI 180 228 184
semi-adaptive SCW

2x2 SU-MIMO TH-CQI 32 32+2M 184
semi-adaptive SCW

2x2 MU-MIMO AB-CQI 360 456 337
fast-adaptive MCW

2x2 MU-MIMO AB-CQI 180 228 317
semi-adaptive MCW

2x2 MU-MIMO AB-CQI 180 228 267
semi-adaptive SCW

2x2 MU-MIMO TH-CQI 44 44+42M 267
semi-adaptive SCW

In terms of uplink signaling the resolution for CQI is assuirie be 5 bits
per frequency chunk per stream (assuming similar SINR dycsaas Rel. 6 HS-
DPA [HolmO01]), and the 10 MHz divided into 24 frequency chankThe CQI
signaling overhead for the diversity MIMO scheme with FDPi8 e equal to
Nrc x Ncai = 24 x 5 = 120 bits/update/user with the AB-CQI scheme, where
Ngc is the number of frequency chunks aniq is the CQI resolution. The
overhead can be reduced Mrc + Ncoi = 24 + 5 = 29 bits/update/UE if the
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TH-CQI is used instead, in which 5 bits are used for the CQleand 24 bits
are the mask bits. SDM-FDPS with fast-adaptive MIMO moded&n requires
NCQ| X Ngc X 2 + NCQ| X Npc = 24 x5 x 3 = 360 bits/update/user, based
on AB-CQI and three CQI reports (two CQIls for dual-stream and CQI for
single-stream) per user. Semi-adaptive MIMO mode selectim reduce the CQI
signaling by 50% compared to the fast-adaptive case, 0.5 x Ncqi x Ngc x
24+ 0.5 X Ncoi X Nec = 0.5 x 240 4 0.5 x 120 = 180. This assumes that there is
an equal number of single-stream and dual-stream users teth thus half of the
users need 240 bits/update, and half of the users need K20pdate. The actual
ratio between dual-stream and single-stream user willdapending on scenarios.
When the TH-CQI scheme is utilized together with the SU-MIg&émi-adaptive
approach, the CQI overhead can be reducédio (Nec+ Ncagi) +0.5 X (Nec+
(Ncaix2)) = 0.5x29+40.5 x 34 ~ 32 bits/lupdate/user, i.e., 91% reduction of the
overhead can be achieved compared to the fast-adaptivenechigh AB-CQI. As

in the case where TH-CQI is combined with MU-MIMO semi-adlaptelection,
the CQl signalling i0.5 x (NFC + NCQ|) + 0.5 % (2 X Npc + (NCQ| X 2)) =
0.5 x 29+ 0.5 x (48 + (5 x 2)) ~ 44 bits/update/user.

Concerning the precoding schemes, the extra weight fekdifa® bits has
to be considered in uplink signalling as well. In this studg assume 2 bits per
frequency chunk. For diversity MIMO with FDPS, the referenuplink signalling
is increased tdVec x Ncgi + Nec X Q = 120 + 24 x 2 = 168 bits/update/user.
With TH-CQlI, obviously we only need feedback weight for theselected RPBs,
thus the total signalling will b9 + @) x M bits/update/user. Similarly, for SDM-
FDPS, the extra weight feedback with fast MIMO adaptatidh¥sNgc x Q@ = 96
bits/update/user since both weights for single-stream durad-stream schemes
should be fed back. And this can be reducedMgr x () = 2 x 24 = 48
bits/update/user if semi-adaptive MIMO selection is métl. If we further com-
bine it with TH-CQI, the extra weight feedbacki$ x @ bits/update/user, thus the
total feedback is the sum of CQI feedback and weight feedbadk + M x Q)
bits.

The downlink control signaling overhead can be estimatethi®10 scheduled
users as an example. The estimation assumes that all usessheduled per TTI
and that there is an equal proportion of single and duakstrasers. Following
the assumptions in [3GPP06a], Table 7.1.1.2.3.1-1, thenlilakvtransport format
signaling Ntr takes around 8 bits per user and per spatial stream, whildAlRQ
related informationVya requires 2 bits, assuming synchronous HARQ. The UE
ID information and duration assignment are identical fdrcalses, so they are
excluded from the analysis. As for resource assignmente iigsume it is possible
to uselog, based compression of joint resource assignment (with gntoding),
the number of bits required will b&il( Ngc x logs (Nyser+ 1)), where theNyseris
the number of scheduled users o&ic PRBs. The total number of bits needed for
downlink signaling is theliNTr + Nya) X Nusert+ ceil (Ntg X logy (Nyser+ 1)) =
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(8 42) x 10 4 ceil(24 x logy(10 + 1)) = 184 bits for the diversity MIMO FDPS
cases. If SU-MIMO is used, and assuming that the extra MIMQ@lengelection
information Ny requires 2 bits per user, and that two instances of tranfmoniat
and HARQ information are needed, the total number of bitetyes( N1+ Nya+
Nmi) x5+ ((Ntg 4+ Nya) x 2+ Nwi) X 5 + ceil (Npc x logg(Nyser+ 1)) =
(84+2+42) x5+ ((84+2) x2+2) x 5+4ceil (24 x 1log,(11)) = 254 bits. If the semi-
adaptive approach is adopted, the signaling can be redad¢@é + Nya) x 5+
((NTE+ Nua) x 2) x5+ ceil (Nec x 1ogy(Nysert 1)) = (8+2) x5+ ((842) x 2) x
5+ ceil(24 x logy(11)) = 234 bits when the small overhead required to inform the
UE of the MIMO mode to be used is not considered. The signalargbe further
reduced thTF + NHA) X 5+ (NTF + NHA) X 5+ Ce’il(NFC X log2(Nuser—|— 1)) =
(8+2) x 54 (8+2) x5+ ceil(24 x logy(11)) = 184 bits if SCW is used in
transmission, i.e., in total a 30% reduction can be achiéwetbwnlink control
signalling for SU-MIMO. Similarly, we consider the contrsignalling for MU-
MIMO whose allocation resolution is even smalieg, , 48 RPBs per TTI. Thus the
bits for joint resource assignment are increase@tf{2 x Ngc X logy(Nysert+ 1))
with double number of resource blocks. The estimated Siggakquirements are
summarized in Table 8.1.

8.3 Performance Evaluation

In this section the signalling reduction methods discusseBection 8.2 are per-
formed incrementally, and the corresponding results avevstand explained. The
simulator modeling and simulation assumptions are in Gliaht

We conduct the first signalling reduction approach by usiegnisadaptive
MIMO concept, but still with AB-CQI. As shown in Figure 8.4orf micro cell
with UDO of 10, no significant difference is observed for twases for differ-
ent SDM-FDPS schemes. The MIMO selection for semi-adamivmsed on the
G-factor threshold. The UEs with G-factor higher than thegshold utilize dual-
stream transmission only, and vice versa. The thresholdd ase chosen from
the single-stream and double-stream selection prolabiliross point measured
from the fast-adaptive simulations, similar to Figure 5T8e practical thresholds
depend on MIMO schemes used, antenna correlation, UE diigsbétc.

Further, we consider reduction of the codewords for SDM-BO® using
SCW instead of MCW. Although not shown here, no noticealffierdince is seen
for MU-MIMO results. As shown in Figure 8.5 for SU-MIMO, oniparginal loss
is observed when SCW is used compared with MCW. The reastiatisvihen the
UDO is low, the number of PRBs scheduled per user is quite laigt the averaged
SINR for each stream over so many PRBs is quite similar. Ootiter hand, when
the UDO is high, the PRB per user is quite low, and SCW will ks lefficient to
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adapt to the imbalance between streams. The fact that thapance is already
in the saturation range makes the loss quite small though.

Next, the extended TH-CQI scheme is used to reduce the CQalbiyg for
SDM-FDPS significantly. As we can see from the results in g6 comparing
AB-CQI and TH-CQI, the performance loss can be kept withitO%. However,
as explained in the previous subsection, an uplink sigrgalieduction up to 91%
and downlink signalling reduction up to 30% can be achieved.

8.4 Summary

In this chapter, the potential sighaling reduction methodsalize the performance
gain from SDM-FDPS are shown to be critical for practicaltegs design. Due
to the interaction between different gain mechanisms, therpial gain with some
gain mechanisms reduces when FDPS presents. The undergtarichis can
help us safely reduce the signalling overhead while keepiogt of the gain for
SDM-FDPS. Therefore, various efficient ways to bring dowe #ignalling re-
quirements for SDM-FDPS are considered in the study. Spattifi semi-adaptive
MIMO mode selection, single codeword transmission, andrteshold based CQI
scheme have been investigated. Based on the 3GPP LTE fralesimulation
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studies reveal that a significant reduction in signalingriesad (around 88% in
uplink and 30% in downlink) can be achieved with only a maagiess (within
7-10%) in cell throughput performance.






Chapter 9

Conclusion

9.1 Main Conclusions and Recommendations

One of the most important goals of the UTRA long term evolutiellular systems
is to provide a significantly improved spectral efficiencyngared to previous gen-
eration of systems, where it becomes necessary to investiga efficient applica-
tion of Multiple-Input Multiple-Output (MIMO) technology One of the biggest
challenges is to map the promised potential of MIMO effaadtivinto attainable
cell throughput gain in a practical system. To undertake ¢hallenge, the design
and analysis of the interoperation of MIMO, especially theltirstream MIMO,
with the other gain mechanisms in the system such as Linktatiap (LA), Hy-
brid ARQ (HARQ) L1 retransmission, packet scheduling, bex;omes the essen-
tial task. Besides, practical issues with significant intjgecthe obtainable MIMO
gain need to be carefully considered. Such issues includeefs between UEs,
limited dynamic range of available SINR, amount of signglimverhead, adap-
tation uncertainties, CQI imperfections, etc. Therefaonethis Ph.D. study we
have examined the efficient application of the MIMO techggl@oncerning the
tradeoffs between fairness, achievable gain and the signaverhead and/or com-
plexity. The conclusions and recommendations from thidystan serve as a good
guideline in system design of UTRA LTE concerning practidéMO deployment.

To summarize, the main contributions of this dissertatian &) the develop-
ment of a conceptual unified MIMO-OFDM framework, (ii) covééopment of a
link level simulator and benchmark link results for LTE ddimk system with var-
ious baseline MIMO schemes, (iii) the analysis and desigriasfed-loop transmit
diversity schemes with reduced weight feedback, (iv) treyeis and design of the
adaptive MIMO solution through a unified SINR concept, (Wdavelopment of a
network simulator, with the proposed MIMO aware FDPS altpon, benchmark
the system-level results for LTE downlink with spatial nijplkéxing MIMO and
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FDPS (SDM-FDPS). (v) Various methods are suggested to esth&signalling
overhead to support SDM-FDPS. The main conclusions anameemdations are
further outlined throughout as follows.

With the conceptual MIMO-OFDM framework, we understandt tinstanta-
neous optimal transmission strategy can be found with iceat@alytic constraints
for each instantaneous time if we assume perfect channelledge. That is,
symbols can be theoretically optimally dispersed over tifrequency and space
resources with considerations such as capacity maxiraizairor probability tar-
get. However, considering other practical constrainthascomplexity and sig-
nalling, in this study we preferred the simplified detachextjfiency and space-
time processing which can achieve most of the gain.

From both the link and system level evaluation, we found ttheimulti-stream
MIMO is a micro-cell feature only. In other words, there is need to deploy
mutli-stream MIMO for macro-cell scenario due to limited BMynamics avail-
able. This is well supported by results in Chapter 3 and GinaptThe results also
show that for diversity MIMO schemes, 1x2 SIMO shows sigaificgain over
SISO, while the gain from using extra transmit antenna as tg@p scheme,e. ,
2x2 SFC over 1x2 is rather small. The tradeoff between aabievgain and weight
feedback for the closed-loop transmit diversity (CLTD)dsrtified in Chapter 4.
From the study, we observe that the CLTD is still an importaverage improve-
ment feature for low mobility users in the cell-edge, wherdfze potential gain
at cell level is rather limited. As for high mobility userspen-loop space time
diversity schemes which stablise the link quality shouldutiBzed instead. To
analyze the fast adaptive MIMO selection gain, we introdugenified SINR con-
cept. This proves to be a very handy tool in the analysis of RISthemes with
different number of streams. With the analysis in Chapten® observe a good
gain in single-user study with fast adaptive MIMO espegiail correlated scenar-
ios and/or with simple receiver. However, we would recomdtre slow adaptive
MIMO for uncorrelated scenarios and/or with advanced kezei Moreover, the
results in Chapter!8 show that the slow adaptive MIMO with aimieduced sig-
naling requirements is as efficient as fast adaptive MIMCOPIS gain presents.

To achieve the multi-user diversity gain, our study progoseactical yet ef-
ficient algorithms for SDM-FDPS. Depending on the schedilkxbility, SU-
MIMO and MU-MIMO are investigated. The analysis in the Cleapt reveals
that the MU-MIMO can achieve higher gain with higher schedpflexibility than
SU-MIMO, and the precoding can further improve the perfatoga However, the
gain is always at the price of higher signaling requiremenige traffic model
is shown to be an important factor on cell performance gaip.tdJ50-60% cell
level gain is observed if infinite buffer model is used, wtoldy 20-30% gain is
observed with finite buffer model. Therefore, it makes manse to make se-
lection on SU-MIMO or MU-MIMO (precoding or not) depending the specific
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scenarios, such as the number of active users, the signmabogrce available, UE
capabilities, traffic property, etc. Practically, the eegl can gather some long-
term statistics of the network, and make wise adaptationrdawgly.

Due to the subtle interaction between different gain meishas) the potential
gain for some gain mechanisms reduces in the presence afusatit diversity.
The understanding of this can help us safely reduce thelsignaverhead while
keeping most of the gain for SDM-FDPS, as shown in Chapter@.ekample,
although multi-codeword is shown to be superior to singldewvord in link study,
the gain is quite marginal when combined with SDM-FDPS. Téialso true for
fast adaptive MIMO. Since the scheduler always selects éiseusers, the chance
of encounter low rank channel with multi-user diversity istq low. Therefore,
slow adaptive MIMO is recommended when FDPS is used. Besathsnced
CQI reduction schemes are further extended to support SDMS- With a careful
design on the thresholds, it is shown to be very effectiveetucing signaling
requirements. The threshold value obtained from the sfieglipost-scheduling
unified SINR analysis is shown to be very effective.

9.2 Future Work

At this very end point of thesis, we would like to address sqgmposals to con-
tinue the investigation performed in this Ph.D. study.

Since this thesis is constricted to FDD mode system onlyattadysis and eval-
uation of MIMO in the TDD mode system is definitely needs fartinvestigation
and optimization. With the channel reciprocal propertg DD mode provide
better opportunity for some advanced MIMO solutions whieteadh full informa-
tion of the channel information. The signalling bottlendom this study can
be avoided. For example, concerning the MIMO-OFDM framdwarhen the full
channel information is obtainable for the transmitter{ifar optimization of space-
frequency-time processing will be of great interests. Astioilti-user scheduling,
we can perform advanced power loading, bit loading, andulsaqy-time-space
resource allocation. Some other advanced interferenddanee techniques also
become feasible. For example, the dirty paper coding (DR&SEed on the in-
terference presubtraction (or its sub-optimal variangs) lbe used to transmit an
interference-free independent data stream to differesnsus

Furthermore, it is also interesting to explore the potéiatiaIMO combined
with some new emerging technologies, such as cooperativencmication, cog-
nitive radio and mesh networks. For example, MIMO can be nimdeficial to
the cooperative communication technology. One coopera&MO scenario is
with several idle UEs who can cooperate to work to help thebyemaster UE.
The UEs together can construct a bigger Virtual antenng émramprove the sys-
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tem coverage (diversity type of MIMO) and data-transmisstapability (spatial

multiplexing type of MIMO). With bigger number of virtual &nnas, we obtain
higher flexibility in the utilization of the higher spatialededom. Better tradeoff
between spatial multiplexing gain and diversity gain camekgoited in this case.
The connections among UESs can potentially be built throwghesshared spectrum
communication technologies.



Appendix A

Formulation of Unified
Framework for MIMO-OFDM

This appendix provides the detailed formulation of the ediframework for MIMO-
OFDM as introduced in Chapter 2. Since the framework is basdihear disper-
sion code (LDC), the background information on LDC is firspleined in Sec-
tion|A.1 and the derivation of the proposed framework isuased in Section A.2.

A.1 Background information on Linear Dispersion Coding

Proposed by Hassibi in 2002 [Hass02], the Linear Disper§ioding breaks the
data stream into substreams that are dispersed in linedrigations over time and
space, which is in principle a unified framework for most MIMChemes. Basic
concept of LDC is to write transmitted matrixin this way:

S = Z 54Cq + 55Dy) (A.1)
q=1

wheresy, ..., s are complex scalars (typically chosen from an r-PSK or r-QAM
constellation) and wher€, the andD, are fixed complex matrices with dimen-
sion ([',N;). T is the number of symbols during which the propagation chianne
is constant and) is the number of input modulated symbols on which the space-
time processing is performed. The code is completely deteminby the set of
dispersion matrice§C,, D, }, whereas each individual codeword is determined
by our choice of the scalars, ..., sg. The LDC encoding can be depicted as in
Figure A.1. Note that only 2 transmit antennas are illustidtere for simplicity.

The Conj block takes the complex conjugate of input symbols andGtend
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84,85, 85,8,

> (
"'S47839SZ7S]I D

Figure A.1: lllustration of LDC Encoding

D code blocks consist of a series of dispersion matriges, ...Cy, ..., Cg} and
{D7,...Dy,...,Dg} respectively. The encoding procedure then proceeds as fol-
lows:

1. Each time instance, one modulated symbal, and its complex conjugate
s, are mapped with thé€’, and D, matrices to corresponding space-time
position.

2. After repeat this fof) modulated symbols, the output froB@andD blocks
are summed up to get the final coded space-time symbol.

Or equivalently, due to the linearity, we can decomposesth@to real and
imaginary parts

Sq =g+ jbBq (A.2)
and the transmitted matrix in Equation A.1 can be rewrite as
Q
S= Z(anq +3BeBq) (A.3)
q=1

whereA, = C, + D, andB, = C; — D,.

LDC subsumes as special case of V-BLAST, space-time cotteygonal code,
non-orthogonal code, etc. To give a example, we considekfr@ representation
of STC, V-BLAST schemes as explained below.

a) Space-time coding (STC)

The dispersion matrices for STC are

012[(1) 8];191:[8 (1)];022[8 (1)}1)2:[_01 8](A-4)

51 82

0 0 },and the output from

The output from blockC is C - s1 + Cs - 59 = [

blockDis Dy - s1 + Dy -89 = { 0* SO* ] The sum of them is classic STC as
1

—52
S1 82
—s3 51 |



Formulation of Unified Framework for MIMO-OFDM 133

b) Vertical Bell Laboratories Layered Space-Time Architee (V-BLAST)

The dispersion matrices for V-BLAST are

o[- [ie[2]m- 0] o

The sum of blockC and D is simply [ jl ] .
2

ForSTCT = Q = N; = 2. Asfor V-BLAST,Q =T x N; andT = 1. If we
define code rate aB = %Nt the STC has a rate of 1/2 and V-BLAST has a rate
of 1. That s, the STC achieves half data rate, but with fuledsity; the V-BLAST
achieves full rate, but no diversity available. Other hgtsthemes make different
level of tradeoff between rate and diversity.

A.2 Unified framework for MIMO-OFDM

In this subsection, we extend the idea of linear dispersaedo frequency do-
main as well and in principle gives a unified framework for mafiMO-OFDM
schemes. Since the manipulation of three dimensions @rexydtime/space) is not
very convenient, we reduced it back to two dimensions by thevalence concept
[Moli02] as introduced in Subsection 2.3.1. We assume theh&r of modulated
symbols for each space-frequency-time processing is @qual With each input
symbola,, we have a dispersion matrig, with size of (N, x N.,T'), whereN,
is the number sub-carriers. The output of blakks

Q
D Aq-aq (A.6)
q=1

Similarly, the output of bloclB is
Q
> BBy, (A.7)
q=1

where for each input symbagl, we have dispersion matri, with size of (N; x
N, T). Therefore the sum of the output from both blocks, the transratrix S is

S=> (A;-aq+jBy- 5y - (A.8)

Q
=1

q

The code rate is defined &= ﬁ
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To show that the framework is linear system, we reformulageBquation A.8
into a more convenient format as follows. First, we stackrd@d and imaginary
part of input modulated symbols as

a1, B, -, ag, Bol” - (A.9)
We define
~ Ap, —Ar }
A, = 4 4 ) A.10
/ { Al,q AR,q ( )
= —Brg —DBr
B, = a a . A1l
7 { Br, —BR,J (A1)

Therefore, we can rewrite the Equation A.8 into a matrix wiitmension(2 x
N, x Ny, T) as

- 1 T .
511,17R . SlTlvR
5%71’1 “ee S%—‘,l,l
51,27R te Sl 2R
Sl ST — -
1,2,1 ce 1,2,1 o
: : : B
_ 1 T - ~ ~ .
S — Sl,Nt,R P Sl,Nt,R - [Al Bl A2 ...AQ BQ] N : 5
S ST
1,N¢, I te 1,Nt, I aQ
Sl st
21,R - 2,1,R | Bo |
1 T
S]I/c,Nt,R te S%c,Nt,R
L SNc,NtJ te SNc,Nt,I A
(A.12)

whereS; ; r represents the real part of the symbol at frequenfoy transmit an-
tennayj, andsS; ; ; represents the corresponding imaginary part.

Assuming a MIMO channel in time domain at certain time instaas

hll ‘o tht

H= : : : , (A.13)
hN,-l e th-Nt

where each elemeht;; is a vector with length of multipath tag$, ., for transmit

antenng and receive antennaAnd the corresponding frequency domain channel

response is given as

H(f) = : : ; (A.14)
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where each element is a vecloff);; = [h(f1)ij,- - -, h(fn.)i;] with the length of
Ne.

For each subcarriet, the channel matrix is given as
h(fe)in - h(fi)in,
H(fx) = : : ) (A.15)
h(fe)nor --- h(fe)NoN,

and the corresponding transmit matrix and receive matrik dimension of(2 x
N,.,T) are expressed as

o -
SkaR Sle,R
S{ﬁl,[ - 55:4171
Skl,?ﬂ S’?Z;Q’R
S(fi)=| Ska2r - Okar , (A.16)
1 T
Sk‘,Nt,R T Sk) Nt,R
S ST
L “kNed - k,Nt,I |
o -
Ykl,LR . Yle’R
Yl%l,l Y/%l,f
Y,fim . ijg,R
Y(f)=| Yeor - Year | . (A.17)
1 T
Ykl,NT-,R s YkTNmR
L Yen,s o Yenr |

Now if we reconstruct the channel matrix of Equation A.1®iatmatrix with
dimension of(2 x N,,2 x N;) to match the structure of transmit matrix,

) Mfu - h(fe)in,
H(fy) = : : ; (A.18)
h(fe)na - h(fe)n, N,
where each element of it is defined as
B(fk)zg _ Re(h(fk)ij) _Im(h(fk)ij) ) (A.lg)

Im(h(fr)ij)  Re(h(fr)i)
Thus the linear relation betwed{ f;.) andY ( fx) is formulated as

Y (fr) = H(fr) - S(fx) +n(fe) - (A.20)
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If we reshape the frequency domain channel matrix as

H(f1) 0 0
H(f) = 0o . 0 : (A.21)
0 0 H(fn)

a simple representation of the system can be given as:

o -
Ylil,R .. Yli,},R
Y11,1,I - Ylfl’l
YliQ’R .. Yljg,R
Yior o Yo
_ 1 T _
Y=| Yiug o Yiyg |=HF -S+n.  (A22)
Viwa - Vi
YQ,I,R et YQ,LR
1 T
Yy.NR o YJgFC,NT-vR
L YN o YNn.r

With this very general representation, advanced proogsshniques like precod-
ing, spreading can be included with a careful design of tspatsion matrices.
As seen, the system is still a linear function, thereforewey use any decoding
technique already in place for V-BLAST.



Appendix B

Soft Information Calculation for
Turbo Decoder

This appendix provides an explanation on the calculatiosoff information for
turbo code in the link simulator as introduced in Chapter 3.

In order to improve the performance of turbo decoding, extef hard de-
modulated bits, the M-ary QAM demodulator generates sdftegmas inputs to
the turbo decoder reflecting the reliability on each bit. Thg-Likelihood Ratio
for turbo decoder concerning Hit, is defined as

Pr(bk = 1|$)

L(by) = lnm .

(B.1)

This is a ratio between the probability that this bit is 1 oer probability that this
bit is 0 based on the knowledge of receivedshit

This equation could be taken equivalently in symbol spadgeis04]

Pr(bk = 1‘Sest) Zsi PT(Si|SBSt)

L(bx) =In =In , B.2
(bk) Pr(by, = 0[Sest) > Pr(silsest) (B2)
wheres,; is the estimated symbol and
si={Vj:i"™ component of s; is 0},
s, = {Vj:i" component of s; is 1}, (B.3)

andi =0,1,2,...,logy M — 1, M is the modulation alphabet size, i.e., 8, 16, 32 or

64. With Bayes'’ rulePr(A|B) = Pr(B|A) - Pr(A)/Pr(B), the LLR becomes
>, Pr(sest|si) Pr(si)

n .
EQPT(Sestls_i)PT(S_z)

L(b) =1 (B.4)

137



138 Soft Information Calculation for Turbo Decoder

Assuming the all symbols have equal probability to be tratisth thePr(s;) and
Pr(s;)can be omitted. Further, with the assumption of Gaussiaivecnoise, the
conditional probability density function can be found aslgD4]

pT(Sest’Si, H) = det(ﬂ'Q)_l eXP(—(Sest - Si)HQ_l(Sest - Sz)) ) (BS)
where the covariance matrix of the estimated ersgy; — s;), Q, is defined as
Q= E[(Sest - Si)'(sest - SZ)H] : (B6)

Take Equation B.5 into Equation B.4 yields

zsi eXP(—(Sest - Si)HQ_l(Sest - Sz))
Zsj-exp(_(sest - S_i)HQ_l(Sest - S_z)) .
The computation load for Equation B.7 is very high with theoiwement of a lot

of exponential calculations. In order to reduce the complethe equations can
be simplified by transferring into the log arithmetic domaind then using the

approximation
In (Z emi> ~ max(x;) , (B.8)

wheremax;(x;) means the maximum value af. Therefore if the max-log ap-
proximation is applied, Equation B.7 can be approximated as

L(by) =In (B.7)

exp(maXsi\bkzl(_(Sest - Si)HQ_l(Sest - Sz)))
exp(maxsi\bk:O(_(sest - Si)HQ_l(Sest - Sz)))

= min (Sest - Si)HQ_l(Sest - Sz’) — mmin (Sest - Si)HQ_l(Sest - Si) .
Si|bk:0 Si‘bk::[

L(by) =In

(B.9)

A baseline method for SISO and diversity MIMO schemes is ioaet in
[3GPPO1], where the covariance maté)is simply reduced to be a constant as

Q= E[(Sest - S)-(Sest - S)H] = 0}% . (BlO)

whereo? is the noise covariance. If we further define the paraméfeas the
Euclidean distance of the received symbgl from the points on the QAM con-
stellation iss; or its complement. Then Equation B.9 for diversity MIMO sotes
can be simplified as

1. . .
L(bg) = U—%[yelg;{di} - jnélsg{d?}] : (B.11)

As a example, we consider the soft-information calculatawr)C with MMSE
receiver. By following the signal model as in Chapter 2 Equm.35, the calcu-
lation of the covariance matriQ for JC with MMSE receiver is given as [Zels04]:

Q = E[(Sest —).(sest — )] (B.12)
= E[(W(Hs+n)—s).(W(Hs +n) —s)7]
= o(al+HIH) |

n
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wherea is equal tolV; /a2, in which N, is the number of transmit antennas.

By using Equation B.12 and Equation B.9, the LLR for JC with MEIreceiver
can be shown as
1
L(b) = — min{d?} — min{d?}] , B.13
0) = e gy i) — min{d) (B.13)

where[ |xx means that the diagonal element of that matrix is taken asgutime
non-diagonal element is negligible.



Appendix C

Validation of Link simulator

The link simulator is a team work project, which is developégth other colleges
in Aalborg Universit@ as well as Nokia Siemens Networks Most of the code is
written in MATLAB, but some bottleneck computations thatrdw run fast enough
in MATLAB is recoded in C for higher efficiency and interfacetivMATLAB
using MEX files. The validations of the link simulator fronffdrent aspects are
provided in this appendix. The MIMO multipath channel ardbéucode validation
is shown in Section Cl1 and Section C.2. Moreover, HARQ ant®lischemes
implementation validation are discussed in Section C.3%ection C.4, respec-
tively. After that, the statistic significance of is analgizior all link simulation
results in Section C.5.

C.1 MIMO Channel Validation

The MIMO channel model is based on the implementation in (B&h from I-

METRA project. This implementation is also intensivelyliagéd and validated in
previous PhD project (Appendix C and D in [Berg05]). The a§-typical urban
MIMO channel multipath fading statistics is compared witledretical Rayleigh
fading with appropriate power scaling as shown in Figure. CAk shown, the
MIMO channel fading statistics approximately matches it Rayleigh fading
on a per path basis.

1Phd students Akhilesh Pokhariyal, Christian Rom and BaBuRiriyanto from the Department
of Electronic Systems, Aalborg University, Denmark.
2Frank Frederiksen and Claudio Rosa from Nokia Siemens N&smoalborg R&D, Denmark.
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Figure C.1: Fading statistics verification.
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Figure C.2: Turbo coder performance verification with code rate 1/3 in@M/channel
with BPSK.
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C.2 Turbo Code Implementation Validation

The turbo code implementation is carried out by followingcly the specification
in UTRA release 6. As for the decoding algorithm, we seleet‘thax-log-MAP”

[Vogt00] sub-optimal algorithm since it requires a muchuesgtd complexity with
a only a marginal loss compared to optimal “MAP” algorithmheTbasic BER
performance in AWGN channel has been verified against segulf\Vogt00] as
shown in Figure C.2.

C.3 HARQ implementation validation

1'4 T T T T T T T T T T
—+—QPSK 3/4 HARQ CC
1.2 L| —=—QPSK 3/4 HARQ IR /4
N
I
3 1 i
o)
>
2
o 0.8 g i
Q coding gain ‘
£ 99 f
qJ /i
© 06| B e i oo |
] )
ol 1st retrans.
D 04 peeeeet 3dB
ol 4+—> B
o 2nd retrans.
02 L < » 1.7dB |
3rd retrans.
1.3dB
0(\’*"\; 1 I [ I [ [ [ [
5 4 -3 2 -1 0 1 2 3 4 5 6
G-factor [dB]

Figure C.3: spectral efficiency of HARQ retransmission gain

The HARQ validation is shown with spectral efficiency curvessus G-factor
(i.e. average SNR) as shown in Figure C.3 for QPSK 3/4 SISO. Witselcam-
bining, since an identical copy of signal is sent for eacharetmission, the total
combining gain is correspondingly 3dB, 4.7dB and 6dB witinargsmission num-
ber 1, 2 and 3. And according to the Equation 6.2 in Chaptehé effective
throughput will be divided by the number of transmissionfgened, which forms
a stair-case pattern as shown in Figure C.3. As shown, tlegrapefficiency curve
with CC forms a staircase with the width of each steps arerat@dB, 1.7dB and
1.3dB, which verified the HARQ implementation.
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If the Incremental Redundancy HARQ is utilized, besidescthrabining gain,
there is extra coding gain by retransmitting some of the purad parity bits. For
this case, the effective code rate after one IR retransomssill be around 3/8,
quite close to its mother 1/3 code rate. After that, sincebtisc rate of turbo code
is almost reached, no extra coding gain for further retrassions.

C.4 Modulation and MIMO schemes implementation val-

idation
10°
10" = =
N \'\, .\.\
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Figure C.4: Uncoded BER comparison from simulator and reference fitieea

The simulated uncoded BER for QPSK for SISO, 1x2 SIMO and 22 %
shown together with the theoretical bound in Figure| C.4. fhleeretical bound of

bit error probability for QPSK with a diversity order &f can be found in [Proa95]
as

napsk = 3-—Lsri () =Ly e

Va—@ = \p) iy

Ve
=,/ . C.2
a 1+ ( )

and received SNR per channelis = 2% which is assumed to be identical for
all the channelsyy, is the average Eb/No. Quite good agreement is observed for

where
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Figure C.5: Uncoded BER comparison for 16QAM with SISO.
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Figure C.6: Uncoded BER for JC with ZF, MMSE and OSIC receiver with BPSKlat
Rayleigh channel.
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the simulation results and the theoretical bounds, whididai@s the MIMO im-
plementation with QPSK modulation. The uncoded BER for 1603SO is also
shown against theoretical bound in Figure C.5. The averagerétical BER for
16QAM is given by as [Adac92]

Py, 16QAM = (C.3)

N —

3/8 1/4 1/8
B 5 5 * T
Vit s it
Again quite good agreement is seen between the simulatsuitseand the theo-
retical bounds, which validates the implementation of 16@Qwodulation.

The uncoded BER for JC with BPSK with different receiver isngared with
reference curves from PhD thesis [Zels04] in Figure C.6.ZFpMMSE and OSIC
receiver, a good agreement is observed between the siorulesults from the
developed simulator and the reference ones, which vafidaeimplementation of
the JC.

C.5 Statistical Significance Analysis For Link Simulator

To gain confidence on the link-level results obtained, tlaistical significance
analysis is performed for the link simulator developed is gection. More specif-
ically, the link simulator results are analyzed with mearitipath channel power
as well mean SINR as follows.

C.5.1 Statistical Significance Analysis For Fading ChanneéVleans

To assess which effect channel simulation inaccuracies bavink performance
the statistics of the obtained multipath fading channelmeesre analyzed. Since
the channel trace is normalized to 1 over 12@e stored a long trace of multipath
channel power sampleise., h h, over 21600TTI with a mobile speed of 3kmph.
From this original set, 1000 sampled sets with 3600 contislgamples each, are
drawn. This corresponds to a length ob2@ith which most of the link simulation
actually runs for. The start point for each set is randomtyseim and the continuous
samples are drawn into a set. Each re-sampled set is denot¢t’h}. The
ensemble average over the 3600 elements in every set isnvaist

E(sub{hh})3600 - (C.49)
For every set the relative deviation from the true mean is t&culated as

E(sub{hfh})3s00 — E;n{h7h}

T (hh] (C.5)




146 Validation of Link simulator

where the true meai;,,, {h"’h}, is given as 1. The distribution of the encountered
relative sample mean deviations is displayed in Figure Thé. mean distributions
can be well approximated by Gaussian reference distribsitvoith a standard de-
viations of 1.35%. The 99% the 95% and the 90% confidencevaltealues are
directly obtained from the 1000 set mean estimates. Theyndieated through
the vertical lines in Figure C.7, and their values are givemable C.5.1. It can be
seen that 99 out of 100 simulations will give mean multipdthrmel power values
within 3.1% of the true mean.

1 HEERH HEE D

07 | : i ¥ ;. -
« 99%/ .

0.4, . E H -

— TU20, std1.35%
Gaussian ref., std 1.35%

031

0.1 L : / - —
-!4’
0 L [ I I I

-8 -6 -4 -2 0 2 4 6 8
Relative mean multipath channel power deviation, [%)]

Figure C.7: Multipath standard deviation

Table C.1: Peak Data Rates For Example

Confidence level, [%] Confidence Interval, [%]
99 [-3.10, 3.05]
95 [-2.27, 2.14]
90 [-1.82, 1.64]
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C.5.2 Statistical Significance Analysis For Mean SINR

The statistical significance of the obtained link level tesis further measured in
terms of the reproducibility of the mean SINR over whole haidth. The 2x2
CLM1 case with grouping for Chapter 4 is considered. It isuaficed by the ran-
dom processes related to multipath fading, loss by impeweght due to quanti-
zation, grouping and delay. Using a similar re-samplingcpdure as in previous
subsection, 1000 re-sampled sets are produced fromJal@@0 SIN Rrr; trace.
The ensemble average over each re-sampled set is takemearadative deviation
per trace is calculated as

E{sub{SINRr7r})3600 — E{SIN Rrrr}21600

C.6
E{SINR7r7I}21600 (€6

The relative sector mean SINR distribution is plotted inufeyC.8 together
with a Gaussian reference distribution with a standardvdgan of 1.10%. The
99%, the 95%, and the 90% confidence interval values aretlgirgatained from
the 1000 set mean estimates. They are indicated throughettieal lines in Fig-
ure/ C.8. Their values are given in Table C\5.2. It is obsethad 99 out of 100
simulations will give the cell mean SINR within 2.40% of tlia¢ mean.
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Figure C.8: Mean SNR standard deviation
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Table C.2: Peak Data Rates For Example

Confidence level, [%] Confidence interval, [%0]
99 [-2.40, 2.30]
95 [-1.66, 1.60]
90 [-1.33,1.19]




Appendix D

Issues of Channel profiles with
the Space-Frequency Coding

During the results analysis, we found some issues conaethnSpace-Frequency
Coding (SFC) with different typical urban channel profilediieratures. We fur-
ther examined the results and explained the reason fontligs appendix.

At the time that most link study in this thesis is carried aut,channel model
is specified in 3GPP. Therefore we choose to use the 20-tpjsityirban channel
(TU20) ([3GPPO05], Section 5.1) since it exhibits reasoadi@quency correlation
over 20MHz. Afterwards, the 3GPP 25.814 recommended thgeustsimpler
6-taps typical urban channel (TUO06) for initial evaluatiofiL TE. In order to do a
cross-check, we performed link level study with both chdupnefiles for selected
cases.

Results show that for all the MIMO schemes that processipgitrmed over
each sub-carrier, the performance is almost identical With channel profiles
with 10MHz bandwidth assumption. But since the SFC involves neighboring
sub-carriers, its performance with two channel profilesshightly different. As
shown in Figure D.1, the spectral efficiency of TUO6 is worsenpared to that
of TU20, especially in high SNR range. The difference is sendbr 2x2 with
one additional receive antenna, as in Figure D.2. Simildnécspace-time coding
(STC), the assumptions behind the SFC is that the neigtipstb-carriers expe-
rience the same channel condition. Due to frequency setycthis assumption is
not perfectly satisfied and the frequency property of thennbaprofiles becomes
important to investigate.

To look into this issue, we first compared the frequency datian property of
the two profiles in Figure D.3. As shown, the TU20 exhibits aerexponential de-
caying type of frequency correlation property, while TU@& Ia strange fluctuation
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Figure D.1: The spectral efficiency loss of TU 06 with SFC 2x1.
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Figure D.2: The spectral efficiency loss of TU 06 with SFC 2x2.
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of frequency correlation over bandwidth. If we define a cehee bandwidth as
the frequency correlation of 0.9, the coherence bandwiatiT )06 is around one
half of that for TU20. But if we define the coherence bandwiithe frequency
correlation of 0.5, it becomes difficult to compare them.

In addition, we stored the statistics from simulations weitth channel profiles
concerning the difference of channel coefficients betwesgghioring sub-carriers,
as shown in Figure Di4. Since the amplitude is found to beggirhilar, we choose
to plot the phase information which changes faster than itudpl As expected,
the TUO6 generates a bigger phase difference between meighlsub-carriers
than TU20, which results in higher performance loss splgcialthe high SNR
range. The reason behind is that at high SNR range we usudiie thigh order
modulation such as 64QAM which is very sensitive to phasenaish.
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Appendix E

Validation of network overlay
modeling

Results with network overlé@is validated with various approaches in this appen-
dix. The EESM link to system interface that all the systereleesults based on is
firstly verified in Section E.1 with the link simulator devpkd in Chapter 3. After
that, the obtained network results are compared with sosudtsan open literature

in Section E.2. Then the statistical significance for theesysresults are analyzed
in Section E.3.

E.1 EESM validation

The exponential effective SINR mapping (EESM) is recomneeind Section A.4.3.2
in [3GPP04] to be used as the link to system interference yistem-level per-
formances evaluation of OFDM. The essential idea behindNEESSas follows.
Firstly, one set of BLER curves for the selected MCS is oledifor an AWGN
channel. Secondly, for frequency selective channels, niersessary to map the
current geometry and channel conditions (which will ineofvequency-selective
fading for a multi-path channel, for example) to an effeet8INR value that may
then be used directly with the AWGN curves to determine therggriate block
error rate.

1The simulator is developed together with Phd students &khiPokhariyal in Aalborg Univer-
sity.
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As introduced in Section 3.3.1 of Chapter 3, the key EESM&sgion is

Ny
SINR.;; = —ﬂln(Ni d e ). (E.1)

In this section we presents the link-level simulation restthat have been used

to estimate appropriate values f@rfor each of the relevant QPSK, 16QAM and
64QAM MCS that are used in network evaluation of FDPS. The Blioints
used for thes estimation process are also shown after the EESM mapping has
been applied to demonstrate good agreement with the AWGNRBLiEves, thus
serving to further validate this effective SINR calculatiorocess. The process can
be illustrated as in Figure E.1.

Link simulator

BLER SINR per
subcarrier v,

optimization of 8
with MMSE criteria

L2S interface
validation with AWGN
BLER curves

Figure E.1: The diagram of the EESM validation process

We followed the simulation methodology in [EricO4b] andiffe®a]. For each
of the MCS being considered, a number of link-level simolatiwere performed.
For each of these individual simulations, a channel refdizavith random fading
components for either the extended Pedestrighok the 20 taps Typical Urban
models was generated and then held fixed over the duratitre siulation. That
is, the frequency response of each channel realizationinesh@onstant over the
length of the corresponding simulation, although the $me8iVGN noise applied

2The extended channel profile of Pedestrian A is made with tsgods in [Sore05]. The PDP
is given in Tablé E.1.
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Table E.1: The Power Delay Profile for the extended Pedestrian A

Relative Path  Delay
Power (dB) (ns)

0.0 0

-1.8 32.55
-3.7 65.10
-2.5 97.65
-3.2 162.75
-8.0 195.30
-16.5 292.95

to the transmitted signal varied between different TTlse @kerage power of the
AWGN noise was kept constant. And this procedure was regdate100 ran-
dom fading realizations and 5 different AWGN average noieegr. All other
relevant simulation assumptions were aligned with [3GRIPO&ach simulation
lasted for 10000 TTIs or until 200 TTI block errors had beeravled, whichever
came first. Simulation points with observed block errorgdietween 1% and 80%
inclusive were used to estimate appropridtealues for each MCS. This BLER
range represented the primary range of interest for fughmulation work at the
system-level. For each of the candidate BLER points withndesired range, the
corresponding subcarrier SINR values were calculated frenthannel frequency
response profile and other relevant link-level paramet8igce the instantaneous
noise samples on each sub-carriers vary over time, thel atfeetive SINR value
for each TTI will be slightly different with the calculatedMR value. However,
since the average noise power is kept constant throughesirtiulation, we would
expect the effective SINR over the whole bandwidth is alnoosistant over time
with a rather small variation,e. , the actual whole bandwidth effective SINR for
each TTlis statistically in a small bin around the calcudadffective SINR. There-
fore, with this approach we can obtain enough statistick reiasonable number of
simulation runs.

To obtain the optimal3, we calculate the corresponding effective SINR for a
range of candidate values 6f The appropriate value g¥ for each MCS was
selected as the value that minimized the effective SINRnedion error defined as
[EricO4a]

ERROR; =

> I(SINRef)m — (SINRaw )] (E.2)

NBLER %~

where theNgprpr is the number of useful simulated BLER points. For each
MCS, at least 50 useful BLER points were obtained and thed ts&stimate
B. (SINR. ) is the effective SINR value for the: BLER point as calculated
from Equation 3.1 of Chapter 3, afi®@INR4w N ) is the SINR value from the
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Figure E.2: Mapped EESM points for selected MCS

20

AWGN BLER curve for the MCS considered that yields the sanoelbkrror rate
as that observed from the link-level simulation for thé&* BLER point. Thus, it
can be seen that Equation E.2 is optimized here according MMSE criterion.
The obtained optimaB values are summarized in the Table [E.2 which is further
used for all system-level performance evaluations in tludys

MCS

(G value

QPSK 1/3

1.3798

QPSK 1/2

1.4457

QPSK 2/3

1.5895

16QAM 1/2

4.8263

16QAM 2/3

6.1017

16QAM 4/5

7.0974

64QAM 1/2

12.0908

64QAM 2/3

21.0007

64QAM 4/5

26.6427

Table E.2: Estimated3 values for each MCS.

Figure E.2 shows the individual BLER points after the EESMppiag has
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been applied and compared these mapped points with the AWGEBRB urves
for selected MCS cases. These results further validateftbetieeness of using
the EESM approach for modeling OFDM block error performaincgystem-level
simulations.

E.2 Comparison of Network Results with Literature

The comparison of the network performance is often quiticdit with different
assumptions and cell structures. Here we pick three caseswaits and compare
with some published results.

Table E.3: Comparison of network results from simulation againstneziees with FDPS.

scenario 1x2 macro 2x2 SU-MIMO 2x2 SU-MIMO
considered Infinite buffer micro Infinite buffer | macro Infinite buffer
reference | 15.35 Mbps [Qual07] 32.5 Mbps|[NokiO6b]| 15.8 Mbps|[Eric07]
simulation 15.25 Mbps 33 Mbps 16 Mbps

The results of the 1x2 FDPS with infinite buffer is first comgmhmvith the re-
sults from Qualcomm Europe [Qual07], as shown in Table ElBre&ults assume
the macro case 1 with inter-cell distance 500 meters. Teveaaters are dropped
in the cell uniformly. Similar results are shown in other oregontributor compa-
nies in [Alca07] [HuawOQ7] [MotoQ7] [NECO7] [NokiO7b] [SarOZ].

The 2x2 SU-MIMO results with infinite buffer is compared witie results in
[NokiO6b], also as shown in Table E.3. The reference resuitts PF scheduler are
taken from Table V [NokiO6b] for micro- cell scenarios. Thesamption behind
these results are 48 users in the cell among which 24 usecsmatiauously served
per sub-frame. The algorithm for these results are resttict such way that one
user can only use one RPB. Although we do not have such téstria our simu-
lation, we still expect similar results since the actualestled RPB per user from
our simulation is also around 1 with such a high number ofaiser

The results of SU-MIMO is further checked in macro-cell sméws with the
Ericsson results in [Eric07]. Here 10 active users are sitedlwith infinite buffer
best effort model. However, the results in [Eric07] is siatad in a time-dynamic
multi-cell system tool, by which more realistic other celtdérference is modeled.
Quite good agreement is also made between results from wi@er contributor
companies in [Huaw07] [Moto07] [NokiO7b] .

One important thing to note is that the results from all refee cases are with
real explicit HARQ retransmission scheduling. Howevegim simulator we only
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used a HARQ model to model the HARQ effect, therefore thecetiereal HARQ

retransmission is not included. This could also make snifidirdnce in the results.
But as seen in the Table E.3, the obtained cell throughpum fitis simplified

network simulator is in good agreement with other systenelleimulator in a
quite diverse source.

E.3 Statistical Significance Analysis

Network performance is reflected mostly in the cell throughgdts estimate de-
pends on the random processes for user arrival, user-pamaassignment, chan-
nel quality metric model, and the underlying SINR traceistias. To estimate
the accuracy of obtained results, 100 network level sirfariatare performed for
macro cell 1x2 with FDPS with finite buffer at UDO of 10.

We consider analyze the relative cell throughput distrisutvhich is defined

as
cellTP, — E{Ce”TP}loo

E{Ce”TP}loo ’

where cellTRis the cell throughput for each simulation riand E{cellTP};q is
the mean cell throughput over 100 simulation runs.

(E.3)

The relative cell throughput distribution from extensivslation is plotted
in Figure E.3. They can be approximated by Gaussian disimies with relative
sector throughput standard deviation of 2.5%. The 99%, %8, @nd the 90% con-
fidence interval values are directly estimated from the ifuktion runs. They
are indicated by the vertical lines in Figure E.3 and sumnealrin Table E.3. From
that, it is estimated that 99 out of 100 simulations will goedl throughput values
within 5.5% of the true mean.

Table E.4: Peak Data Rates For Example

Confidence level, [%] Confidence interval, [%0]
99 [-5.30, 5.20]
95 [-4.60, 3.90]
90 [-3.70, 3.70]
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