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Abstract. Topological routing is basically table free, and allows for very
fast restoration and thus a high level of reliability in communication. It
has already been satisfactorily proposed for some regular structures such
as Grid or Honeycomb. An initial proposal has also been developed for
the N2R structures. This paper proposes a modification of this previous
algorithm, and in addition two other alternatives. The three options are
systematically analyzed in terms of executing time and path distances,
showing that trade-offs are needed in order to determine which algorithm
is best for a given case. Also, the possible practical applications the
methods could have, are discussed for different traffic scenarios.

Keywords: Topological routing, N2R, QoS.

1 Introduction

Topological routing is an alternative to traditional routing methods, based on
tables. It allows for very fast restoration, and is particularly well suited for large-
scale communication where table updates can be time consuming and introduces
significant overheads. It has been successfully proposed for a few regular struc-
tures such as Honeycomb and Grid [1]. Related to this topological routing idea
there are Several studies about Small world networks (SWN) which demonstrate
that with limited knowledge of the network, a greedy algorithm can construct
short paths using only local information. Examples of these studies are Klein-
berg’s Small-world models [2] or the Watts and Strogatz Ring Model [3] which
are examples of the huge number of publications that prove the existence of
topological routing algorithms. The question is if an existing algorithm for N2R
structures will perform efficiently.

An initial proposal for using it in N2R structures can be found in [4]; an N2R
structure is a generalized Double Ring (DR) topology, where the inner ring links
do not interconnect physically neighbour nodes. See Fig 1. A deeper introduction
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to the N2R structures is given in 2. As there is already a base to work with,
this paper intends to improve the initial proposal and make a more systematic
analysis of the performance in terms of execution time and path distances, to
decide which is the best option to continue working on, to obtain at least a
method with similar properties as table routing techniques, if not better.

The future networks will demand better characteristics for the different ser-
vices supported. Those characteristics can be related with reliability and a num-
ber of other performance metrics [5].

One of the motivations of this paper was the further work described at [4],
where an idea of improving the path distances obtained, and especially the max-
imum distance in communication between nodes, was launched. The path length
is directly related with the availability [5] of the communications, and the bud-
get related with fiber placement [6]. The availability of a system is proportional
to the possible failure points on a communication. Therefore, if the number of
those failure points is reduced, the availability will be higher. The maximum
path length is an important factor to be able to guarantee a certain level of QoS
at a given network.

When building a network, the budget is always a conditioning factor. The
highest investment on a fiber optic network is the fiber placement (about 70
%) [6]. Minimizing the paths reduces the length of ditches needed to dig up to
install the fiber, hence, this reduction directly implies an important reduction
on the budget.

Wired networks (such as FTTH) have the handicap of the fiber physical cuts
which implies the loss of connectivity between nodes [7]. The topological routing
allows a fast adaptation for a network in case of a failure [4]. If more than one
path can be offered to establish a communication between any pair of nodes,
the consequence is a higher reliable network, decreasing the probability of loss
of communication.

When offering topological routing, the routers do not need routing tables re-
ducing the number of operation to be developed. The question is if more complex
routing algorithms are capable of obtaining better communication paths with no
dramatic impact on the delay of the packet which can be a critical factor. Then,
if this goal is achieved, the performance of the network can be improved.

The goal is to find a general algorithm that gives the opportunity of routing
topologically a packet from any node to any node at any possible N2R config-
uration, improving the previous results. It is assumed that if there is a general
algorithm for all the configurations, there is feasible topological routing solution
for any specific case.

In case that the improvement is achieved, then more arguments can support
the N2R structure to be considered as an option on the network structure design
at any layer level.

The contribution in this paper forms the first step towards a useful algorithm
for topological routing in N2R. We provide algorithms based on node addresses
instead of tables, and evaluate their performance in terms of execution times
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and path lengths. The adaptiveness, which is indeed crucial, must be dealt with
in future research.

The structure of the rest of the document is as follows. Section 2 treats the
definitions and the proper notation to understand the network structure under
study. Section 3 introduces the modification of the previous algorithm, and the
two new proposals implemented for the topological routing. In Section 4 the
proposed algorithms are explained with formulas and examples, and in section 5
the algorithms are simulated and the results are commented. Finally, Section 6
exposes the conclusions extracted from this paper, and it introduces the further
work to be developed in Section 7.

2 Definitions and Notation

The first of the definitions are given to understand the whole concept of this
paper, topological routing. Topological routing is understood as follows:

At a given address scheme, from any node, any packet can be routed given
only knowledge of the addresses of the current node and the destination node,
with no routing tables involved [1].

The number of nodes in the N2R structure is any positive even integer, larger
or equal to 6. These rings each contain the same number of nodes (p). Links in
the outer ring and the links interconnecting the two rings can be described in the
same way as the DR structure, but links in the inner ring are interconnecting
node Ii and node I(i+p)modq, where q is a positive integer. To avoid forming
two separated networks in the inner ring, q must fulfil gcd(p, q) = 1 (Greatest
Common Divisor), also q is evaluated from 1 to p/2 [8].

These N2R structures have been studied and compared to other degree three
topologies. The results show that N2R structures are preferable regarding low
delays, high bandwidth and reliability, and also when errors occur [8]. Therefore,
the effort of improving the topological routing might end up in possible solutions
that, in the future, can be compared to the table routing techniques at a real
scenario. At the moment, the goal is to solve the problems identified at the first
algorithm proposed at [4], to be able to implement an efficient routing algorithm
in terms of path distances and delay of communications.

The addresses of the nodes are given in a certain way to make the algorithm
as easy and fast as possible. The outer ring nodes addresses vary from 0 to p-1
counterclockwise and the inner ring addresses vary from p to 2*p-1. The relation
between the outer and the inner nodes, is in the way that the outer node X is
connected to the inner node X+p.

This address system allows simple operations at the programming of the al-
gorithm, and the addresses of the neighbours are well known by every node.

Each node is connected to the neighbours with three links. In each of the
cases there is a possibility of naming them as left, right and center (L, R, C).
Every node knows the address of the neighbors by looking at the name of the
link it is connected to. At a given address X of a outer node, to follow the link
L means to reach the node X+1, link R means X-1 and link C means X+p. In
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Fig. 1. N2R(8,3) notation

the same way with the inner nodes, to follow the link L means to reach the node
X+q, link R means X-q and link C means X-p (considering mod p for all the
neighbours addresses at the same ring). Fig. 1 illustrates this idea.

The node mechanism to treat a packet is to identify the destination, run
the proper algorithm, and then forward it using one of the three links it is
connected to. Before and after this operation, the node has no task to work on
such as neighbours recognition or distance vectors. Therefore the node tolerance
to saturation is higher due to the less number of operations to execute.

3 Node Decision

When routing a packet, the nodes have to make the decision of which of their
three links should be used. This decision is based on an internal algorithm that
calculates the values of the different possibilities (distance in number of hops).

In this section the methodology and the different options available to obtain
the different algorithms to support topological routing over N2R structures are
analyzed. This analysis is theoretical, and based on the discussion of the different
options, at Section 4 the algorithms implementation is explained.

The assumed information implicit at every node is:

– p and q of the N2R structure
– Node Id (address): Nx

Each of the nodes has the possibility of knowing exactly which link to forward
the packet, without knowing the source node.

For the purpose of the packet routing, three possibilities are studied and com-
pared to obtain the feasibility of the use of topological routing at a N2R struc-
ture. The subsections 3.1, 3.3 and 3.2 describe the three algorithms proposed:
Fast Response Algorithm, Optimal Path Algorithm and Balanced Algorithm.

3.1 Fast Response Algorithm (FRA)

The algorithm proposed is based on the previous algorithm treated in [4]. The
mathematical properties used are the same, but it is implemented with some
slight differences.
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The previous algorithm made a difference between the source and the middle
nodes. The procedure was to identify at the source node the kind of commu-
nication, (using the outer ring or the inner ring), and then add flags to the
header of the packet to identify the type of communication at the middle nodes.
These flags are helpful when the current and destination nodes are to reduce the
number of instructions to execute:

– When current and destination is both at the outer ring, and the source node
was also at the outer ring.

– When current and destination is both at the inner ring.

At the rest of the cases the middle nodes will have to execute the whole
algorithm, since this flags are not helpful. Further explanation at [4]. In our
implementation, however, we do not use these flags. Thus, in the modified algo-
rithm it does not matter if nodes are source or middle nodes. The motivation
of the modification was also to try to have a header as small as possible to
complete a communication and to try to adapt it to the theoretical definition of
topological routing (just current and destination addresses).

The rest of the mechanism is the same as the previous algorithm, but in any
case it is described and commented to give a better understanding of the two
other proposals. The attribute ”Fast Response” is given due to the goal of a
low execution time algorithm by using simple operations and a relatively short
script.

A main reason to implement this algorithm was to obtain values for the ex-
ecuting time, (at the previous work it was not considered,) in order to be able
to include another testing factor in the analysis of the three possibilities. Hence,
even though there will be executed fewer instructions at some occasions, (the
cases when the flags can be used), the executing time will be assumed to be the
same due to their similarity.

This algorithm gives as a result the same paths as the previous one. Hence,
it is already known that the result of the paths used in the communications
using this method will not always give an optimal solution in terms of distance
(number of hops). This result will be compared with the “Optimal Path” and
“Balanced” solution at Section 5 to find the balance between total path length
and path completion time.

The algorithm is theoretically described below and the implementation infor-
mation is explained in Section 4.

A source node is selected to start the communication, then the relative po-
sition of the destination node is calculated to determine the orientation of the
communication. The structure is virtually split in half from the source node,
if the relative position is at the right half of the structure, the communication
will be established in the right direction, and vice versa with the left half. The
same method is applied for all the possible communications, without mattering
the position of the nodes (at the inner or outer ring). This method simplifies
the implementation of the algorithm to a few instructions. Fig. 2 illustrates this
method with an example of the communication obtained.
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Fig. 2. N2R(8,3) Fast Response Path calculation

Then, two of the three links are left as possible gateways. The decision between
these two is made by comparing the distances using the outer ring, the inner
ring, or both for the communication. Each type of communication is directly
related with a link, hence the link can be easily recognized.

The best result is used to forward the packet, and at the next node the same
operations are realized, until the destination node is reached. Thus, in every
node the next hop is found by a qualified guessing on which potential hop is
closest to the destination.

3.2 Balanced Algorithm (BA)

The name “Balanced Algorithm” is given because it is a priori expected that the
values of path length and execution time will be in between the values of the
other two algorithms.

This method considers to use the three link to forward the packet (the FRA
only considers two from the very beginning, the third one is discarded at the
side recognition task). The idea is to find the values of the different ways the
communication can be established, using the outer ring, the inner ring or both.
The procedure is the same as at the FRA but also including the opposite orien-
tation of the communication (if the source and destination are at the right half
of the network, the communication oriented to the left is also considered).

Including the third possible gateway has the consequence that more instruc-
tions and conditions are needed for running the algorithm. Hence, the difference
between the executing time and the path length obtained must be analyzed, to
see if the costs make it a real possibility.

The Fig. 3 illustrates the same example as at Section 3.1 obtaining a better
result (in terms of distance) at the end of the communication.

3.3 Optimal Path Algorithm (OPA)

In this case the algorithm implemented obtains the optimal solution in terms of
number of hops. The results obtained were compared to the results of previous
works, to verify the attribute “Optimal Path” [9]. This algorithm includes a
loop to be able to find the best solution, which makes the execution time much
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Fig. 3. N2R(8,3) Balanced Algorithm calculation

longer, directly related with a longer delay at the nodes. Therefore, the time a
node will be treating a packet, is obviously longer than the FRA or the BA and
the discussion must be focused on the trade off between execution time-path
distance.

In case that the paths are shorter, less nodes are involved in the commu-
nication between a pair of nodes. Hence, the algorithm needs to be executed
less times to reach the destination. At Section 5 this discussion will give the
parameters involved in the three cases.

4 Algorithm

At this section the algorithms used to prove the theoretical statements formu-
lated at Section 3 are explained in detail. From the theoretical point of view of
the topological routing methods are quite simple, but at the time of program-
ming an unified algorithm for all the possible configurations, it turned to have
some difficulties for very specific cases (the OPA).

Next, the basic mechanism of the algorithms is deeply commented and ex-
plained with graphic examples. This explanation focuses on the mathematical
properties of the N2R to define the general rules that must be followed to work
on the topological routing issue. One of the bases of the algorithms is that a
packet is never routed to the same node twice. Therefore there is no possibility
of loops, count to infinite problems, or suboptimal results.

4.1 Fast Response Algorithm (FRA)

The algorithm implemented in this case, following the rules defined at Section
3.1, is described as follows:

– Side Recognition: Being S and D any source and destination nodes and their
id NS and ND, the orientation of the communication is easily calculated by
formula (1).

Dout = N ′′
D − NS (1)
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For this calculation the ring that the nodes belong to must be considered.
The following operations, formulas (2) and (3), are required to obtain a result
in the necessary range to make the comparison 1:

N ′
D =

⎧
⎪⎪⎨

⎪⎪⎩

ND if NS < p & ND < p (O - O)
ND if NS ≥ p & ND ≥ p (I - I)
ND − p if NS < p & ND ≥ p (O - I)
ND + p if NS ≥ p & ND < p (I - O)

(2)

N ′′
D =

{
N ′

D if N ′
D > NS

N ′
D + p if N ′

D < NS
(3)

Applying these properties, the value of Dout gives the orientation of the
communication as it is explained at (4):

Dout

{
≤ p/2 Left orientated
> p/2 Right orientated (4)

Fig. 4. Examples of Side Recognition

In Fig. 4 there are two examples illustrating this idea. Example1 (N2R(8,3),
p=8 ,q=3):

• NS = 0 (outer ring) and ND = 10 (inner ring)
• The nodes are located at different rings:N ′

D= ND−p = 10−8 = 2 = N ′′
D.

• Dout = N ′′
D − NS = 2 − 0 = 2 ≤ p/2

• Left side orientated communication.
Example 2 (N2R(8,3), p=8 ,q=3):

• NS = 15 and ND = 13. Both at the inner ring.
• N ′

D = ND and N ′
D < NS . Then N ′′

D = N ′
D + p = 13 + 8 = 21.

• Dout = N ′′
D − NS = 21 − 15 = 6 > p/2

• Right side orientated communication.

1 O=Outer Ring, I=Inner Ring.
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– Link Decision: The link decision method is to find the best option between
the two links available for the communication (the third one was already
discarded at the side recognition step). Hence, the criterion is to find the
shortest distance (using the outer ring, the inner ring or both). The value of
the distance using the outer ring (DTout) is related with the previous value
of Dout (1). There are two considerations related with this value:

• Depending on the orientation of the communication, the value of Dout

must be converted as it is shown in (5):

D′
out =

{
p − Dout if Dout > p/2
Dout if Dout ≤ p/2 (5)

The reason is that the value obtained was the distance orienting the
communication to the left. Hence, since the number of nodes at the
outer ring is p, this operation will give the distance using a right oriented
communication in the case of being shorter. At Fig. 4 the hops taken at
the outer ring (D′

out) are represented with a blue dotted line at both
examples.

• To obtain the total value of the distance using the outer ring (DTout),
the hops in between rings must be considered (Drout). The total distance
is given by formula (6).

DTout = D′
out + Drout (6)

The value of Drout depends on in which ring the source and the desti-
nation are located, the possible values are presented at (7) :

Drout =

⎧
⎪⎪⎨

⎪⎪⎩

0 if NS < p & ND < p (O - O)
1 if NS ≥ p & ND < p (I - O)
1 if NS < p & ND ≥ p (O - I)
2 if NS ≥ p & ND ≥ p (I - I)

(7)

The inner ring distance (DTin) is related with the number of hops at this
ring to reach the destination (Din). This value is easily calculated by formula
(8)2.

Din = Round(D′
out/q) (8)

There are two possibilities for (DTin), using the inner ring or both, it is
explained at (9):

• If D′
out/q is an integer, the communication will only need to use the inner

ring.
• If D′

out/q is not an integer, the communication will use both of the rings.

DTin =
{

Din + Drin if D′
out/q ∈ I

Din + Drin + Dqout if D′
out/q �∈ I

(9)

The values in these cases for Drin depending on the ring location of the
nodes are presented at (10).

2 The Round function converts a real number to the closest integer.
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Drin =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

2 if NS < p & ND < p (O - O)
1 if NS ≥ p & ND < p (I - O)
1 if NS < p & ND ≥ p (O - I)
0 if NS ≥ p & ND ≥ p & D′

out/q ∈ I (I - I)
2 if NS ≥ p & ND ≥ p & D′

out/q �∈ I (I - I)

(10)

The value of Dqout is the distance from the node where the communication
jumps from the inner ring to the outer ring (N ′

q), to the destination node.
This value is calculated as Dout by formula (1) and realizing the same nec-
essary conversions. The value of Nq is calculated by formula (11), “+” for
left oriented and “-” for right oriented:

Nq = NS ± Din ∗ q (11)

The same as in formula (1) the values must be given in the proper range.
Therefore, assuming that 0 ≤ NS < p ( value converted if necessary) there
are two conversions depending on the orientation, see (12):

N ′
q =

{
Nq − p if Nq ≥ p (Left orientated)
Nq + p if Nq < 0 (Right orientated) (12)

In this way the values of N ′
q are in the proper range to work with.

– Comparison: At the end, the comparison between the values of DTin and
DTout (the shortest one is chosen) determines how the communication will
be established, hence, the link to use to forward the packet. The algorithm
does not calculate the paths, it calculates the possible distances to be able
to decide which link to use to forward the packet.

Fig. 5 illustrates two examples to better understand the real meaning of the
values calculated. At the Example 3 (same procedure for example 4):

Fig. 5. Examples Node Decision
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– N2R(8,3), p=8 ,q=3
– DTout:

NS = 0 and ND = 11, different rings: Convert N ′
D = ND −p = 11−8 = 3 =

N ′′
D

Dout = N ′′
D − NS = 3 − 0 = 3 = D′

out (Left orientated)
Drout = 1 (Outer-Inner)
DTout = D′

out + Drout = 3 + 1 = 4
– DTin:

Din = D′
out/q=3/3=1, integer. Only inner ring used.

Drin = 1 (Outer-Inner)
DTin = Din + Drin = 1 + 1 = 2

– DTin < DTout, therefore the link is used C (center). Start all over from the
next node.

4.2 Balanced Algorithm (BA)

The basic idea is the same, to find the DTout and DTin to make a decision. In
this case there are two distances related with the inner ring to calculate, one for
a clockwise communication and the other for counterclockwise.

Being Din1 and Din2 the hops at the inner ring to establish a connection in
both directions, Din1 is the value obtained using the already commented formula
(8). Din2 corresponds to formula (13).

Din2 = Round((p − D′
out)/q) (13)

The procedure to calculate the values of DTout, DTin1 and DTin2 are exactly
the same as in Section 4.1, applying the same proper conversions. These three
values are compared and the best option is used to forward the packet. The
procedure is the same at the next node until the destination is reached.

4.3 Optimal Path Algorithm (OPA)

This algorithm obtains at the end of any communication the shortest path pos-
sible for all the situations and N2R configurations. In order to achieve this goal
the algorithm must be much more complex than the FRA and the BA.

The problem identified is that the BA did not consider to take a whole loop or
more at the inner ring to establish the communications. Hence, when q ≈ p/2 the
distances obtained were not the optimal ones, this problem was already identified
at [4]. To solve this problem it is unavoidable to try out this looping around when
implementing the algorithm. Instead of calculating directly the values of Din1
and Din2 it tries all the possible values to find the best in each direction. This
loop range is proportional to p.

Then when the loop has found all the values of Din1 and Din2 and the best
option is considered, the values of the rest of the necessary parameters are cal-
culated to obtain the best DTin1 and DTin2 to compare them with the value of
DTout, just as the previous cases.
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At the time that the three best values are calculated, compared and the
optimal is chosen, the link related to that option is selected to forward the
packet. Then the procedure starts all over again from the next node until the
destination is reached.

To better understand the effect of using the loop at Fig. 6 the path obtained
for the FRA, BA, and OPA are represented. The configuration chosen is N2R
(12,5) since it was one of the problematic situations found.

Fig. 6. N2R(12,5) Communication Example

5 Analysis

In this section the comparison of the results of the different cases is discussed.
The different natures of traffic demand different QoS levels and different require-
ments [4]. Therefore, two parameters, among others, are analyzed to study the
feasibility of each algorithm depending on the traffic nature:

– Path Length: The fact of obtaining shortest paths as possible is related with
the availability of the network, the BW cost of the packet routing and the
network installation cost. Minimizing the paths, reduces as much as possible
the probability of failure caused by links or nodes failures, there are less
failure points. If the paths are shorter, in connection with the installation, it
will be necessary to use less fibre to build the network (less fiber at each link
to support the traffic). In the case of taking minimum routes reduces the
cost in BW of the communications, the less cost the more communications
are allow with the same link capacity. All these properties are explained in
detail in [5].

The P2P file sharing traffic creates, in most countries, more than 50%
of the total traffic. The delay is not a critical factor for this kind of traffic,
therefore it would be possible to use the longer algorithm (execution time)
[10]. In this way the amount of fiber required to support these services can be
minimized, due to the shortest distances. This also applies to similar kinds
of traffic such as ftp or SAN (Storage Area Network).

– Delay: Obtaining minimum delay at the nodes to complete a communication
improves the performance of the network by reducing working tasks at the
nodes [5]. A short delay is needed for the upcoming real time networks [1].
For real time traffic, such as video conference or TVoIP, the delay becomes
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(a) Average Path Distances

(b) % BW Cost (c) Maximum Path Distances

Fig. 7. Distance Graphs

a critical factor. Therefore, the method used must be able to minimize this,
but with the consequence of more installation budget and more BW cost
per packet if the distances are longer. The path length can impose delays
as well; even though an algorithm has a fast execution, if the paths are too
long, the algorithm must be executed too many times (delaying the packet
more at each execution ).

Hence, the three algorithms were run to obtain the average distance for a
communication, diameter (maximum distance), average path completion time
(the time spent at the nodes to reach the destination) and maximum path com-
pletion time3 varying the value of p from 5 to 100 (200 nodes). The q selected for
the graphics at each value of p is the one that obtains the shortest average path
length. These values were obtained simulating all the possible communications
(from all the nodes to all the nodes), and then the average was calculated.

3 The execution time was obtained under the same conditions, since depending on
the machine where these algorithms are executed the result will vary. It is assumed
though that the proportion will be maintained. The machine used is a Genuine
Intel(R) CPU T2050 @1.60 GHz (2 CPU) and 1GB of RAM.
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Fig. 7(a) illustrates the average path length for the p, for the ranges of the
three algorithms studied. The best option as expected is the OPA. The BA
obtains very small differences for the average values, hence it could be also a
possibility to consider depending on the rest of the factors. In the result for the
FRA there is a significant difference, increasing at the same time as p.

(a) Average Path Completion Time (b) Node Response Time

(c) Maximum Path Completion Time (d) % Delay Cost

Fig. 8. Delay Graphs

Fig. 7(b) illustrates the relative percentage of the BW cost of using the longer
solutions under the same conditions (the same network capacity), in other words,
the percentage of pps (packets per second) reduction. The value of the “Percentile
95” 4 is represented for both cases. This value gives a pseudo maximum avoiding
the maximum peaks at very special situations. The use of BA implies around
maximum 2.3% reduction of the pps and the use of the FRA implies a higher
reduction, around 10.7% of the maximum. These values can be applied in case
of analyzing the cost of having the same throughput for the different cases. To

4 The pth percentile is a value such that at most (100p)% of the observations are less
than this value and that at most 100(1 - p)% are greater. (p is a value between 0
and 1).
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obtain the same performance, the percentages given are the extra amounts of
fibre needed to be installed at the links. Therefore, the increment of the budget
concerning the civilian construction when implanting this kind of networks.

This analysis assumes symmetric traffic (same traffic from all the nodes to
all the nodes) to obtain a general overview of the behaviour of the algorithms.
With asymmetric traffic models the results will vary, e. g. if there is a high traffic
between nodes close to each other, the cost of the BA and FRA will be lower
since they obtain optimal, or close to optimal, paths. But if there is a higher
traffic between pairs of nodes further away, then it can be assumed that the cost
would be higher due to the differences on the distances to the optimal solution.

To be able to guarantee a certain QoS level for any communication the max-
imum values should also be considered. The Fig. 7(c) illustrates the maximum
distance for the p given range. As in Fig. 7(a) the best option is the OPA, but
noticing the small difference with the BA. For 93.7% of the p values the max-
imum value is the same. Only in very specific cases (the rest 6.3%) this value
changes only by one hop. The difference with FRA is very significant. Only for
9.5% of the p values the maximum value is the same.

This small difference between the OPA and BA is due to the q values repre-
sented. It is assumed that when implementing a network, the best configuration
is used for any number of nodes required. At the most of the N2R(p,q) there are
two optimal q values. One is q ≈ p/2, and the other is much smaller [4].

In Section 4.3 it was already identified that the problem of the BA with high
q values. Hence, for equal results for the OPA distances, the smallest q value (in
case there are two optimal) was used for the analysis and the graphics. If the two
algorithms are executed over configurations with larger q values, the differences
would be much more significant.

A priori an idea could be to add a condition to the OPA to decide when it
has to use the loop or not. It is clear that for values of q � p/2 it will not be
necessary. The problem is that there are apparently no mathematical relation
between p and q to be able to give a limit for the condition. Therefore it was
not implemented.

Fig. 8(a) illustrates the average path completion time for the three algorithms.
The conclusion is the opposite than the path length analysis. The cost in delay
of obtaining the optimal paths (OPA) is very high. The completion time for
the other two cases is very similar; depending on the number of nodes the BA
completes the path even faster than the FRA. This fact is due to the shorter
paths obtained, and despite the node response time always being smaller for
the FRA. Fig. 8(b) illustrates the Node Response Time for the three cases as a
function of p.

The nodes response time at the FRA is independent of p and always being
the FRA time ( around 32 μs) shorter than the BA time(around 36 μs). The
opposite situation is the OPA, the time is much longer than the other two cases,
and increases with p which makes it scale badly.

Fig. 8(c) illustrates the maximum path completion time. Obviously, the max-
imum time of the OPA is much longer than the maximum time for the other
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two cases. Out of the comparison between the FRA and the BA an interesting
conclusion is obtained. For 88% of the p values at the BA the maximum delay
for a communication is the minimum among the possibilities. For p < 50 (100
nodes) the maximum times are similar, being in some situations shorter than
the BA and in some situations longer. But for p > 50 the maximum time is
always longer with the FRA, and in addition to the fact that it always obtains
the longest paths, this algorithm can be discarded for these p values.

The last result obtained is shown in Fig. 8(d) which represents the cost in
delay of using the BA or OPA versus the FRA. This cost is represented as a
percentage, depending on the value of the FRA delay, the values for the other
two cases is “(1 + 0.a) ∗ FRAdelay” being a percentage. As for the distance
analysis the percentile 95 is represented for both cases. The OPA values, as in
the rest of the execution time analysis, are extremely high compared with the
other two cases. At the BA in some cases the percentage is even negative, (no
cost, delay reduction) since it takes less time to reach the destination.

6 Conclusion

This paper introduced and compared different algorithms for topological routing
in N2R networks, which can increase the reliability and availability compared to
traditional routing schemes. At this first stage the schemes are still not adaptive,
and as such further research is needed before an implementation can take place.

Three different algorithms were proposed, a modification of a previous algo-
rithm and two new proposals. They all achieved the goal of obtaining paths for
any communication between nodes. Those different algorithms have much dif-
ferent characteristics, but none of them obtains the optimal result for all the
parameters tested. Thus, it is a matter of trade-offs between parameters.

There is a possibility of an algorithm which, at the end of the communica-
tion between any pair of nodes, obtains the shortest path for all the possible
N2R configurations, Optimal Path Algorithm (OPA). But the cost in delay for
this case is the highest among the possibilities, probably at some circumstances
unacceptable.

On the other hand there is no possibility of an algorithm that obtains the
smallest delay in all situations. Related to this factor the Fast Repose Algorithm
(FRA) and the Balanced Algorithm (BA)obtain the best result, depending on
the number of nodes. The BW cost for the FRA is higher than the cost for
the BA, and the maximum value for the path distances makes it an improbable
solution. In the same way the previous algorithm would have the same BW cost,
hence even if there is a reduction of a few instructions on the algorithm of the
middle nodes, due to the flags use to identify the path at some situation it could
be discarded.

The BA does not obtain the best results possible for delay and path distance
in all the situations, but the difference with those minimum values is not very
costly (the most around 2.3% in BW cost and and 5.3% in delay cost5).Another
5 Percentile 95 values.
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important characteristic is the maximum values for the two factors (paths length
and completion time). Both are very similar to the optimal, therefore almost the
same QoS can be guaranteed (only in 12% of the cases for the delay and 6.3%
of the cases for the path distances, the minimum values are not obtained).

These results demonstrate the availability improvement over the previous
studies about the N2R topological routing. The average path lengths and the
maximum path lengths have been reduced. The budget for the installation of the
fiber can be reduced if this new method is applied over the previous algorithm.

But there is still work to do in order to improve the reliability of the network.
A number of tasks mentioned in [4] are not yet solved. There might be some
possible methods to be able to route a packet using a second path (in case of
a failure of any element of the first one) to provide a reliable network system.
This idea is explained at Section 7.

7 Further Work

As an introduction to further work three theoretical solutions are proposed to be
simulated, tested and proved in the next step of this topological routing issue,
in order to offer adaptive path redundancy and fault tolerance.

– Link Restoration: The packets are routed normally through the network. In
case a next hop in the communication is not reachable, the packet is sent
directly using the only link available (one of the other two is the failure
and the last one is the arrival link). At the next steps the shortest path is
followed considering that the packet cannot return to a previous node. This
method is fast but at the same time, some of the communications could take
too long unnecessary paths.

– Path Restoration: When a failure occurs, a node detects it when it tries
to send a packet through that failure. At that moment the node sends a
warning message to the source node and immediately the source uses another
algorithm that can route the packet using an independent (disjoint) second
path. This solution would increase the routing time at the nodes due to
the complexity of the algorithm, but with shorter solutions (in distance).
For this method additional information about the source is needed. Another
problem is the packet loss while the source does not receive the warning
message, therefore this method must be improved.

– Combination: Theoretically the best option found is the combination of both
of the previous proposals. At the transition time, while the source does not re-
ceive the warning message, the solution used must be the “Link Restoration”
and at the moment that the network is stabilized the “Path Restoration”
solution.

These proposals must be analyzed as the first path methods, the distance
and delays, and simulated to obtain clear results of the possible solutions. These
analyses should take into account that different failure characteristics may im-
pose different requirements to the restoration schemes used.
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