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Abstract: Oscura is a proposed multi-kg skipper-CCD experiment designed for a dark matter
(DM) direct detection search that will reach unprecedented sensitivity to sub-GeV DM-electron
interactions with its 10 kg detector array. Oscura is planning to operate at SNOLAB with 2070 m
overburden, and aims to reach a background goal of less than one event in each electron bin
in the 2–10 electron ionization-signal region for the full 30 kg-year exposure, with a radiation
background rate of 0.01 dru.1 In order to achieve this goal, Oscura must address each potential
source of background events, including instrumental backgrounds. In this work, we discuss the main
instrumental background sources and the strategy to control them, establishing a set of constraints
on the sensors’ performance parameters. We present results from the tests of the first fabricated
Oscura prototype sensors, evaluate their performance in the context of the established constraints
and estimate the Oscura instrumental background based on these results.

Keywords: Dark Matter detectors (WIMPs, axions, etc.); Photon detectors for UV, visible and IR
photons (solid-state) (PIN diodes, APDs, Si-PMTs, G-APDs, CCDs, EBCCDs, EMCCDs, CMOS
imagers, etc); Solid state detectors; Very low-energy charged particle detectors

ArXiv ePrint: 2304.04401

11 dru (differential rate unit) corresponds to 1 event/kg/day/keV.
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1 The Oscura experiment

Identifying the nature of dark matter (DM) is one of the most important missions of particle
physics and astrophysics today, and direct-detection experiments play an essential role in this
endeavor. The search for DM particles with masses up to a few orders of magnitude below the
proton mass (“sub-GeV DM”) represents an important new experimental frontier that has been
receiving increased attention, e.g. [1–6]. Typically, traditional direct-detection searches looking for
DM particles scattering elastically off nuclei have very little sensitivity to sub-GeV DM [7–11].
Improved sensitivity to DM masses well below the GeV scale is possible by searching for signals
induced by inelastic processes [1]. One of the most promising avenues is to search for one or
a few ionization electrons that are produced by DM particles interactions with electrons in the
detector [1, 5].

Skipper-CCDs are among the most promising detector technologies for the construction of a
large multi-kg experiment for probing electron recoils from sub-GeV DM. These ultra-low readout
noise sensors, designed by the Lawrence Berkeley National Laboratory (LBNL) Microsystems
Laboratory, allow for the precise measurement of the number of free electrons in each of the million

– 1 –
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pixels across the CCD [12]. This feature, combined with a low background rate, has allowed skipper-
CCD experiments to set the strongest constraints to date within the direct dark matter searches on
sub-GeV DM-electron interactions [13–16], motivating the deployment of more massive detectors
in the near future. Particularly, the SENSEI collaboration has partially commissioned a ∼100 g
skipper-CCD array at SNOLAB and the DAMIC-M collaboration is aiming to build a ∼1 kg
experiment at the Laboratoire Souterrain de Modane in the coming years.

Oscura is a next-generation skipper-CCD DM search. It aims to collect a 30 kg-year exposure
with less than one background event in each electron bin1 in the 2–10 electron ionization-signal
region; we will refer to this as the Oscura background goal. To achieve it, a radiation background
below 0.025 dru is needed, as well as a 1𝑒− event rate below 1 × 10−6 𝑒−/pix/day coming from
instrumental background sources (further discussed in section 2). Oscura will probe unexplored
regions in the parameter space of sub-GeV DM interacting with electrons. As an example, we
show in figure 1 the approximate projected sensitivity for Oscura to DM-electron scattering through
a “heavy” or “ultralight” mediator, particularly probing DM masses in the range of 500 keV to
1 GeV [1, 18–21]. For these projections, we assume the QeDark cross section calculation for
DM-electron scattering [19] and the astrophysical parameters considered in ref. [15].
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Figure 1. Approximate projected sensitivity for Oscura to DM-electron scattering at 90% C.L. assuming a
30 kg-year exposure, zero background events with 2𝑒− or more, a 1𝑒− threshold and a fixed 1𝑒− event rate
of 10−6 𝑒−/pix/day (blue). To build this curve, 100% efficiency was assumed for the reconstruction of events
above 2𝑒− . The left (right) plot assumes a heavy (light) mediator in the DM-electron interaction. Approximate
projected sensitivities for SENSEI (DAMIC-M) are shown in cyan (red) [1, 5, 12, 19, 22, 23]. Existing
constraints from skipper-CCDs from SENSEI [13–15] and DAMIC-M [16] are shaded in pink. Shaded gray
regions are constrained by several other experiments (some shown explicitly) [20, 24–34]. Existing limits
come directly from publications; reader should look at them for specific assumptions. Orange regions labeled
“Key Milestone” represent well-motivated sub-GeV DM models, highlighted in the recommendations of the
Basic Research Needs report [5].

1Energy bin whose width is 3.745 eV, the mean ionization energy required for photons to produce an electron-hole
pair in silicon [17].
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We should emphasize that the Oscura experiment is building on existing efforts using skipper-
CCDs to search for DM. All these experiments are developing the scientific and technical expertise
to decrease the backgrounds. While we have set a stringent background goal, we also consider the
less stringent background requirement of having less than one background event in each electron
bin in the 3–10 electron ionization-signal region. A comment regarding Oscura science reach if
unable to attain the background goal can be found in section 4.

1.1 Detector design

The Oscura detector is a 10 kg silicon skipper-CCD array. To comply with standard fabrication
processes, each sensor has 15 μm × 15 μm pixels and the standard thickness of 200 mm silicon
wafers (725 μm). With these pixel dimensions, Oscura will need a 26 gigapixel array to achieve
10 kg of active mass.

The whole detector design and shielding are based on the constraints for reaching the Oscura
background goal. The instrumental background restricts the sensors’ performance parameters, and
it will be deeply discussed in section 2. For the radiation background, Oscura plans to reach 0.01 dru,
which corresponds to a significant improvement over previous CCD experiments [14, 35–37]. This
mandates strict control of all materials selected for the experiment and imposes a cosmogenic
activation control requirement, particularly significant for the sensors (less than five days of sea
level exposure equivalent after tritium removal [38]).

The Oscura design is based on 1.35 Mpix sensors (1278 × 1058 pixels) packaged on a Multi-
Chip-Module (MCM), see figure 2 (left). Each MCM consists of 16 sensors epoxied to a 150 mm
diameter silicon wafer, with traces connecting the sensors to a low-radiation background flex
cable [39, 40]. MCMs will be integrated into Super Modules (SMs), where each SM will hold
16 MCMs using a support and shielding structure of custom ultrapure electro-deposited copper [41],
see figure 2 (center). The Oscura experiment needs ∼80 SMs to reach 10 kg of active mass. The
full detector payload consists of 96 SMs, assuming a yield above 80%, surrounded by an internal
copper and lead shield, arranged in six columnar slices forming a cylinder, see figure 2 (right).

Figure 2. (Left) A fully assembled Si-MCM in a copper tray. (Center) Oscura Super Module design with
16 MCMs supported and shielded with electroformed copper. (Right) Model showing one of the columnar
segments with 16 SMs each and the full assembly of all six segments to form the full cylindrical Oscura
detector payload.

“Dark current”, i.e., thermal fluctuations of electrons from the valence to the conduction band,
presents an irreducible source of 1𝑒− events in skipper-CCDs. Operating the sensors with a low

– 3 –
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dark current requires cooling down the system to between 120 K and 140 K (the optimal operating
point will be determined from the prototype sensors). The current strategy for the cooling system is
to submerge the full detector array in a Liquid Nitrogen (LN2) bath operated with a vapor pressure
of 450 psi to reach this temperature. Closed-cycle cryocoolers will provide the full system cooling
capacity (less than 1 kW power) [42]. A schematic of the pressure vessel and its radiation shield is
shown in figure 3.

Figure 3. (Left) Design of the Oscura pressure vessel for the operation of the 26 gigapixel skipper-CCD
detector array. (Right) Cross section of the Oscura vacuum vessel showing the internal lead and copper
shield (dark/light pink), the external high-density polyethylene shield (dark/light blue), and the region filled
with LN2 (green).

2 Instrumental background sources in Oscura skipper-CCDs

The two main contributions to the Oscura background rate come from radiation and instrumen-
tal background sources. Oscura plans to reach a radiation background of 0.01 dru using strict
background control techniques and shielding. However, instrumental sources of events with few
electrons (2𝑒−, 3𝑒−, . . . , 10𝑒−) must also be addressed. In this section, we discuss these background
sources. Based on the previously defined Oscura background goal/requirement, we establish a set
of constraints on the performance parameters of the Oscura sensors. This is summarized in table 2.

2.1 Thermal dark current

Thermal dark current is an irreducible source of 1𝑒− events in skipper-CCDs and constrains the
lowest 1𝑒− rate (𝑅1𝑒− ) that can be achieved by Oscura. The 1𝑒− events coming from dark current
will generate pixels with 2𝑒− or more by accidental coincidences. The count of 𝑛𝑒− single pixel
events for the 30 kg-year Oscura exposure can be calculated assuming a Poisson distribution,

𝐾𝑛 =
𝜆𝑛𝑒−𝜆

𝑛!
× 𝑁pix × 𝑁exp × (365 × 3), (2.1)

where 𝑁exp is the total number of exposures per day, 𝑁pix is the total number of pixels in Oscura,
and we assume a 3-year data-taking run. Here, 𝜆 = 𝑅DC,1𝑒−/𝑁exp, where 𝑅DC,1𝑒− is the mean 1𝑒−

– 4 –
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Table 1. Counts of 2𝑒− , 3𝑒− , and 4𝑒− single pixel events generated by accidental coincidences from the
thermal dark current. 𝑁exp = 1 (12) exposure(s)/day means that the full readout of the detector takes 24 (2)
hours and 26 gigapixels are assumed for the 10 kg array.

Run conditions 2𝑒− 3𝑒− 4𝑒−

𝑅DC,1𝑒− = 1.6 × 10−4

𝑁exp=1 364k 19 0
𝑁exp=12 30k 0.1 0

𝑅DC,1𝑒− = 1 × 10−5

𝑁exp=1 1.4k 0 0
𝑁exp=12 119 0 0

𝑅DC,1𝑒− = 1 × 10−6

𝑁exp=1 14.2 0 0
𝑁exp=12 1.2 0 0

rate coming from dark current in units of 𝑒−/pix/day. In table 1 we present 𝐾𝑛 for different running
conditions defined by 𝑅DC,1𝑒− and 𝑁exp.

Table 1 shows that, in order to avoid accidental coincidences, it is better to have more exposures
per day (large 𝑁exp). The lowest 𝑅1𝑒− achieved in skipper-CCD detectors, reported by SENSEI [15],
is 1.6 × 10−4 𝑒−/pix/day. Assuming we achieve this rate and considering dark current as its origin,
we will have less than one accidental 3𝑒− events, achieving the Oscura background requirement,
if we operate with 2-hour exposures, i.e. 𝑁exp = 12 exposures/day. The Oscura sensors would still
comply with the requirement with SENSEI’s 𝑅1𝑒− using 5-hour exposures. Table 1 also indicates
that we need to improve the SENSEI rate by at least two orders of magnitude and read out the full
detector in less than 2 hours to have less than one accidental coincidences of 2𝑒− in one pixel, the
Oscura background goal.

The Oscura CCDs are sensors with 1.35 Mpix. This means that, for each CCD, we need a
readout rate higher than 188 (76) pix/s to reach Oscura background goal (requirement). As we plan
to read each sensor with a single amplifier, the pixel readout time should be less than 5.3 (13.1) ms.

2.2 Readout noise

The readout noise and the threshold used to determine if a pixel has 𝑛𝑒− define the number of
(𝑛− 1)𝑒− single pixel events that fall above the threshold to be counted as 𝑛𝑒− events. In principle,
a skipper-CCD’s readout noise can be made extremely small when multiple skipper samples (𝑁skp)
are collected, as it drops as 1/

√︁
𝑁skp [12]. However, adding skipper samples makes the readout

slower and, as shown in table 1, longer readout times produce more accidental 𝑛𝑒− events. An
optimization between the readout noise and speed should then be considered when choosing 𝑁skp.

The total count of (𝑛 − 1)𝑒− single pixel events counted as 𝑛𝑒− events comes from integrating
the tail of the (𝑛 − 1)𝑒− single pixel event normal distribution from the threshold for counting 𝑛𝑒−

events. It is given by
𝐿𝑛 =

1
2

[
1 − erf

(
𝑒th/

√
2𝜎noise

)]
𝐾 (𝑛−1) , (2.2)

– 5 –
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where 𝐾 (𝑛−1) is the total number of (𝑛 − 1)𝑒− single pixel events (see eq. (2.1)), erf is the error
function, 𝜎noise is the electronic readout noise in units of electrons, and (𝑛− 1) + 𝑒th is the threshold
used to determine if a pixel has 𝑛𝑒−. For example, for 𝑛 = 2, 𝑒th = 0.5, if the threshold is set
to 1.5𝑒−.

From eq. (2.2) we see that if 𝑅DC,1𝑒− = 1× 10−6 (1.6× 10−4) 𝑒−/pix/day, we need 𝑒th/𝜎noise >

5.4 (4) in order to get 𝐿2 (3) < 1, consistent with the Oscura background goal (requirement). As the
noise increases, we need to increase 𝑒th to keep 𝐿𝑛 < 1, but higher values of 𝑒th produce inefficiency
for counting 𝑛𝑒− single pixel events. In fact, the efficiency (eff) is the integral of the 𝑛𝑒− single
pixel event normal distribution from the given threshold, and can be calculated as

eff =
1
2

[
1 + erf

(
(1 − 𝑒th)/

√
2𝜎noise

)]
. (2.3)

From eq. (2.3) we see that 𝑒th = 1 corresponds to 50% efficiency, independent of the value of
𝜎noise. Figure 4 shows the efficiency for counting 2 (3) 𝑒− events as a function of the readout noise
after imposing the conditions 𝑒th/𝜎noise > 5.4 (4). Based on this analysis, to maintain an efficiency
for counting 2 (3) 𝑒− events higher than 80% while complying with the Oscura background goal
(requirement) we need 𝜎noise < 0.16 (0.20) 𝑒−.

0.10 0.12 0.14 0.16 0.18 0.20 0.22

0.2

0.4

0.6

0.8

1.0

σnoise (e-)

E
ff
ic

ie
n
c
y

Figure 4. Efficiency for counting 2 (3) 𝑒− single pixel events as a function of the electronic readout noise
in black (blue) when the threshold is set such that the Oscura background goal (requirement) is achieved for
𝑅DC,1𝑒− = 1 × 10−6 (1.6 × 10−4) 𝑒−/pix/day.

2.3 Spurious charge

The high electric field generated in the CCD when the gate voltages change to move the charge
from one pixel to the other can lead to the production of spurious charge (SC), also known as
clock-induced charge [43]. This can happen either in the active area or in the serial register and it
strongly depends on the clock rise time and the clock swings. The primary source of spurious charge
is the clocking of the serial register, which tends to dominate over the slower vertical clocks due to
the higher capacitance of the line across the CCD active region. Assuming that the probability of
generating one electron on a single pixel transfer, 𝜅SC, is the same in both registers and considering
that each pixel on the CCD is shifted 𝑁ser (𝑁par) times in the serial (parallel) register during readout,
the 1𝑒− rate coming from the spurious charge is

𝑅SC,1𝑒− = 𝑁exp × (𝑁ser + 𝑁par) × 𝜅SC. (2.4)

– 6 –
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Oscura requires this component of the 1𝑒− rate to be subdominant to the thermal dark current,
𝑅SC,1𝑒− < 𝑅DC,1𝑒− . Assuming 𝑅DC,1𝑒− = 1×10−6 (1.6×10−4) 𝑒−/pix/day, 𝑁exp = 12 exposures/day,
𝑁ser = 1058 transfers/exposure, and 𝑁par = 1278 transfers/exposure, results in the condition
𝜅SC < 4 × 10−11 (6 × 10−9) 𝑒−/pix/transfer to reach the Oscura background goal (requirement).

2.4 Traps

Defects within the silicon lattice create intermediate energy levels within the Si bandgap that act like
traps. These traps usually capture one electron from charge packets as they are transferred through
the device and release the charge at a later characteristic time 𝜏 dependent on the temperature.

The number of 1𝑒− events per sensor per exposure coming from traps is 𝑁hits × 𝑁traps, where
𝑁hits is the number of hits, i.e., pixels with more than 2𝑒−, in one exposure and 𝑁traps is the mean
number of traps that a hit traverses during readout, which equals the total number of electrons
trapped per hit assuming that each trap captures one electron. Only traps with a 𝜏 larger than the
pixel readout time are considered because faster traps will release the trapped electron in the pixel
containing the hit. The rate of 1𝑒− events produced from traps is calculated as

𝑅𝑇,1𝑒− =
𝑁hits × 𝑁traps

𝑁pix
𝑁exp , (2.5)

where 𝑁pix is the total number of pixels in each sensor.
We estimate 𝑁hits for Oscura assuming the baseline 1.35 Mpix sensors with 0.5 g of ac-

tive mass and a background rate of 0.01 dru. In these conditions, we expect 𝑁events = 5 ×
10−4 events/exposure/sensor up to 100 keV in a one-day exposure, i.e., 𝑁exp = 1 exposure/day.
Then, 𝑁hits = 𝑛pix × 𝑁events, where 𝑛pix is the expected number of pixels in one event with energy
below 100 keV. As the number of pixels in one event is a broad distribution that increases towards
less number of pixels, a conservative assumption is to take 𝑛pix = 10 pix/event. This results in

𝑅𝑇,1𝑒− = (3.7 × 10−9 hits/pix/day) × 𝑁traps. (2.6)

We require 𝑅𝑇,1𝑒− < 𝑅DC,1𝑒− = 1 × 10−6 𝑒−/pix/day to achieve both the Oscura background
goal and requirement. This imposes the condition 𝑁traps < 2.7 × 102. Considering that each hit
traverses a maximum of 𝑁ser + 𝑁par = 2336 pix, the allowed density of traps is

𝜌traps =
𝑁traps

𝑁ser + 𝑁par
<

2.7 × 102

2336
≃ 0.12 traps/pix. (2.7)

This condition is satisfied if there is a trap every ∼8 pixels. Note that the allowed density of traps
depends inversely on the background rate. Assuming a background rate one order of magnitude
higher than the expected for Oscura, i.e. 0.1 dru, we get 𝜌traps < 0.012 traps/pix.

2.5 Charge transfer inefficiency

Charge transfer inefficiency (CTI) refers to the loss of charge when a charge packet is moved from
one pixel to the next. It depends on several different parameters such as trap populations, trap
densities, clocking time, clocking sequence, and temperature [43–46]. CTI in the Oscura CCDs

– 7 –



2
0
2
3
 
J
I
N
S
T
 
1
8
 
P
0
8
0
1
6

will result in the misidentification of 𝑛𝑒− single pixel events into (𝑛 − 1)𝑒− events. The fraction of
a 𝑛𝑒− event in a single pixel that will be left in the subsequent pixel due to CTI is

𝜀CTI = 𝑘CTI(𝑁ser + 𝑁par), (2.8)

where 𝑘CTI is the charge transfer inefficiencymeasured for a single pixel transferwithin a row/column.
Here, we are assuming a similar inefficiency for serial and parallel transfers. CTI is not an
impediment to reach Oscura background goal/requirement as it does not change the total event
rate. However, for a good performance, consistent with what is commonly achieved in CCDs, we
establish as a target 𝜀CTI < 0.01, which means 𝑘CTI < 5 × 10−6.

2.6 Light generation in LN2 and other detector materials

As discussed above, the skipper-CCDs for Oscura will be operated in a LN2 pressure vessel. For
a run on the surface and without any shield, we measure light generated in LN2 at a rate of
𝑅LN2,1𝑒− = 0.013 𝑒−/pix/day using a SENSEI skipper-CCD. The light is assumed to be produced
by environmental radiation interacting in the LN2. For this measurement, the background around
10 keV was ∼ 104 dru, six orders of magnitude above the Oscura radiation background target of
0.01 dru. Assuming that light generation in LN2 scales with the background rate at higher energies,
we estimate this light to produce 𝑅0.01 dru

LN2,1𝑒− ∼ 10−8 𝑒−/pix/day in Oscura. This is much less than
the expected thermal dark current in the Oscura sensors and it is not expected to contribute to
the experimental background. We will check this simple assumption in next iterations of our
experiment.

However, since the geometry and CCD packaging used to measure light generation in LN2 are
not identical to the planned Oscura design, we are working to implement a light shield to ensure
that ionization events from visible and near-IR light are a subdominant background. We aim to
suppress more than 90% of the light hitting the surface of the Oscura sensors.

3 Oscura prototype sensors performance

Before Oscura, skipper-CCDs for DM experiments were fabricated at a 150 mm diameter wafer
foundry that is in the process of discontinuing the CCD processing line. The development of
large-scale CCD fabrication techniques in partnership with new foundries was identified as the
main Oscura technical risk. We have successfully overcome it, developing a fabrication process
for Oscura skipper-CCDs on 200 mm diameter wafers with a new industrial partner (Microchip
Technology Inc.) and also with a government laboratory (MIT-LL).

The overall design of the Oscura prototype sensors is very similar to that of the skipper-CCDs
used in the SENSEI [14] and DAMIC-M [37] experiments. Oscura skipper-CCDs are small format
sensors, with 1278 × 1058 pixels, and 4 skipper-CCD amplifiers, one in each corner. The new
three-phase skipper-CCDs have been fabricated in 200 mm diameter wafers, using high-resistivity
silicon wafers as a starting material. Previous skipper-CCD experiments have used a similar starting
material. Figure 5 shows pictures of an Oscura prototype skipper-CCD (left) and a 200 mm diameter
wafer with ∼50 Oscura sensors (right).

In this section, we present the performance of the first fabricated skipper-CCDs for Oscura.
We compare it to the constraints discussed in section 2 and we discuss the strategy to control the
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Figure 5. (Left) Skipper-CCD fabricated for Oscura at Microchip in 2021 (design from S. Holland —
LBNL). The upper structures in the picture are for performing tests. (Right) 200 mm diameter wafer with
∼50 skipper-CCDs fabricated for Oscura at Microchip.

instrumental background sources. This is summarized in table 2. Most of the tests presented here
were done using individual Oscura prototype skipper-CCDs packaged in copper trays and installed
in dedicated testing setups at the Silicon Detector Facility, at the Fermi National Accelerator
Laboratory (FNAL).

3.1 Readout noise and speed

Using an individually packaged Oscura prototype sensor, we measure the readout noise as a function
of𝑁skp. The results, shown in figure 6, demonstrate that𝑁skp = 400 (225) are enough to reach a noise
of 0.15 (0.19) 𝑒−, consistent with the constraints to achieve Oscura background goal (requirement)
discussed in section 2.2. However, increasing 𝑁skp also increases the readout time and the constraint
on this parameter should also be met to comply with the Oscura background goal/requirement. In
these measurements, the pixel readout time for 𝑁skp = 400 (225) was 15.3 (9) ms. This corresponds
to a pixel readout rate of 65 (111) pix/s, allowing to read out the whole array in 5.8 (3.4) hours.
Then, the readout time and noise constraints are both met only for the background requirement.

Tests were also performed in a system designed to host 16 MCMs, but with 10 MCMs installed.
As mentioned in section 1.1, each MCM has 16 Oscura prototype skipper-CCDs. Details and
results from measurements with this system can be found in ref. [48]. Figure 7 shows the readout
noise as a function of 𝑁skp for all the skipper-CCDs in the 10 MCMs. From these results, with
𝑁skp = 480 (300) the system reaches a noise of 0.16 (0.20) 𝑒− RMS, consistent with the constraints
to achieve Oscura background goal (requirement) discussed in section 2.2. In this system, the pixel
readout time for 𝑁skp = 480 (300) is 𝑡pix = 16.8 (10.5) ms, plus an additional 𝑡mux = 0.64 ms for
multiplexing the 16 MCMs. This corresponds to a pixel readout rate of 57 (89) pix/s, allowing to
read out the whole array in 6.6 (4.2) hours. Again, the readout time and noise constraints are both
met only for the Oscura background requirement. The system is yet to be optimized in its final
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Figure 6. (Left) Individually packaged Oscura prototype skipper-CCD readout noise as a function of 𝑁skp.
The expected 1/

√︁
𝑁skp dependence is shown in red. (Right) Charge pixel distribution from acquisition with

𝑁skp = 1225 samples per pixel; the electron-counting capability of the first fabricated Oscura prototype
skipper-CCDs was demonstrated with this result, see [47].

configuration, which will enable it to achieve a higher pixel readout rate. The current system is still
missing the MIDNA ASIC (Application Specific Integrated Circuit) [49], which will perform the
analog pixel processing, and the flex cables used in this setup are longer than in the Oscura design.
With shorter cables and the ASIC, the system will produce a faster signal due to reduced capacitance
and the higher bandwidth of the MIDNA ASIC. This allows a reduction of the dead times in the
readout sequence to get the maximum noise reduction per unit of readout time. The multiplexing
time is also expected to be reduced using a faster ADC (Analog to Digital Converter) stage.

Note that we could achieve the readout rate necessary to reach the Oscura background goal by
performing on-chip binning, i.e. combine the charge of adjacent pixels, during the readout, at the
cost of reducing spatial resolution.

3.2 Dark current and single electron rate

To quantify the Oscura sensors dark current (DC), we measured the exposure-dependent 1𝑒− rate
as a function of temperature with an individually packaged Oscura prototype skipper-CCD in a
dedicated setup with 2 inches of lead shield at surface. At a given temperature, we acquired images
with different exposure times, from 0 to 30 min, with 𝑁skp = 200. To increase the readout rate, we
performed a 5 × 1 binning, i.e., the charge of 5 consecutive pixels in the same row was summed
before readout. For the analysis, we selected the first rows of each image that were free of high-
energy events. We perform linear fits to the plots of 1𝑒− rate as a function of exposure time, where
the slopes correspond to the exposure-dependent 1𝑒− event rate. Figure 8 (left) shows one of these
plots corresponding to images taken at 𝑇 = 150 K. We performed this measurement at different
temperatures and the results, first presented in [47], are shown in figure 8 (right). The lowest value
achieved was 0.03 𝑒−/pix/day, at 140 K.
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Figure 7. Noise as a function of 𝑁skp for all 10 MCMs and channels. The expected 1/
√︁
𝑁skp dependence

is shown in pink, consistent with the noise performance for 𝑁skp > 20. For 𝑁skp ≤ 20, the noise is not
dominated by the CCD performance but by the analog readout electronics [48, 50]. The blue histograms
correspond to the gain and noise distribution computed for 𝑁skp = 400. Taken from [48].

This result is much larger than the rate needed to achieve the Oscura background require-
ment/goal. However, it is well known that, at surface, the main contribution to the 1𝑒− rate for
𝑇 < 150 K does not come from dark current but from low-energy radiation that is created when
high-energy events interact with the detector components [15, 51, 52]. At surface, where the rate of
events with energies above 0.5 keV is O

(
104–105) , we expect a O

(
10−2) 1𝑒− rate, consistent with

the computation done in ref. [51] for the SENSEI at MINOS setup, where a O
(
10−4) 1𝑒− rate is

expected from the ∼3 kdru high-energy background rate. Lower exposure-dependent 1𝑒− rates are
expected when measurements can be made underground, in lower-background environments.

3.3 Spurious charge

From the measurements described in section 3.2, we extract an upper limit for the generated spurious
charge from the y-intercept of the linear fits. The average value is 8.4 × 10−4 𝑒−/pix. Considering
that in these measurements each read pixel underwent (𝑁par + 𝑁ser)/2 = 1168 transfers/exposure,
this corresponds to 𝜅SC = 7.2 × 10−7 𝑒−/pix/transfer.

Following an analogous procedure as the one described in [53], we measured the generation
of charge in the output stage. Using an individually packaged Oscura prototype sensor, we read out
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Figure 8. (Left) 1𝑒− event rate as a function of exposure time for images taken at 𝑇 = 150 K. The linear fit
is shown in red. (Right) Dark current (DC) measurements as a function of temperature at the surface with an
individually packaged Oscura prototype skipper-CCD.

20 pixels with 5 million skipper samples, clocking only the output stage. We obtained an average
rate of ∼ 1 × 10−7 𝑒−/sample.

With the SENSEI skipper-CCD used to measure light generation in LN2 we also computed
the generated spurious charge. The data shows that the total number of 1𝑒− events produced
by the spurious charge per pixel is ∼ 10−4. As in this CCD (𝑁par + 𝑁ser) ≃ 7000, this gives
𝜅SC ≃ 1.4 × 10−8 𝑒−/pix/transfer.

In all cases we measure a 𝜅SC higher than what is needed to meet Oscura background require-
ment/goal. Members of the Oscura collaboration are working to better understand spurious charge
generation in skipper-CCDs. To reduce it, we are considering several approaches, including the use
of filtering techniques to decrease the slew rates of horizontal clock signals, as well as implementing
shaped clock signals [54].

3.4 Trap density

We use the charge pumping technique [43, 55–57] to localize and characterize traps in individually
packaged skipper-CCDs. This popular method consists of filling the traps and allowing them to emit
the trapped charge in their neighbor pixel multiple times. This is done by repeatedly moving, back
and forth between the phases2 in one pixel, a uniform illuminated field creating “dipole” signals
relative to the flat background.

Using a violet LED externally controlled by an Arduino Nano, we uniformly illuminated the
three-phase skipper-CCDs and performed a charge pumping sequence that probes traps below pixel
phases 1 and 3. We collected images varying the time that charge stayed below the pixel phases
(𝑑𝑡ph). We identified and tracked the position of each dipole in the set of images, computed its

2A pixel phase refers to a gate (electrode) laying on the CCD front surface in which clocking voltages are applied [43].
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intensity as a function of 𝑑𝑡ph and fitted it. From the fits, we extracted the characteristic release time
𝜏 for each of the found traps. We did this at different temperatures.

Figure 9 shows images revealing traps with characteristic time 𝜏 > 3.34 ms, corresponding to
𝑑𝑡ph = 50000 clocks, for two Oscura prototype sensors with different fabrication process. The four
images in the top row, corresponding to each of the four amplifiers in prototype-A, show a much
more significant density of dipoles compared to the images in the bottom row, corresponding to
each of the amplifiers in prototype-B.

Figure 9. Section of images corresponding to each of the 4 amplifiers after performing pocket pumping with
𝑑𝑡ph = 50000 clocks (3.34 ms) in Oscura prototype-A (top) and prototype-B (bottom), at 170 K. The dipoles
seen in the images correspond to charge traps under pixel phases 1 and 3.

The histograms in figure 10 show the number of traps per pixel as a function of 𝜏 for two different
Oscura prototype skipper-CCDs and a SENSEI skipper-CCD, at two different temperatures. These
histograms correspond to traps below pixel phases 1 and 3 and no detection efficiency was taken
into account. Considering a uniform density of traps below the three phases in each pixel and
assuming a conservative 10% detection efficiency with a flat profile, the y-axis in figure 10 should
be multiplied by a factor of 15 to obtain a more realistic trap density.

Traps with a release time greater than the pixel readout time will generate 1𝑒− events in the
images. Considering the pixel readout rate needed to achieve Oscura background goal, traps with
a release time 𝜏 > 5.3 ms should satisfy the trap density constraint. In the case of the Oscura
prototype-A, the realistic number of traps with 𝜏 > 5.3 ms below 170 K is ∼ 1.5 × 10−2. For the
Oscura prototype-B and the SENSEI skipper-CCD, this number is 2 orders of magnitude lower
(∼ 3 × 10−4). Despite this difference, both Oscura prototype skipper-CCDs meet the constraint
needed to reach the background goal/requirement.

However, as discussed in section 2.4, if Oscura overall background is one order of magnitude
higher (0.1 dru), the Oscura prototype-A would barely meet the constraint. For this reason in a
cooperative effort with the foundry that fabricated this sensor, we are trying to implement a different
gettering method during the fabrication process to reduce possible impurities in the silicon.

3.5 Charge transfer inefficiency

We exposed an individually packaged Oscura prototype skipper-CCD to a Fe55 X-ray source. We
took images with 4 skipper samples applying the usual clocking sequence and voltages. We
computed the parallel and serial registers CTI at different operational temperatures by linearly
fitting the pixel population associated with X-ray depositions from X-ray transfer plots [43], see
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Figure 10. Number of traps per pixel as a function of the release characteristic time 𝜏 for: Oscura prototype-A
at 150 K (blue) and at 170 K (green); Oscura prototype-B at 170 K (red); and a SENSEI skipper-CCD at
150 K (orange).

figure 11. This figure shows the scatter plots of the pixel values versus its column (left) and row
(right) numbers from a set of images acquired at 170 K. In all cases, we computed a 𝑘CTI < 5×10−5,
which is slightly higher than the target. Note that these measurements were done using a Oscura
prototype-A sensor with a high-density of traps and, as traps contribute to CTI, this number should
be reduced by addressing this issue and optimizing the clocking sequence.

3.6 Aluminum light shielding

We deposited a 50 nm aluminum layer on top of the active area of Oscura prototype skipper-
CCDs using a maskless lithography tool (Heidelberg MLA 150) and an electron beam evaporator
(Temescal FC200). Within the first tests we produced a prototype with a shaped aluminum layer
on top of each quadrant, as shown in figure 12 (left), where the wire bonds between the pads and
the flex cable that connects the sensor to the readout electronics are also shown. Figure 12 (right)
shows an image taken with the upper half of the CCD after 30 min of exposure in a testing setup
that was not completely shielded from environmental light. Electron, X-ray, and muon tracks are
uniformly distributed in the active area, while the background light under the aluminum layer is
∼95% suppressed compared to that in an uncovered area. Although the process implemented to
produce this device is not optimal since the beam evaporator can damage the CCD, the result sufficed
as proof of concept for the next fabrication step. A thicker aluminum layer can be safely incorporated
as a part of the sensor production and will guarantee meeting the light suppression target.

4 Summary and discussion

In table 2, we present the main instrumental sources of events with few electrons (2𝑒− , 3𝑒− , . . . , 10𝑒−)
in Oscura skipper-CCDs, summarize the sensors performance parameters constraints to meet the
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Figure 11. Scatter plots of the pixel values in analog-to-digital units (ADU) versus its column (left) and
row (right) numbers for CTI measurements from an individually packaged Oscura prototype skipper-CCD
exposed to a Fe55 X-ray source. The linear fits to the X-ray pixel population are shown in red.

Figure 12. Oscura prototype skipper-CCD with an aluminum shield to probe the background light suppression
potential of a 50 nm metal layer. (Left) Picture of the sensor with an aluminum plane- and unicorn-shaped
layer on top of each quadrant. (Right) Image acquired using the upper half of the Oscura skipper-CCD after
30 minutes exposure.

Oscura background goal/requirement, discussed in section 2, and show the quantified performance
of the first fabricated Oscura prototype skipper-CCDs, presented in section 3, and the best perfor-
mance achieved with skipper-CCDs. The trap density constraint is consistent with both the Oscura
background goal and requirement. CTI and VIS/NIR light blocking targets are also presented in
table 2. For the full array readout time, the pixel readout rate and the readout noise, we show
measurements from an individually packaged Oscura prototype skipper-CCD and, in brackets, from
the system designed to host 16 MCMs.

From table 2, we see that there are two main items where the Oscura prototypes fail to meet
the constraints to achieve the background requirement: dark current and spurious charge; also, the
CTI target has not been reached. Discussion on ways to improve the prototypes’ performance in
each of these items can be found in section 3. As a summary, we know that in the DC prototype
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Table 2. Sensors performance parameters constraints to achieve the Oscura background goal/requirement
and demonstrated performance of prototype sensors. The “Best achieved” column contains the best values
achieved with skipper-CCDs and the checkmarks (✓) indicate that the constraints for meeting the Oscura
background requirement have been met.

Parameter Goal Requirement Prototype Best achieved Units

Dark current 1 × 10−6 1.6 × 10−4 3 × 10−2 1.6 × 10−4 ✓ 𝑒−/pix/day
Readout time (full array) < 2 < 5 3.4 (4.2) 3.4 ✓ hours
Pixel readout rate > 188 > 76 111 (89) 111 ✓ pix/s
Readout noise < 0.16 < 0.20 0.19 (0.20) 0.19 ✓ 𝑒− RMS
Spurious charge < 4 × 10−11 < 6 × 10−9 7.2 × 10−7 1.4 × 10−8 𝑒−/pix/transfer
Trap density (𝜏 > 5.3 ms) < 0.12 < 0.015 < 0.0003 ✓ traps/pix
Charge transfer inefficiency < 10−5 < 5 × 10−5 < 10−5 ✓ 1/transfer
VIS/NIR light blocking > 90% 95% 95% ✓

measurement, dark current is not our main contribution; therefore, it should be taken as an upper
limit as we expect our ultimate DC to be below 1.6 × 10−4, the lowest 𝑅1𝑒− achieved in skipper-
CCD detectors [15]. Also, the CTI target has already been reached with skipper-CCDs and it is
expected to be achieved in Oscura prototypes with a low density of traps. Finally, the spurious
charge constraint to meet the requirement has never been achieved with skipper-CCDs. Therefore,
it is nowadays our biggest source of instrumental background.

As 𝑅SC,1𝑒− is proportional to the number of exposures taken per day, we can reduce its
contribution by taking longer exposures (small 𝑁exp). However, as discussed in section 2.1, with
longer exposures the number of accidental coincidences from thermal dark current increases. Then,
a balance should be made between DC and SC generation when choosing 𝑁exp. Also, 𝑅SC,1𝑒− is
proportional to the number of effective transfers, 𝑁trans; therefore, performing binning in the parallel
registers decreases its contribution. For example, by doing 1 × 10 binning, the number of effective
transfers per pixel is (𝑁ser/10) + 𝑁par, instead of 𝑁ser + 𝑁par when reading in 1 × 1 mode. Binning
implies a loss in the spatial resolution, however, it decreases the readout time and, consequently, the
DC contribution; plus, it increases the signal-to-noise ratio. When deciding the readout mode, an
optimization of all these parameters should be made.

The probability of having 𝑛𝑒− in a single pixel coming from spurious charge follows a binomial
distribution. Then, the total number of 𝑛𝑒− single pixel events from SC for the 30 kg-year Oscura
exposure can be calculated as in eq. (2.1), considering 𝜆 = 𝜆SC ≡ 𝜅SC × 𝑁trans. We can estimate
the Oscura instrumental background considering that we have 𝑅DC,1𝑒− = 1.6× 10−4 𝑒−/pix/day and
𝜅SC = 7.2 × 10−7 𝑒−/pix/transfer, consistent with the prototypes’ performance. To decrease the SC
contribution, we assume 𝑁exp = 1 exposure/day. In this case, we expect 0 (0) and 9.5 (0.6) events
with 4𝑒− coming from DC and SC, respectively, if performing 1 × 1 (1 × 10) binning, for the full
30 kg-year exposure. With this level of background, the science reach of the experiment does not
diminish significantly. Figure 13 illustrates Oscura science reach if unable to attain the background
goal, showing the approximate projected sensitivities for Oscura considering zero background
events in the 4𝑒− bin (dotted blue line), and assuming zero events in the 3𝑒− bin (dashed blue line).
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Figure 13. Approximate projected sensitivity for Oscura to DM-electron scattering at 90% C.L. assuming a
30 kg year exposure and: (1) a 3𝑒− threshold and zero background events with 3𝑒− or more (dashed blue);
(2) a 4𝑒− threshold and zero background events with 4𝑒− or more (dotted blue). To build these curves, 100%
efficiency was assumed for the reconstruction of events above the threshold. The left (right) plot assumes
a heavy (light) mediator in the DM-electron interaction. The blue solid line and the other curves are as
in figure 1.
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