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Abstract: A more noteworthy exertion is expected to build the electrical energy effectiveness of cloud server farms because of the rising interest 

for distributed computing administrations welcomed on by computerized change and the high versatility of the cloud. This study proposes and 

surveys an energy-Efficient (EE) system for expanding the adequacy of electrical energy use in server farms. The recommended engineering 
depends on both the booking of solicitations and the union of servers, rather than depending on just a single system, as in past works that have 

proactively been distributed. Prior to planning, the EE structure sorts the solicitations (errands) from the clients as per their time and power 

prerequisites. It has a planning calculation that settles on booking choices while considering power utilization. Furthermore, it includes a 

combination calculation that recognizes which servers are over-burden, which servers are under stacked and ought to be made it lights-out time 
or sleep, which servers ought to be moved, and which servers will acknowledge relocated servers. A relocation component for moving relocated 

virtual machines to new servers is likewise essential for the EE system. Aftereffects of recreation preliminaries show that, concerning power use 

effectiveness (PUE), data centre energy productivity (DCEP), normal execution time, throughput, and cost investment funds, the EE system is 

better than approaches that depend on utilizing just a single way to deal with decrease power use. 
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I. INTRODUCTION 

The majority of suggested methods for cutting the amount of 

electricity used in cloud computing settings rely on using just 

one of the three approaches (hardware, software, and 

consolidation) described above. Additionally, the majority of 

strategies aim to reduce expenses, power usage, or service 

time. This study recommends a half and half system that 

utilize both programming based (Scheduling) and 

Consolidation based strategies. The framework sorts out client 

demands in light of the requests for power utilization and 

reaction time. Consequently, while settling on scheduling 

choices, the planning calculation takes into account 

diminishing both time and power utilization. To lessen power 

utilization and administration time, the combination cycle is 

then in view of versatile upper and lower use edge values. 

There has been a blast in the utilization of conditional 

programming like ERP (Enterprise Resource Planning), SAP 

(System Application Products in information handling), huge 

information, and a great many day to day online quests as 

enormous associations have embraced server farms with high 

velocity organizations. The handling of these on-request 

applications is the territory of monstrous Data centre (DC), 

every one of which might incorporate a great many servers, 

terabytes of capacity, and several kilometers of systems 

administration and cooling gear (Garg, 2012). Distributed 

computing as a help has made these applications, stages, and 

foundations accessible on a pay-more only as costs arise 

premise (Buyya, 2008). With a cloud-based methodology, 

clients can get to administrations at whatever point they're 

required through "on-request" administration solicitations, and 

organizations get a good deal on CAPEX by re-appropriating 

the administration of their framework to organizations like 

Amazon, Google, and Alibaba, which run monstrous server 

farms in significant urban communities all over the planet. 

While using distributed computing, clients can undoubtedly 

save, arrange, and share their information with others. With 

distributed computing, even enormous organizations can set 

aside cash and exertion on server farm the executives and 

upkeep via naturally getting any updates or fixes provided by 

their CSP at no extra expense for themselves. To permit 

organizations to zero in on what they excel at while utilizing 

distributed computing's many benefits, for example, smoothed 

out advancement, on-request admittance to PC assets, and 

reasonable item testing, among others. As well as giving all 

day, every day High Availability (HA) and shortcoming 
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lenient information stockpiling for clients, distributed 

computing additionally gives gigantic information stockpiling 

to putting away value-based or large information and 

information investigation to deal with the tremendous volume 

of information with plate reinforcement choices. 

For most organizations, distributed computing addresses a 

huge market opportunity in light of the accessibility of 

administrations on request. Undertakings like CISCO, HP, 

IBM, and online organizations like salesforce.com have 

purportedly burned through truckload of cash to set up cloud 

Data focuses, as projected by the International Data Center 

(DC). 

The resources in cloud data centres are virtualized and made 

available on an as-a-service, metered basis. More energy is 

needed to run the systems in data centres. For instance, to 

power the expensive to maintain resources in a data centre 

with 2000 racks, the facility needs 20 MW of power (Rivoire, 

2007). About 11% of CO2 emissions in 2018 were attributed 

to ICT, according to research firm Gartner. As a result, 

maintaining a steady decrease in the temperature limit over 

the following years will be essential. Thus, cloud DC's carbon 

emissions and energy usage has become a major 

environmental problem. Both businesses and their customers 

can reap several rewards from using cloud computing. There 

is a risk that energy savings will be reduced due to the rapid 

rise of cloud computing, which is accompanied by an increase 

in both Internet traffic and the size of databases. 

 

 
 

Figure 1: A High-Energy, High-Cost, High-CO2 Cloud 

Data Centre Design 

 

Source: (Riman Mandal, 2021) 

 

The heat generated by cloud data centres and the power grid 

harm the environment due to increased energy use and a 

subsequent drop in revenue, as shown in figure 1 below. The 

merchant in this cloud engineering tracks no measurements 

that would show whether there has been a decrease in Quality 

of Service, like fossil fuel by products or power usage 

efficiency (PUE) (QoS). 

 

1.1. Green Cloud Computing 

The term "green computing" (Murugesan, 2008) is used to 

describe environmentally sustainable computing, the major 

goals of which are to increase the efficiency with which 

energy is used and decrease the number of harmful materials 

that are included in the system. Green computing, as defined 

by (Murugesan, 2008), is the study of reducing the 

environmental impact of computing over the entire life cycle, 

from product conception to end of life. Data centre 

architecture, algorithm optimization, virtualization, and power 

management are all tools in the green computing toolkit. 

Enhanced cooling methods, recycling of waste heat, and 

onsite electricity generation are just a few ways in which data 

centers can increase their efficiency in terms of energy use 

during the design process. To enhance algorithm performance 

and lower resource consumption, one can optimize the 

algorithm by switching from a linear search to a binary, 

indexed, or hashed one. Using fewer physical servers to run 

more virtual machines is how virtualization cuts costs and 

carbon emissions. After a predetermined amount of time has 

elapsed, devices like hard drives and monitors will shut down 

automatically thanks to the intervention of the system's power 

management software. 

 

1.2. Overview of Energy Efficiency 

 

Different layers of a massive data centre’s infrastructure can 

be improved to make it more energy efficient. Nevertheless, it 

is usually difficult to determine the power utilized by the 

components without the use of instrumentation. However, it is 

essential to develop and test algorithms and structures that 

minimize energy use.  Energy-efficient strategies can be 

coordinated at the level of the entire infrastructure, such as a 

grid or hybrid acknowledgments.  

 

1.2.1. Energy Conservation in the Cloud 

 

For a cloud infrastructure to be instrumented to conserve 

energy, it needs more than just hosts that use little power. 

When considering how to treat energy-aware equipment in the 

cloud, it's important to consider the complete cloud 

architecture.  Here we'll talk about the parts of a typical cloud 

infrastructure that cause a fair amount of heat to be generated 

(T. Mastelic, 2012). 

• Hardware with low power consumption: Using energy-

efficient components in the data centre, server, and virtual 

machine levels are the best way to reduce host-side power 

consumption. Energy Star in the United States and TCO 

Certification in Europe are just two of the international 

standardization organizations that assign ratings to 

consumer goods for their efficacy in saving energy.  To 

calculate the carbon emissions and environmental impact 

of computer parts, this rating is essential.  SSD drives, a 

type of modern storage media, are more energy-efficient 

than traditional hard disc drive (HDD) drives.  Despite 

this, the price is high enough (Wajid, 2013). 

• Energy Efficient Resource Scheduling: Scheduling 

resources in a way that minimizes energy consumption is a 

crucial step in building any kind of cloud infrastructure. 

Therefore, cloud resource scheduling is an absolute 

necessity. Studies have been conducted to describe the 

scheduling procedure for virtual machines and computing 

grids. Every server, however, has a finite amount of 

resources. The scheduling of requests/jobs is essential 

here. When it comes to cloud computing, applications are 
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seen as business processes that involve a variety of mental 

procedures.  To assign cloud resources to specific jobs, it 

is necessary to plan out both the resources and the jobs 

ahead of time. Several methods for scheduling resources 

have been developed thus far; these algorithms focus on 

issues like resource availability and reliability. Algorithms 

for scheduling tasks are also being developed. Some new 

ones are being built using OS design principles.  While 

developing resource schedulers (Li, 2010), it is important 

to take into account a wide variety of factors, such as the 

resources' availability, energy consumption, reaction time, 

dependability, etc. 

• Clusters of energy-efficient servers: It faces the 

challenge of reducing power dissipation from central 

processing units. Here, central processing units (CPUs) 

take in the energy from the power source and release it 

through switching device operations and wasted heat. 

Energy-efficient servers often have 100% CPU use, which 

significantly reduces power consumption. However, it's 

possible that other cluster components, such as memory 

devices, storage segments, network peripherals, etc., 

require a sizable amount of power as well. Because of this, 

a Virtual Machine could potentially consume a lot of 

power- driven energy. With the throughput and latency of 

the system in mind, new methods are being developed to 

decrease this power dissipation among clusters of servers 

(Beloglazov, 2011). 

• Energy-Efficient Network Infrastructure in the Cloud: 

Scientists place a premium on lowering the energy 

requirements of all parts of the cloud's computing system. 

However, we do not place as much emphasis on reducing 

network infrastructure's energy use. Wire-based and 

wireless networks are both used in a cloud environment. 

ICT energy has published research that calculates the 

amount of energy used by the radio access network. 

According to the data collected, the infrastructure is 

responsible for consuming a sizable portion of the total 

energy. The volume of money spent on things like 

network upkeep and staffs is roughly paralleled by the sum 

of money spent on energy use.  The usage of micro-sensor 

architectures has become widespread recently.  It is made 

up of four main parts: the power source, the digital 

processor, the radio transceiver, and the sensing circuits. 

 

II. LITERATURE REVIEW 

 

Some strategies for reducing the power consumption of cloud 

computing were proposed by (Usvub, 2017) (Han, 2018) 

presented a resource-usage-aware energy-saving server 

consolidation algorithm (RUAEE) that can improve resource 

utilization and cut down on the number of live migrations of 

virtual machines. According to the findings of the 

experiments, RUAEE can decrease energy usage and the 

number of SLA violations in the cloud data center. 

Sharma (2017)  presented research on green computing that 

looked into how to write programs that make the most of a 

computer's processing power by employing all of its cores at 

once, thereby running more quickly than if they had been 

written for a single core and so using less power. The research 

is backed up by a case study. The study also found that the 

multi-core method outperformed the single-core method only 

when the number of computations required was high. 

For randomly dispersed WSNs, (Kumar, 2017) proposed the 

utilization of Huffman coding close by an Ant Colony 

Optimization (ACO) based Lifetime Maximization (HA-LM) 

strategy (WSNs). They exhibited that the proposed technique 

beat the on-going prescribed procedures. The strategies and 

results of green distributed computing have been looked at by 

(Farooqi, 2017). 

As well as inspecting the essential standards of creation and 

execution, markers and upsides of green figuring, and 

depicting the European Union undertaking Green 

(Kharchenko, 2017) likewise made sense of the originations 

and order of green I.T designing. Green distributed computing 

is the focal point of examination by (More, 2017) , who 

investigated a few unique methodologies, models, and 

calculations for accomplishing this objective. Virtualization is 

the technique utilized. The focal point of the examination is 

on virtual machine combination (VMs). 

By turning off and on machines as needed, we may reduce our 

energy consumption. All of the suggested methods focus on 

reducing data centers' energy use and hence saving money. 

The effectiveness of existing green computing programs was 

analysed by (Mesaad, 2017), who compared and contrasted 

them in a comprehensive report. From the perspective of e-

waste management, HP's approach is the most 

environmentally friendly of its kind. According to recent data 

on energy savings and the credibility of their labels, the 

Energy Star and EPEAT efforts stand out as the most effective 

programs in this area. 

In their article (AlMusbahi, 2017) the progress and 

difficulties of environmentally friendly computer systems. 

With an eye on green software and a user survey, (Kern, 

2018) reviewed the state of green computing awareness and 

methods for raising such awareness. 

 

 
Figure 2: Evolution of Cloud Computing 

 

2.1 Energy Efficiency's Function in Cloud Data Centres 

 

The development of distributed computing has made it a key 

worldview. It offers a successful and dynamic method for 

utilizing a PC to satisfy all IT prerequisites, including those 

for PC stockpiling and programming. Through virtualization, 

a cloud server farm might give a powerful and compelling 
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registering climate. This thought has gotten a ton of 

consideration and provoked the interest of organizations 

hoping to save on equipment and programming. At the point 

when huge number of clients utilize similar assets and pay just 

for what they use, colossal adaptability, and dynamic 

provisioning are made conceivable. 

Lattice figuring, equal registering, virtualization, 

containerization, and conveyed processing are basic ideas in 

distributed computing. The most up to date rising points are 

miniature assistance design and SOA (administration arranged 

engineering). Using virtual foundation, cloud innovation has 

as of late emerged to fulfill shoppers' computationally serious 

requirements. 

Through the web, the cloud can be found and gotten to 

anyplace on the planet (Bharany, et al., 2021). Also, a few 

cloud server farms have been fabricated, giving tremendous 

PC foundation. 

Monstrous PCs housed in these server farms need extra 

figuring assets including capacity, cooling gear, and 

reinforcement framework support (Rajkumar & Sukhpal, 

2018). Moreover, the server farm's huge numbers of servers 

possesses a lot of room and utilize a great deal of power. 

These servers create heat, in this way they should be kept in a 

totally cooled space that is particularly made for server farms. 

Server farms are likewise expected to utilize more energy 

rapidly (Kupiainen, Mantyla, & Itkonen, 2015). 

As per a gauge, from 2010 to 2020, the level of force utilized 

in server farms will increment worldwide by 1.3% to 8% 

(Fatemeh Jalali, 2022). It is plentifully clear from this huge 

ascent in server farm power utilization that numerous servers 

and server farms are endeavouring to fulfill the rising need for 

cloud administrations (Chen, Schneider, Yang, Grundy, & He, 

2012). Since not all of the power gave to a server farm is 

utilized to work distributed storage benefits, this habitually is 

an inefficient utilization of energy. 

As a steady power source, the cooling network utilizes a lot of 

energy. Up to half of the limit in more seasoned server farms 

is involved by non-server hardware (Barroso, Clidaras, & 

Hölzle, 2013) 

The plan and activity periods of these server farms don't yet 

follow the ideal energy the executive’s designs. Be that as it 

may, the business has gained critical headway around here. 

Subsequently, finding answers for support a server's energy 

effectiveness in a server farm is currently a main 

consideration in the chance of upgrading server farms' energy 

productivity (Farahnakian, et al., 2015). 

 

III. OBJECTIVE OF THE STUDY 

 

• To analyze the system to convey green figuring 

administrations in distributed computing settings. The 

structure is based on methodologies for arranging and 

combining. 

• The exhibition of the proposed system is evaluated and 

thought about against other related techniques proposed in 

the writing utilizing Cloud Sim.  

 

 

 

IV. PROPOSED METHODOLOGY 

 

To assess the techniques set forth in the field of distributed 

computing, various approved re-enactment apparatuses have 

been created. One of the most notable open-source 

reproduction apparatuses is Cloud Sim. Green figuring 

strategies are not upheld by its library, by and by. 

Subsequently, it should be improved with a client 

characterized bundle to permit the re-enactment of green 

figuring strategies. This bundle contains the classes and 

strategies important for building cloudlets of virtual machines 

(VMs) that are connected with power credits like power 

utilization rate, lower and upper edge upsides of usage 

expected for combination, power utilization cost, measures of 

force consumed by IT and non-IT parts, and so on. Classes for 

fostering the rationale of booking, combination, and 

movement calculations are likewise included. The recreation 

climate should be set up prior to starting the Cloud Sim 

assessment of the proposed system. The prerequisites of the 

solicitations to be served and a depiction of the cloud stage 

being utilized make up the setup. A server farm with 200 

virtual machines (VMs), 20 servers, and 3000 computational 

assets is utilized for our examinations. For each computational 

asset, the electrical energy use goes from 1 to 10 KW/h. 2000 

to 4000 MIPS is the speed range for registering assets. The 

solicitations are made similarly, going from 1000 to 5000. The 

Poisson model (H. Khazaei, 2012) administers the appearance 

pace of endlessly demands are free. 

 

V.  RESULT AND DISCUSSION 

 

To exhibit the presentation appraisal of the recommended 

EEH system, the aftereffects of reproduction tests are 

introduced and examined in this part. The Proactive and 

Reactive Scheduling (PRS) calculation (H. Chen, 2015), the 

Enhanced Conscious Task Consolidation (ECTC) technique 

(S. Mustafa et al, 2019), the Maximum Utilization (Max Util) 

technique (S. Mustafa et al, 2019), and the Energy 

Performance Trade-off Multi-Resource Cloud Task 

Scheduling Algorithm (ETMCTSA) (S. Mustafa et al, 2019) 

are utilized to assess the presentation of the proposed EEH 

system. The PRS calculation makes a planning calculation 

that makes the timetable and fixes it powerfully while the 

execution is occurring. While the ETMCTSA depends on the 

product (planning) technique, the ETEC and MAxUtil 

approaches rely upon the combination system.  

For the accompanying reasons, every one of these calculations 

was picked to be contrasted with the proposed EEH structure 

for the accompanying reasons: 

• PRS: By increasing and down handling assets, the PRS 

centers around bringing down power utilization for 

ongoing inquiries. To ensure that the proposed EE 

structure can have higher power execution for a wide 

range of solicitations, including ongoing ones, we are 

contrasting it with the PRS. 

• ETCT and MaxUtil: The ECTC technique picks servers 

for combination in light of their power utilization. The 

servers with the most noteworthy computational limit are 

picked for union utilizing the MaxUtil strategy. The two 
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techniques are decided to contrast and the proposed system 

to sort out how well the lower and upper limit values in 

the EEH structure work. 

• ETMCTSA: As a planning based calculation, the 

ETMCTSA calculation was picked for correlation since it 

centers around diminishing power utilization or saving 

time as per the requirements of the customers. The 

solidification isn't utilized by the ETMCTSA. In this way, 

contrasting the proposed EEH system with the ETMCTSA 

can show how well the EEH structure's solidification 

functions.  

 

PUE, DCEP, and cost-saving are a portion of the correlation 

pointers. As per the International Energy Agency, one of the 

most notable benchmarking measurements for surveying 

server farm proficiency as far as electrical power use is the 

PUE, which is characterized in condition(L. Mao et al, 2018) 

(D. Bertsekas, 2019). A server farm is believed to be more 

efficient in the event that its PUE levels are lower. PUE 

should have a worth more prominent than or equivalent to 1 

(E. Principi, 2019). 

 

Table 1: Comparison of PUE 

  EE PRS ECTC 

Max-

Util ETMCTSA 

1000 2.5 2.6 2.5 2.6 2.7 

2000 2.6 2.6 2.5 2.7 2.8 

3000 2.8 2.8 2.7 2.8 2.9 

4000 2.9 2.9 2.8 2.9 3 

5000 3 3.3 3 3 3.2 

(a) 50VMs 

 

  EE PRS ECTC 

Max-

Util ETMCTSA 

1000 2.6 2.5 2.4 2.6 2.6 

2000 2.7 2.8 2.6 2.7 2.7 

3000 2.8 3 2.8 2.8 2.9 

4000 2.9 3.1 2.9 3.2 3.3 

5000 3.1 3.4 2.7 3.5 3.1 

(b) 100VMs 

 

  EE PRS ECTC 

Max-

Util ETMCTSA 

1000 2.6 2.7 2.8 3.2 3.6 

2000 2.6 2.7 2.9 3 3.4 

3000 2.9 2.6 2.8 3.2 3.4 

4000 3.1 2.8 2.7 2.9 3 

5000 2.4 2.6 2.7 2.9 3.4 

(c) 150 VMs 

 
Figure 3: Comparison of PUE 50 VMs 

 

 
Figure 4: Comparison of PUE 100 VMs 

 

 
Figure 5: Comparison of PUE 150 VMs 

 

The PUE of the proposed EE structure, PRS, ECTC, MaxUtil, 

and ETMCTSA for different quantities of VMs is displayed in 

Table 1 (a–c) or figure 3, 4 and 5. The quantity of solicitations 

made by cloud clients is addressed on the x-hub, and the 

deliberate PUE esteem is displayed on the y-hub. It is 

exhibited that the proposed EEH system has a lower PUE 

esteem than different techniques. This shows that the 

recommended structure is more effective at using power than 

different techniques. The use of both booking and union 

systems in the proposed EE structure for electrical energy 

reserve funds is the essential driver of that. The other 

methods, on the other hand, only take into account one 

strategy for power conservation, which results in higher power 

usage. If only the scheduling strategy is used, the runtime 

conditions might have an impact on some servers. Due to 

under loaded and overloaded circumstances, this could result 

in increased power consumption. If just the consolidation 

strategy is used, queries can first be allocated to servers that 
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are inefficient from the standpoint of power usage. More 

electricity could be used as a result of this. 

 

Table 2: Comparison of DCEP 

  EE PRS ECTC Max-Util ETMCTSA 

1000 255 250 245 230 200 

2000 220 210 205 200 190 

3000 200 190 185 182 181 

4000 200 180 175 170 160 

5000 190 170 160 150 140 

(a) 50 VMs 

  EE PRS ECTC Max-Util ETMCTSA 

1000 310 290 285 250 240 

2000 300 280 270 230 210 

3000 290 280 260 240 230 

4000 270 260 230 220 210 

5000 250 245 240 230 195 

(b) 100 VMs 

  EE PRS ECTC Max-Util ETMCTSA 

1000 350 320 310 220 190 

2000 320 290 280 270 260 

3000 290 280 260 240 230 

4000 270 260 220 210 205 

5000 270 240 230 220 190 

      

(c) 150 VMs 

 

 
Figure 6: Comparison of DCEP of 50 VMs 

 Figure 7: Comparison of DCEP of 100 VMs 

 

 
Figure 8: Comparison of DCEP of 150 VMs 

 

The proposed EE structure has more prominent DCEP values 

than different techniques, as is displayed in Table 2 (a-c) or 

figure 6, 7 and 8. This is on the grounds that the EE structure 

plans solicitations to the gadgets with the most minimal power 

utilization and works furthest degree doable to diminish the 

quantity of dynamic servers in the server farm. Subsequently, 

less electrical energy is utilized, and the DCEP is higher. 

 

 
Figure 9: Comparison of Cost saving (%) of 50 VMs 

 
 

Figure 10: Comparison of Cost saving (%) of 100 VMs 
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Figure 11: Comparison of Cost saving (%) of 150 VMs 

 

Customers' percentage cost savings are shown in Table 3 (a-c) 

or Figure 9, 10 and 11 when the proposed EE framework, 

PRS, ECTC, MaxUtil, and ETMCTSA are used. The x-axis in 

this graph represents the quantity of client requests, and the y-

axis the percentage of cost savings. The chart demonstrates 

that, when compared to the other strategies, the suggested 

EE framework has the highest proportion of cost-savings. This 

is due to the EEH framework's reliance on applying two 

strategies for electrical power conservation rather than just 

one. Because of this, the EEH uses fewer resources than the 

other approaches. As a result, some resources will be 

accessible to fulfil additional demands. As a result, the 

EE saves more money than the other methods. 

 

5.1 Discussion 

 

The servers that will be consolidated as well as the servers 

that will host the consolidated servers' virtual machines are 

chosen using a proposed consolidation algorithm. The 

migration of the VM from the consolidated servers is then 

carried out using a migration algorithm. In terms of Power 

Usage Effectiveness (PUE), Data Centre Energy Productivity 

(DCEP) and cost-savings, the EE framework is superior to 

systems that rely on just one approach to reduce power usage. 

 

VI. CONCLUSION 

 

This examination paper proposes and surveys half breed 

engineering for green distributed computing that requires 

some investment based power utilization model. The proposed 

arrangement relies upon utilizing both the booking and 

solidification systems, not at all like past techniques 

recommended in the writing. In the first place, the 

solicitations from shoppers are organized as per the requests 

for power utilization and reaction time. The analysis of cloud 

computing's energy management, green cloud metrics, the 

overall energy consumption model, and green cloud 

architecture has also been completed. Although there have 

been numerous studies on green cloud computing and efforts 

to reduce data center power consumption are currently on-

going, cloud computing cannot be branded as environmentally 

friendly. Because it is cost-effective, cloud computing is 

widely used, but is it really worth endangering the 

environment? Before people switch from traditional 

computing to cloud computing in the future, they should 

compare how much energy each uses.  As the saying goes, in 

order to improve something, we must first measure 

it.  Therefore, attention must be paid to the energy expenditure 

brought on by persistent cloud computing. We'll research how 

failures affect power consumption rates. In order to accurately 

predict server utilisation and learn different associated aspects 

of scheduling and consolidation, deep learning techniques  E. 

Principi, D. Rossetti, S. Squartini the and F. Piazza, (2019) 

will be applied. We also plan to use a load-balancing method 

to make the scheduling process better.  

 

References  

1. AlMusbahi, Ibtehaj, et al. "Survey on Green Computing: 

Vision and Challenges." International Journal of Computer 

Applications 167.10 (2017) 

2. Barroso, L.A.; Clidaras, J.; Hölzle, U. The Data center as a 

Computer: An Introduction to the Design of Warehouse-

Scale Machines, Second edition. Synth. Lect. Computer. 

Archit. 2013, 8, 1–154. 

3. Beloglazov, A., Buyya, R., Lee, Y. C., & Zomaya, A. 

(2011). A taxonomy and survey of energy-efficient data 

centers and cloud computing systems. Advances in 

computers, 82, 47-111. 

4. Beloglazov, A.; Buyya, R.; Lee, Y.C.; Zomaya, A. A 

Taxonomy and Survey of Energy-Efficient Data Centers 

and Cloud Computing Systems (Version 2). arXiv 2010, 

arXiv:1007.0066. 

5. Bharany, S.; Sharma, S.; Badotra, S.; Khalaf, O.I.; 

Alotaibi, Y.; Alghamdi, S.; Alassery, F. Energy-Efficient 

Clustering Scheme for Flying Ad-Hoc Networks Using an 

Optimized LEACH Protocol. Energies 2021, 14, 6016.  

6. Chen, F.F.; Schneider, J.; Yang, L.Y.; Grundy, J.; He, Q. 

An energy consumption model and analysis tool for Cloud 

computing environments. In Proceedings of the 2012 First 

International Workshop on Green and Sustainable 

Software (GREENS), Zurich, Switzerland, 3 June 2012; 

pp. 45–50 

7. D. Bertsekas, “Feature-based aggregation and deep 

reinforcement learning: a survey and some new 

implementations,” IEEE/CAA J. Autom. Sinica, vol. 6, no. 

1, pp. 1-31, Jan. 2019.  

8. E. Principi, D. Rossetti, S. Squartini and F. Piazza, 

“Unsupervised electric motor fault detection by using deep 

auto-encoders,” IEEE/CAA J. Autom. Sinica, vol. 6, no. 2, 

pp. 441-451, Mar. 2019. 

9. Energy Consumption Comparison of Nano and 

Centralized Data Centers Fatemeh Jalali, Rob Ayre, Arun 

Vishwanath, Kerry Hinton, Tansu Alpcan, Rod Tucker. 

Available online:  

10. Farahnakian, F.; Ashraf, A.; Pahikkala, T.; Liljeberg, P.; 

Plosila, J.; Porres, I.; Tenhunen, H. Using Ant Colony 

System to Consolidate VMs for Green Cloud Computing. 

IEEE Trans. Serv. Comput. 2015, 8, 187–198. 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 6 

Article Received: 25 March 2023 Revised: 12 April 2023 Accepted: 30 May 2023 

___________________________________________________________________________________________________________________ 
 

 

    535 

IJRITCC | June 2023, Available @ http://www.ijritcc.org 

11. Farooqi, Abdul Majid. "Comparative Analysis of Green 

Cloud Computing." International Journal of Advanced 

Research in Computer Science 8.2 (2017). 

12. Garg, Saurabh Kumar, and Rajkumar Buyya. "Green cloud 

computing and environmental sustainability." 

13. H. Chen, X. Zhu, H. Guo, J. Zhu, X. Qin, J. Wu, “Towards 

energy-efficient scheduling for real-time tasks under 

uncertain cloud computing environment,” Journal of 

Systems and Software, vol. 99, pp. 20–35, 2015 

14. H. Khazaei, J. Misi , and V. B. Misi, “Performance 

Analysis of Cloud Computing Centers Using M/G/m/m + r 

Queuing Systems” IEEE Transaction on Parallel and 

Distributed Systems , Vol. 23, Issue 5, 2012. 

15. Han, Guangjie, et al. "Resource-utilization-aware energy 

efficient server consolidation algorithm for green 

computing in IIOT." Journal of Network and Computer 

Applications 103 (2018):  205-214. 

16. Harnessing Green IT: Principles and Practices 2012 

(2012): 315-340.  

17. Kharchenko, Vyacheslav, and Oleg Illiashenko. "Concepts 

of green IT engineering: taxonomy, principles and 

implementation." Green IT Engineering: Concepts, 

Models, Complex Systems Architectures. Springer, Cham, 

2017. 3-19.  

18. Kumar, Sushil, Omprakash Kaiwartya, and Abdul Hanan 

Abdullah. "Green computing for wireless sensor networks: 

Optimization and Huffman coding approach." Peer-to-Peer 

Networking and Applications 10.3 (2017): 592-609 

19. Kupiainen, E.; Mantyla, M.; Itkonen, J. Using metrics in 

agile and lean software development–a systematic 

literature review of industrial studies. Inf. Softw. Technol. 

2015, 62, 143–163 

20. L. Mao et al, “A multi-resource task scheduling algorithm 

for energy-performance tradeoffs in green clouds,” 

Sustainable Computing: Informatics and Systems, Vol. 19, 

2018, Pp. 233– 241. 

21. Li, Y., Guo, L., & Prasad, S. K. (2010, June). An energy-

efficient distributed algorithm for minimum-latency 

aggregation scheduling in wireless sensor networks. In 

2010 IEEE 30th international conference on distributed 

computing systems (pp. 827-836). IEEE. 

22.  M. Gupta, “A review on energy efficient techniques in 

green cloud computing,” International Journal of 

Advanced Research in Computer Science and Software 

Engineering, vol. 5, pp. 550–553, 2015 

23. Mastelic, T., Oleksiak, A., Claussen, H., Brandic, I., 

Pierson, J. M., & Vasilakos, A. V. (2014). Cloud 

computing: Survey on energy efficiency. Acm computing 

surveys (csur), 47(2), 1-36. 

24. Mesaad, Mariam, et al. "Survey on the Global Green 

Computing Initiatives." International Journal of Computer 

Applications 167.7 (2017). 

25. More, Nitin S., and Rajesh B. Ingle. "Challenges in green 

computing for energy saving techniques." Emerging 

Trends & Innovation in ICT (ICEI), 2017 International 

Conference on. IEEE, 2017 

26. Murugesan, S. (2008). Harnessing green IT: Principles and 

practices. IT professional, 10(1), 24-33. 

27. Rajkumar, B.; Sukhpal, S.G. Sustainable Cloud 

Computing: Foundations and Future Directions. Bus. 

Technol. Digit. Transform. Strateg. Cut. Consort. 2018, 

21, 1–9. 

28. Riman Mandal, Manash Kumar Mondal, Sourav Banerjee, 

Chinmay Chakraborty, Utpal Biswas,11 - A survey and 

critical analysis on energy generation from 

datacenter,Editor(s): Tin Thein Thwel, G.R. Sinha,Data 

Deduplication Approaches, 

29. Rivoire, Suzanne, Mehul A. Shah, Parthasarathy 

Ranganathan, and Christos Kozyrakis. "JouleSort: a 

balanced energy-efficiency benchmark." In Proceedings of 

the 2007 ACM SIGMOD international conference on 

Management of data, pp. 365-376. 2007. 

30. S. Mustafa et al, “SLA-Aware Best Fit Decreasing 

Techniques for Workload Consolidation in Clouds,” IEEE 

Access, Vol. 7, 2019, pp. 135256 – 135267. 

31. Sharma, Manoj Kumar. "Software Level Green 

Computing with Multi-Core Processors using Fork-and-

Join Framework." (2017).  

32. Usvub, Kafiyah, Abdul Majid Farooqi, and M. Afshar 

Alam. "Edge Up Green Computing in Cloud Data 

Centers." International Journal  of Advanced Research in 

Computer Science 8.2 (2017). 

33. Uyya, Rajkumar, Chee Shin Yeo, and Srikumar 

Venugopal. "Market-oriented cloud computing: Vision, 

hype, and reality for delivering it services as computing 

utilities." In 2008 10th IEEE international conference on 

high performance computing and communications, pp. 5-

13. Ieee, 2008.  

34. Wajid, U., Pernici, B., & Francis, G. (2013, October). 

Energy efficient and CO2 aware cloud computing: 

Requirements and case study. In 2013 IEEE International 

Conference on Systems, Man, and Cybernetics (pp. 121-

126). IEEE. 

35. Y. S. Patel, N. Mehrotra and S. Soner, “Green cloud 

computing: A review on green IT areas for cloud 

computing environment,” Proc. Futuristic Trends on 

Computational Analysis and Knowledge Management 

(ABLAZE), 2015  

 

http://www.ijritcc.org/

