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Abstract 

Buses are the most popular and easy mode of transportation in all over the world. The state government operates bus service in all 

routes with low-cost fare. Traffic congestion has risen at an alarming rate due to an increase in the number of automobiles. Travel 

time have increased as a result, while accessibility and mobility have worsened. The primary challenge encountered by passengers 

is the absence of information regarding bus numbers that are accessible on a certain route and the approximate time of bus departure.  

The delay in bus operations, could have several reasons which are inclement weather, traffic jam, and breakdowns. Neither the 

arrival time of the bus nor the delay are known to the people waiting at the bus stop. In order to address this problem, encouraging 

the usage of public transportation seems to be a feasible way. Over the past ten years, prediction of bus arrival time has become a 

fascinating subject around the world. In the transportation sector, Machine Learning (ML) technologies have already shown great 

promise and have additionally shown to yield a larger return on investment than traditional methods. In this research work , authors 

propose and develop predictive models to predict public transport demand for passenger transit based on bus arrival time. The 

dataset shows the proportion of buses operated by the Rochester-Genesee Regional Transportation Authority (RGRTA) that arrive 

on time. Initially, lazy predict classifier is used for solving regression-based dataset for predicting the bus demand in On-time based 

passenger transit. Based on the examination of lazy classifiers, the Decision Tree Regressor (DTR) has been identified as the best 

model. It is assessed using the most advanced hyperparameter optimization framework (OPTUNA). The proposed OPTUNA based 

DTR which is utilized to identify On-time performance of bus services-based passenger transit. Using OPTUNA for search is an 

efficient and beneficial approach considering the search speed and the improvement in model accuracy. According to the 

experimental data, the proposed approach performs better where the R-squared score is 0.9878 with best hyperparameter to be 

optimized.  
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Introduction 

Traffic congestion has become a worldwide phenomenon and 

has grown at a rapid pace in recent years. The increase in 

population growth, motorization and urbanisation are blamed 

for this spike. Congestion damages the transportation 

network, lengthens travel time, emits more emissions and fuel 

also decreases travelling and easy access. Building more 

roads, highways, separate lanes, and other transportation 

infrastructure can help to mitigate this problem by increasing 

its capacity. Due to its own drawbacks, this option is not 

practical. Despite being the most popular mode of 

transportation, travellers are unaware of details like arrival 

time, precise routes, and buses that are available along the 

way. It is expected of passengers to remain immobile for an 

endless period of time without being informed regarding the 

bus where the people are waiting for or any other information 

about it. The challenging task for managing bus services are 

due to lack of information about route, location and traffic. In 

order to tackle the issues encountered by policy makers and 

bus managers, Intelligent Transportation System (ITS) has 

been suggested [1].   Without building new infrastructure, the 

goal of these transport services and technologies is to improve 

the effectiveness, safety, dependability, and environmental 

sustainability of existing transport networks. Promoting 

public transport to make it more desirable than private 

vehicles is a key component of ITS. From the viewpoint of 

the passenger, one of the most crucial markers of a 

dependable and appealing bus service is the provision of 

accurate journey and schedules for arrival [2].  A new age in 

http://www.ijritcc.org/
mailto:thiagarajan.nvr@gmail.com
mailto:drsp1974@gmail.com


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 

 
    4329 
IJRITCC | November 2023, Available @ http://www.ijritcc.org 

transportation engineering and quality control has been 

brought about by the integration of growing technologies in 

public transportation, such as real-time tracking systems and 

new automatic data collecting. The challenge at hand is 

carrying out an extensive investigation to comprehend and 

measure the impact of punctuality on bus passengers. On-

time performance refers to the ability of bus services to 

adhere to their published schedules, arriving and departing 

from stops as planned. 

In the transportation sector, ML technologies have already 

shown great promise and have even  shown to yield a larger 

return on investment than traditional methods. Still, there is 

room for improvement in the use and exploitation of 

ML techniques in transportation-related problems. The 

fundamental objectives of these solutions are to lessen traffic, 

enhance security and reduce human mistake, limit adverse 

environmental effects, optimum energy efficiency, and raise 

surface transportation productivity and efficiency. In feature 

engineering, data analytics can be enhanced by the capability 

of ML models and it transforms the unstructured data into 

features so that important information in the data can be 

highlighted. The prediction power of computational 

approaches can be increased while streamlining and 

accelerating data transformations by feature engineering to 

choose pertinent features or create unique features for both 

supervised and unsupervised learning. ML-based model 

might help bridge the gap between passengers and transport 

service. This research work has suggested a Lazy Predict (LP) 

model, which is simple and straightforward for anyone who 

is familiar with scikit-learn. In this study to provide 

prediction for create a Lazy Classifier (LC) instance which 

will get predictions from all of the models for each and every 

observation. The framework must fit the data for each model, 

then use metrics to determine which model has the highest 

accuracy for the current dataset, and finally pick the optimal 

model. The effectiveness of any classification algorithm is 

largely dependent on its ideal hyperparameters [3, 4]. The 

best set of hyperparameters can be chosen to increase the 

classification algorithm's accuracy. 

To determine the ideal hyperparameter values for the ML 

model, an advanced hyperparameter optimisation framework 

(OPTUNA) [5] was used in this investigation. As a result, 

among the available hyperparameters, the best appropriate set 

was chosen for this investigation. There are several ways to 

achieve hyperparametric optimisation, including grid and 

random searches. The OPTUNA hyperparametric search is an 

additional technique. Conventional random and grid search 

methods waste a lot of time and are inefficient since they do 

not learn from the previous optimisation, which is mostly 

dependent on the amount of hyperparameters in the ML. As 

needed, the OPTUNA framework modifies the 

hyperparameters based on ongoing learning from prior 

optimisations. Consequently, OPTUNA was selected for 

hyperparameter optimisation in the present research. 

The following is a list of this manuscript's primary 

contributions. 

● First, the percentage of buses that depart from their 

starting point or reach their destination is included in a 

data collecting module that gathers information on on-

time performance. 

● To acquire data from open-source data repository and pre-

process it using python libraries. 

● To build ML models for the classification problem, and 

train them with the pre-processed dataset. 

● To evaluate ML models based on various accuracy 

metrics to get the best fit model using LP classifier. 

● To optimize the hyperparameters using optimization 

techniques/algorithms to fine tune   the model. 

● To compare the chosen models and finalize on the robust 

classification model to accurately predict the demand of 

bus required for a given period of time based on passenger 

transit. 

 

Literature Review 

A real-time bus management system that considers a variety 

of aspects, such as traffic congestion and the environment, is 

described by Shanthi et al. [6]. Passengers receive 

notification of the estimated bus arrival time at their endpoint 

through an HCI-based website and a mobile app.  There are 

few factors such as weather and the flow of traffic in the bus's 

present location are utilised for the ETA prediction 

employing the Support Vector Regression technique.  When 

tested, the model displayed an RMSE of 27 seconds.  The 

goal of the Hossein Moosavi et al. [7] describes to identify 

the optimal tree-based ML algorithm and route creation 

approach for bus journey time prediction for high- and a low-

frequency bus route. Furthermore, the precise, dependable, 

and useful "key stop-based" route creation method was first 

presented in this study. In the work by Faruk Serin et al. [8] 

discusses bus arrival time was predicted using ML techniques 

with a three-layer architecture. The data used in the case study 

came from Istanbul's public transport system, and it was 

processed using both classic and three-layer architecture to 

apply a variety of ML techniques. According to the 

experimental findings, the three-layer architecture produced 

effective outcomes with a MAPE of roughly 2.552. A model 

to simulate the actions of buses and forecast their delays is 

attempted to be built, as described by Palys et al. [9]. 

Shrivathsa et al [10] predicting travel time of bus from 

historical data is proposed using Artificial Neural Network 

(ANN). By analysing the data, calculate the time taken to 

reach the destination for every trip and every day. A new 

ANN method proves that, it is accurate and speed to predict 

the travel time. The public transportation system's success or 
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failure is largely dependent on its dependability. The 

predicting issue for transport travel systems was proposed by 

Dan Luo, Dong Zhao, et al. [11] discusses about bus transit 

system and passenger flow prediction using Deep Learning 

(DL). The real-time application proposed by Nagaraj et al. 

[12] aids in the detection of traveller movement at a separate 

site. Several elements in the dataset are taken into account for 

forecasting, including bus type, bus id, source, destination, 

number of passengers, slot number and income. After the 

parameters are processed and the clustered data is divided 

into regions and sent to the deep learning model for 

prediction. Next, the clustered data is moved to a Long Short-

Term Memory (LSTM) model, which eliminates redundant 

data from the obtained data. Predicting bus passengers is 

made more accurate by these systems. To improve the 

precision of forecasting the demand for bike sharing, Yang et 

al. [13] discusses the several parameters where the suggested 

model has the potential to significantly increase forecast 

accuracy. Additionally, this paper examines the impact of 

various parameters on the predictions made by the model at 

different times. Bidirectional LSTM (Bi-LSTM) networks 

were employed by Collini et al. [14] to calculate the quantity 

of bikes and open bike slots at bike-sharing stations. 

Mehdizadeh Dastjerdi and Morency initially identified six 

communities in the bike-sharing network, and then this paper 

discusses about CNN-LSTM for predicting the demand for 

pickups in each neighbourhood [15]. The flow of passenger 

anticipating based on the UBTS was examined by Archana et 

al. [16]. Here, UBTS concerns are discussed, including 

prediction of delays, driver conduct, passenger flow, 

passenger comfort perception fleet size, vehicle failures and 

sound level. The strategies and solutions for urban transport 

have offered to address these problems are evaluated. In order 

to retain a respectable level of service across the whole bus 

network, Xubin Zhai and Yu Shen [17] discusses low-

demand bus services are less likely to be disrupted by real-

time cross-line bus dispatching that utilizes scarce vehicle 

resources, where the proposed model achieves 5% MAPE.  

The bus-passenger-flow data has erratic features, which 

Yulong Pei [18] addresses by WPD to break them down into 

smoother components. The Bi-LSTM model improves the 

model's capacity for analysing the passenger flow pattern due 

to the periodicity and nonlinearity of the passenger-flow data. 

A model for predicting traffic flow based on sparse regression 

was presented by Zheng et al. [19]. Extreme gradient boosting 

(XGBoost), was employed by Sun et al. [20] and Lu et al. [21] 

to predict the level of traffic on the highway. A DL model 

was developed by Chen et al. [22] for prediction of traffic 

flow in metropolitan road networks. 

Dataset Description 

Based on passenger travel, this statistic determines the 

proportion of RGRTA buses that arrive on time. The 

percentage of buses that depart from their starting point or 

reach their destination between 2:59 and 5:59 minutes early 

is known as the on-time performance. This dataset includes 

subsidiary, month, year, percent On-time and ridership. The 

total number of passengers, riders, or boardings is referred to 

as ridership. It contains a total of 1178 records, and it has 5 

attributes described in figure 1.  

 
Figure.1 Recommended dataset based on randomizing the 

rows 

 

Data Preprocessing 

Along with data collection, a missing value check is 

performed, and the result is an imputed missing value. The 

dataset can be transformed to float values because the data 

cannot be strings.  After missing imputation, the data is pre-

processed using Robustscaler and label encoder to handle 

scaling the all-variable unit as unique.  Scikit-Learn offers the 

Label Encoder class for this reason, which allows you to 

convert all string values to float values. It provides a unique 

numerical value for every category in a variable, making it 

easier for ML algorithms to examine and comprehend the 

data. After removing the median, RobustScaler scales the 

data using the quantile range. Figure 2 displays the pre-

processed data. 

 

 
Figure.2 Pre-processed data 

 

As a consequence, as shown in Figure 3, a heatmap is 

constructed utilizing a few data points from the dataset. 

 

 
Figure 3 representation of correlation Heatmap 
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Research Methodology 

The performance of predictive support through data analysis 

and assist in providing prediction status to the user 

by proposed method which focus in identifying the best 

feature fits related to transportation demand. However, one 

critical factor that significantly influences the attractiveness 

of bus services to passengers is their on-time performance. 

The challenge at hand is carrying out an extensive 

investigation to comprehend and measure the impact of 

reliability on bus riders. This research work proposed 

OPTUNA framework has cogitates the best methodical 

approach due to it tuning parameters like learning rate, loss 

functions, etc. The Python language is used to develop and 

train this mode with the help of several libraries, including 

Matplotlib, NumPy, Scikit-Learn, and Pandas. After being 

cleaned, the real-time database's data is exported as a CSV 

file. The functions needed to carry out the 

hyperparameter optimizations are provided using Scikit-

Learn module. The overall proposed model is as shown in 

figure.4 

 

Figure.4 Proposed architecture for predicting transport 

demand for period of time 

This study employs an ML classifier model that is created by 

grouping different classifiers into a single supervised LP 

library. The dataset is split in term of models and predictions 

with respect to train dataset and test dataset. The 

classification models are made to be evaluated using LP 

supervised LazyRegressor library. LC provides a convenient 

and efficient way to fit and evaluate multiple ML models, 

simplifying the model selection process and allowing to focus 

on building the best model for our data. LP aids in the 

development of multiple, distinct, fundamental ML models 

using specific code and helps identify which models may 

perform more accurately avoiding the need for parameter 

tuning. In this study, regression-based datasets are solved 

using a lazy regressor in classifying the problem with better 

prediction of demand in bus transportation required for a 

given period of time from dataset. In order to employing the 

best readily accessible ML model, the LP classifier can be 

optimized for accuracy. This can be achieved by optimizing 

the top model's hyperparameters, as suggested by the 

OPTUNA hyperparameter tuning. This research work 

DecisionTree (DT) Regressor, LGBMRegressor and 

KNeighbors(KN)Regressor has chosen the best fit model to 

predict the On-time performance of bus services. Further, this 

DT regressor of untuned model has chosen best fit models 

based on predicted value which can be improved using 

OPTUNA framework. 

In ML, hyperparameter optimization is a crucial stage. 

OPTUNA was used in this proposed work to improve the 

untuned DTR model. This research work uses a unique 

define-by-run style that makes it relatively easy for users to 

adjust the ML algorithms of hyperparameters. According to 

OPTUNA, optimizing hyperparameters involves minimizing 

or maximizing an objective function that receives a collection 

of hyperparameters as input and outputs the function score. 

Without relying on externally supplied static constants, this 

function dynamically creates the search space of neural 

network architecture based on the number of layers and 

hidden units. A trial object is a special OPTUNA trace object 

that looks for the ideal value based on the hyperparameter's 

name and range. Through interaction with a trial object, 

OPTUNA gradually constructs the target function and, when 

the target function is being executed, uses the trial object to 

dynamically develop the search area. There are two types of 

sampling methods in OPTUNA: independent sampling and 

relational sampling. The correlations between parameters are 

exploited by relational sampling. The relationships between 

the parameters were not taken into consideration by 

independent sampling. Depending on the work and 

surroundings, both relational and independent sampling can 

be cost-effective. 

The proposed work describes untuned lazy predict DT 

regressor model were optimized and the loss function is 

http://www.ijritcc.org/


International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 

 
    4332 
IJRITCC | November 2023, Available @ http://www.ijritcc.org 

improved. The OPTUNA framework was utilized to improve 

the hyperparameters, and the primary loss function 

was utilized as the enhanced loss function. This research 

work, hyperparameter tuning of certain parameters are used 

to get the best hyperparameter model. The 13 

hyperparameters, including ccp_alpha, 

min_impurity_decrease, criterion, max_leaf_nodes, 

min_weight_fraction_leaf, max_depth, max_features,  

min_samples_leaf, presort, min_samples_split,  

random_state, min_impurity_split and splitter were chosen 

for parameter optimization to get best hyperparameter. 

Although these 13 hyperparameters were chosen for 

optimization using OPTUNA as shown in table.1. 

 

Table.1 DT regressor hyperparameter optimized using OPTUNA 

S.No hyperparameter name Untuned parameter Tuned parameter 

1 ccp_alpha 0.0 0.0322 

2 criterion MSE MSE 

3 max_depth None 12 

4 max_features None Sqrt 

5 max_leaf_nodes None None 

6 min_impurity_decrease 0.0 0.01423 

7 min_impurity_split None None 

8 min_samples_leaf 1 1 

9 min_samples_split 2 2 

10 min_weight_fraction_leaf 0.0 9.57418 

11 presort Deprecated Deprecated 

12 random_state None None 

13 splitter best best 

 

The hyperparameters are described as follows: 

ccp_alpha is at each stage of the pruning procedure, the cost 

difficulty pruning route which yields the real alphas and the 

related total leaf impurity. More of the tree is trimmed as 

alpha rises, growing the overall impurity of the leaves.  

Criterion is a function that assesses a split's quality.  

max_depth is the most levels that can be in each tree.  

max_features is the most features that are taken into account 

while dividing a node.  

min_samples_leaf represents samples that must be sorted at 

least once into a tree leaf.  

min_samples_split represents minimum number of samples 

required in a node for node splitting to occur.  

max_leaf_nodes represent hyperparameter controls the 

growth of the tree by imposing a condition on the node 

splitting.  

min_impurity_decrease represents if splitting the node results 

in an impurity decrease higher than or equal to this value, the 

node will be divided.  
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min_weight_fraction_leaf is the percentage of input samples 

arrives in leaf node this addresses the issue of class 

imbalance. When presort is enabled, the problem will first be 

sorted and then permuted.  

random_state is the component in charge of randomization 

during division. It may be an instance of RandomState or an 

int. The default value is None. 

Results and Discussion 

In this study, Jupiter IDE and Google Colab are used to help 

produce and distribute documents that can be explained using 

text, live code, and visualizations. After collection, the 

dataset is divided into 70% train and 30% test. In addition, 

the tunability hyperparameter made use of 

Seaborn, Sklearn and Pandas. All kind of regression 

techniques have been implemented by the given specified 

tools which assist in identifying the efficient untuned 

regression technique in prediction. In this research DT 

regressor, LGBM regressor and KN regressor is identified top 

three model are taken into consideration with an untuned 

model. Using 25% of the dataset, the accuracy of the trained 

model is evaluated. Regressions, in contrast to classification 

issues, yield a numeric value within a range rather than 

absolute binary values. An algorithm's errors can be 

measured using a variety of metrics. 

Mean Squared Error (MSE): The average of the 

discrepancies between the actual and anticipated values. The 

outcome is never going to be negative. Better outcomes are 

those that are nearer zero. 

MSE = 
∑𝑛

𝑖=1 (𝑎𝑡𝑖− 𝑝𝑡𝑖)2

𝑛
 

Here 𝑎𝑡𝑖 represents actual time 𝑝𝑡𝑖 represents predicted time, 

n represents number of predictions 

Root Mean Square Error (RMSE): This formula calculates 

the total average magnitude of the error using a quadratic 

formula. In order to compute it, one must first add up all of 

the actual and anticipated values difference, squaring the 

difference value, divide the total by the number of 

predictions, and then take the square root of the result. The 

outcome is certain to be positive because the values are rooted 

and squared. The measured formula is given as 

RMSE = √
∑𝑛

𝑖=1 (𝑎𝑡𝑖− 𝑝𝑡𝑖)2

𝑛
 

The MSE and RMSE methods are used to assess the accuracy 

of this trained prediction model. 

R-Squared score: It explains how well the model performs. 

It explains the variance in the response or target variable that 

the data model's independent variables predict. 

R square has a value in the interval [0,1].  

𝑅2 = 1 - 
𝑆𝑆𝑟𝑒𝑠

𝑆𝑆𝑡𝑜𝑡
 

𝑆𝑆𝑟𝑒𝑠 represents the total squares of the data model's residual 

errors. 

𝑆𝑆𝑡𝑜𝑡 represents the total sum of the errors.  

Table 2 displays the outcomes that the models generated. The 

DT, LGBM, and KN regressor models were shown as graphs 

with actual values compared to expected values. The graph's 

linearity indicates how accurate the prediction was. The 

model is therefore 100% accurate if line y = x the graph is as 

linear. A scatter plot is the true by projected plot. For the 

ordinate, the experiential response (Y) is utilised. Another 

way to visually assess the likelihood of "lack of fit" is via the 

plot. An impartial prediction to yield anticipated values that, 

on average, correspond with the observed values. Figure.5, 6 

and 7 show the predicted value versus true value plot for DT, 

LGBM and KN regressor model. 

Table.2 Metrics to measure the errors for top three regressor ML model 

Algorithm R-Squared MSE RMSE 

DT Regressor 0.9864 2361332682.94067 48593.54569 

LGBM Regressor 0.9860 2438426254.05480 49380.423793 

KN Regressor 0.9859 2456666405.6648 49564.7698 
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Figure.5 Predicted versus true value plot for DT regressor 

model 

 

Figure.6 Predicted versus true value plot for LGBM 

regressor model 

 

Figure.7 Predicted versus true value plot for KN regressor 

model 

While the points in other models were a little more dispersed, 

the model with the DTR algorithm gives results from all the 

scattered point graphs of predicted values against true values 

that closely resemble the linear graph. Table 2 and Figure 

5 demonstrate that, out of all the models considered, the 

DTR performs the best, with an accuracy of R-squared score 

of 0.9864. LGBM and KN regressor was performing with an 

accuracy of R-squared score is 0.9860 and 0.9859 which is 

nearly as good as but slightly lesser than DT regressor model. 

Similarly, the DT regressor model performs better prediction 

in RMSE and MSE whereas as in LGBM and KN regressor 

model performs higher error rate prediction than DT 

regressor model. The DTR model was therefore fitted with 

these hyperparameters, which were optimised using the 

proposed OPTUNA framework. 

Table.3 Metrics to measure the errors for proposed model 

Algorithm R-Squared MSE RMSE 

Proposed OPTUNA based DT Regressor 

Model 

0.987 2120385948.23 46047.6486 

 

 

Figure.8 Predicted versus true value plot for proposed 

OPTUNA based DT Regressor Model 

In comparison to existing classification methods, the 

experimental results of the proposed model show higher 

values for various evaluation metrics when the accomplished 

prediction model is checked for accuracy using R squared 

score. Table.3 and Figure.8 displays results of model with 

improved classification performance based on 

hyperparameter optimization to get best hyperparameter 

compared to other models was introduced. The proposed 

OPTUNA based DT Regressor model achieved a R-Squared 

of 0.987, a MSE of 2120385948.23, and an RMSE of 

46047.6486. 
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Conclusion 

This paper has discussed about understanding the relationship 

between on-time performance and bus ridership is crucial for 

urban planners, transportation authorities, and policymakers 

to make informed decisions that enhance the efficiency and 

appeal of bus services, ultimately contributing to more 

sustainable and accessible urban transportation systems. In 

this study, regression-based datasets are solved using the 

LP classifier for chosen the best model that generates high 

classification accuracy of R squared score for DT regressor is 

0.9864 has been improved through optimizer and hyper 

parameter. The most sophisticated hyperparameter 

optimisation framework was used in this research to optimise 

the prediction model's hyperparameters, which allowed for an 

accurate estimation of the demand for bus transportation over 

a certain time period based on passenger transit. The model 

accuracy of R squared score is improved through OPTUNA 

with an increase of 0.987 for DT regressor model which is 

more likely to be suitable in the percentage of buses that 

depart from their starting point or arrive at a destination based 

on passenger transportation is one factor used to estimate on-

time performance. It can facilitate the usage of public 

transportation and allow transportation authorities to 

effectively allocate their limited resources. 
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