
International Journal on Recent and Innovation Trends in Computing and Communication 

ISSN: 2321-8169 Volume: 11 Issue: 9 

Article Received: 25 July 2023 Revised: 12 September 2023 Accepted: 30 September 2023 

___________________________________________________________________________________________________________________ 
 

 

    3937 

IJRITCC | September 2023, Available @ http://www.ijritcc.org 

 

Artificial Intelligence Enabled Methods for Human 

Action Recognition using Surveillance Videos 
 

Boddupally Janaiah 
Research Scholar, Osmania University, Department of CSE, Hyderabad, India  

Assistant Professor, Department of CSE, MVSR Engineering College  

Osmania University, Hyderabad, India 

janaiah_cse@mvsrec.edu.in 

 

Dr. Suresh Pabboju 
Professor, Chaitanya Bharathi Institute of Technology  

Department of IT 
Hyderabad, India 

psuresh_it@cbit.ac.in 

 Abstract— Computer vision applications have been attracting researchers and academia. It is more so with cloud computing resources 

enabling such applications. Analysing video surveillance applications became an important research area due to its widespread applications. 
For instance, CCTV camera are used in public places in order to monitor situations, identify any theft or crime instances. In presence of 

thousands of such surveillance videos streaming simultaneously, manual analysis is very tedious and time consuming task. There is need for 

automated approach for analysis and giving notifications or findings to officers concerned. It is very useful to police and investigation agencies 

to ascertain facts, recover evidences and even exploit digital forensics. In this context, this paper throws light on different methods of human 
action recognition (HAR) using machine learning (ML) and deep learning (DL) that come under Artificial Intelligence (AI). It also reviews 

methods on privacy preserving action recognition and Generative Adversarial Networks (GANs). This paper also provides different datasets 

being used for human action recognition research besides giving an account of research gaps that help in pursuing further research in the area 

of human action recognition. 
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I.  INTRODUCTION 

Computer vision applications are rapidly increasing in 
various domains. Particular video processing applications play 
crucial role in domains like security and video surveillance. In 
such applications, it is important to protect privacy of people. 
Video analytics can obtain required details without disclosing 
identity of people unless it is necessity governed by laws 
prevailing. Human activity recognition is an application that 
needs to detect human actions while preserving privacy. Existing 
literature on this has been reviewed and research gaps are 
identified. Many privacy preserving action recognition methods 

are found in the literature. They are explored in [1], [2], [3], [4] 
and [5] to mention few. These approaches do have action 
recognition and also preserving privacy. They used different ML 
and DL models that are associated with artificial intelligence 
(AI). There are many approaches found in the literature using 
Generative Adversarial Network (GAN) architectures. They are 
explored in [4], [79], [80], [81], [82] and [83]. These models are 
promising as they do have support for data augmentation. There 
are many ML and deep learning methods such as [1], [2], [3], [4] 
and [5], to mention few, found in the literature. They used AI 
enabled methods but they lack in privacy preserving approaches. 
They also lack in the usage of GAN based architecture. 

 

 
Figure 1: Actions from HMDB dataset 
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As explored in [36] HMDB dataset is most widely used 
publicly available dataset. It has 51 actions available for 
research. An excerpt of the actions is provided in Figure 1. 
Review of literature has resulted in many useful insights. First, 
human action recognition is one of the computer vision 
applications that has become more useful in the contemporary 
era. Second, automatic recognition of human actions and 
notifying authorities concerned saves time and effort besides 
helping in evidence recovery in investigations and digital 
forensics. Third, it is important to have privacy preserving 
approach to human action recognition to ensure the privacy of 
people is not lost in certain applications. GAN based approaches 
became more attractive due to their power to have data 
augmentation and improve quality in the training process. Our 
contributions in this paper are as follows. 

1. Literature review is made on different methods used for 
human action recognition from videos. It includes AI based 
methods encapsulating machine learning, deep learning and 
GAN based approaches. 

2. Research gaps in the existing approaches have been 
identified to ascertain the need for further research in the area of 
human action recognition. 

3. Summary of the datasets widely used in vision based 
human action recognition research is provided.  

The remainder of the paper is structured as follows. Section 
2 focused on privacy preserving HAR methods. Section 3 
reviews on the GAN based approaches. Section 4 reviews on 
diversified benchmark datasets used in the current research. 
Section 5 presents latest research findings. Section 6 provides 
the research gaps identified while Section 7 concludes the paper 
and gives directions for future work. 

II. PRIVACY PRESERVING APPROCHES FOR HUMAN 

ACTION RECOGNITION 

Preserving privacy while recognising human actions in 
videos has its benefits in certain applications where what is done 
is more important than who has done it. This section covers the 
state of the art on privacy preserving approaches to human action 
recognition. Rajput et al. [1] proposed a cloud based service for 
HAR. They defined image obfuscation method for privacy 
preserving approach in action recognition. It is cloud based 
service that can be used on demand. It can be integrated with 
other applications as well. It is secure means of doing things and 
scalable as it is cloud based service. Wang et al. [2] proposed a 
methodology based on phase correlation and deep learning in 
order to work with coded aperture videos rather than traditional 
camera videos. They investigated on the privacy preserving 
approaches and incorporated privacy in their methodology. Yan 
et al. [3] on the other hand explored image processing techniques 
for HAR. It mainly focused on the image segmentation that 
occlude human targets for recognition. It also has extraction of 
privacy related data from RGB to see that the privacy is not lost 
with transforming the information for non-disclosure of 
identification. Wu et al. [4] proposed GAN based framework 
with deep learning for HAR and visual privacy. Their method 
includes action-attribute correlation in order to achieve better 
performance and visual privacy. Action distribution and privacy 
distribution are considered in order to discriminate privacy and 
preserve it which achieving HAR. Dai et al. [5] explored their 
research  with low resolution cameras and proposed a method 
based on image processing. In fact, their algorithm is based on 

time series pixel wise data in order to ensure privacy and also 
HAR without the use of ML approaches. 

 
Reference/Y

ear 

Techniqu

es 

Advanta

ges 

Limitatio

ns 

Dataset 

Rajput et al. 

[1], 2020 

Deep 

CNN and 

RGB-D 
sensors 

Security, 

efficient 

recogniti
on of 

human 

actions, 

scalabilit
y  

No data 

augmentati

on 
technique 

is used. 

UTD-

MHAD 

Wang et al. 
[2], 2019 

Deep 
learning 

and phase 

correlatio

n 

Privacy 
preservin

g HAR. 

A good 
first step 

using 

coded 

aperture 
videos. 

Needs 

further 

improvem
ent. 

UCF and 
NTU 

datasets 

Yan et al. [3], 
2020 

Image 
segmentat

ion 

Privacy 
preservin

g HAR. 

No ML 
approaches 

are used. 

UCF101 
and 

HMDB5

1 

Wu et al. [4] GAN and 

deep 
learning 

Visual 

privacy  
and HAR 

Privacy 

leakage 
risk 

analysis is 

to be 

improved. 

A-

HMDB5
1 

Dai et al. [5], 

2020 

Time 

series 
based 

pixel wise 

HAR 

algorithm 

Privacy, 

HAR 
with low 

resolution 

cameras 

No ML 

approaches 
are used. 

Simulate

d room 
scenario 

based 

actions 

Imran et al. 

[8], 2020 

CNN Accuracy 

in violent 
AR, 

privacy, 

security 

and 
memory 

saving 

No data 

augmentati
on 

technique 

is used. 

Hockey 

Fight, , 
Violent 

Flows 

and 

Movies 
datasets 

Liu and 

Zhang [11] 

Coupled 

CNNs 

Privacy, 

HAR 

No data 

augmentati

on 

technique 
is used. 

PL-

interacti

on and 

DogCent
ric 

Hao et al. 
[12], 2020 

Neural 
Network 

and SVM 

Privacy, 
HAR 

Deep 
learning is 

not 

incorporat

ed. 

Wireless 
vision 

dataset 

Liu et al. 

[17], 2020 

Visual 

shielding 

Fall 

detection 
and 

privacy 

Degree of 

privacy 
preservatio

n is not 

considered

. 

Combine

d CS 
dataset 
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Xu and 

Pombo [25], 

2019 

IoT 

assisted 

monitorin
g method 

Privacy, 

HAR 

Deep 

learning is 

not 
exploited. 

Video 

collected 

using 
IoT 

sensors 

Table 1: Summary of privacy preserving human action 
recognition methods based on ML and DL 

 
Imran et al. [8] proposed a CNN based method for HAR with 

privacy and security. For security encryption is used. For 
privacy, privacy preserving approach such as transformation of 
identifiable information is employed. Its novelty is that, they 
considered the violent activity recognition from three different 
datasets that include movies, violent flows and hockey flight 
incidents. Liu and Zhang [11] investigated on low resolution 
videos for HAR and privacy. They exploited CNN by making a 
partially coupled CNN model that could provide better 
performance. Their method has provision for privacy and HAR. 
Hao et al. [12] proposed a methodology for HAR and prserve 
privacy as well using a neural network linked to WiFi and SVM. 
They exploited wireless vision dataset for the empirical study. 
They could identify human activity and location with faster 

convergence. Liu et al. [17] proposed  method based on the 
notion of visual shielding for fall detection from videos. Their 
method also ensures privacy of humans by considering privacy 
preserving approach. It makes use of combined CS dataset that 
brings diversity of fall activities. Xu and Pombo [25] proposed 
an IoT technology based method that captures video and then 
data is analysed to know human actions. It also sees that the 
privacy of humans is not lost. It is evaluated with live videos 
captured using IoT technology. 

III. GENERATIVE ADERSARIAL NETWORK BASED 

METHODS 

GAN is widely used in different real world applications. This 
section throws light on fundamentals of GAN and its 
constituents. It is designed to achieve adversarial learning where 
there is non-cooperative game between generator (G) and 
discriminator (D). As shown in Figure 2, generator is designed 
to produce new data samples. On the other hand, the 
discriminator non-cooperatively examines the samples 
generated by G to know whether they are real or fake. 

 
Figure 2: Overview of GAN architecture 

 
Both G and D can be implemented using deep learning 

techniques. Their hyperparameters can be tuned by using 
backpropagation algorithm. Loss function is used by D to 
determine the correctness of generated samples as in Eq. 1.  

V(D,θ^((D)))= -E_(x~p_r (x))[logD(x)]- E_(z~p_g 
(z))[log(1-D(g(z)))]                        (1) 

In the same fashion, G uses a loss function as expressed in 
Eq. 2.  

V(G,θ^((G)))=E_(z~p_g (z))[log(1-D(g(z)))]                                                         
(2) 

In the process of non-cooperative game where G tries to 

maximize V(G),〖 (θ〗^((D)),θ^((G)))  while D tries to 

maximize V(D),〖(θ〗^((D)),θ^((G))) by updating θ^((D)) 

and θ^((D)) respectively. The two players use loss functions 

that have parameter dependency. For mutual update of 
parameters Nash equilibrium is used.  

Min max V(D,G)= E_(x~p_r (x))[logD(x)]+ E_(z~p_g 
(z))[log(1-D(g(z)))]                 (3) 

As expressed in Eq. 3, the GAN functionality is provide in 
terms of min-max optimization. Both the components such as D 
and G involve in their functionality to achieve optimization in 
producing new samples. 

Reference/
Year 

Techniq
ues 

Advanta
ges 

Limitatio
ns 

Dataset 

 

Real data 

x 

Generate

d data 

G(z) 

 

Discrimina

tor (D) 

Generator 

(G) 

Real / 

Fake 

Random 

noise z 
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Wu et al. [4] GAN 
and deep 
learning 

Visual 
privacy  
and HAR 

Privacy 
leakage 
risk 
analysis 
is to be 
improved
. 

A-
HMDB
51 

Wu et al. 
[79], 2018 

GAN 
based 
method 

Privacy, 
HAR 

No deep 
learning 
is used. 

SBU 
Kinect 
Interact
ion 

Peng and 
Schmid [80] 

R-CNN 
with 
GAN 

Visual 
recogniti
on, 
privacy 

Needs 
further 
improve
ment in 
training 
process. 

UCF-
Sports, 
J-
HMDB 
and 
UCF10
1 

Ren and Lee 
[81], 2018 

Multi-
task 
feature 
learning 
and 
GAN 

Image 
synthesis
, action 
recogniti
on, 
privacy 

Privacy is 
not 
implemen
ted 

Synthet
ic RGB 
images 

Ryoo et al. 
[82], 2017 

GAN Privacy 
and 
action 
recogniti
on with 
low 
resolutio
n images. 

Privacy 
budget 
needs to 
be 
improved
. 

YouTu
be 
videos 

Liu et al. 
[83], 2017 

GAN 
and deep 
learning 

Face 
recogniti
on 

Privacy is 
not 
implemen
ted  

MegaF
ace 
Challen
ge 1, 
YTF 
and 
LRW 

Table 2: Summary of human action recognition methods 
based on GAN Architecture 

 
Wu et al. [4] proposed GAN based framework with deep 

learning for HAR and visual privacy. Their method includes 
action-attribute correlation in order to achieve better 
performance and visual privacy. Action distribution and privacy 
distribution are considered in order to discriminate privacy and 
preserve it which achieving HAR. Wu et al. [79] proposed a 
GAN based model for ensuring visual privacy and detect human 
actions from videos. It makes use of Kinetic Interaction dataset 
which is publicly available. Peng and Schmid [80] implemented 
a method based on GAN and R-CNN for privacy and visul 
recognition. Ren and Lee [81] proposed a multi-task learning 
approach based on GAN architecture. It uses synthetic images 
and performs action recognition and preserves privacy. Ryoo et 
al. [82] proposed GAN bsed method for action recognition and 
provide privacy to humans. Their research focuses on the low 
resolution images. Liu et al. [83] on the other hand explores face 
recognition with deep learning based on GAN architecture. 

A. Maintaining the Integrity of the Specifications 

The template is used to format your paper and style the text. 
All margins, column widths, line spaces, and text fonts are 
prescribed; please do not alter them. You may note peculiarities. 
For example, the head margin in this template measures 
proportionately more than is customary. This measurement and 
others are deliberate, using specifications that anticipate your 
paper as one part of the entire proceedings, and not as an 
independent document. Please do not revise any of the current 
designations. 

IV. LATEST RESULT FINDINGS 

This section presents summary of most recent research 
findings with respect to AI or deep learning usage for automatic 
human action recognition  

 
S  

no 

Reference Authors & 

Year 

Approach Limitation 

1  [84] Singh et al., 

2020 

Human action 

recognition as 

a remote 

cloud service 

Not suitable 

for long term 

actions 

2 [85] Imran et 

al.,[2020] 

Convolutional 

neural 
network 

(CNN), Deep 

learning 

Limited to 

detection of 
only violent 

activities 

3 [86] Kwabena 

Owusu et al. 
[2021] 

Deep learning Yet to be 

improved to 
deal with large 

real time 

datasets.  

4 [87] Aparna 
Akula et al.  

[2018] 

Deep 
Learning 

It has issue of 
mis-

classifications. 

5 [88] Mina 

Hashemian 

et al. [2019] 

Privacy-

preserving, 

Activity 
recognition 

Relies on 

machine 

learning. Deep 
learning could 

improve 

performance 

further. 
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6 [89] 

Jixin Liu 

and Leilei 
Zhang 

[2020] 

Convolutional 
Neural 

Network 

Entire 

network is not 
used for 

training. 

7 [90] 

Huaijun 

Wang,Jing 

Zhao et al  
[2020] 

Hybrid Deep 

Learning  

Need to be 

improved to 

detect more 
actions. 

8 [91] 
Zhongzheng 
Ren et al. 

[2018] 

GAN based 
approach 

Face 

anonymization 
could be 

improved 

further. 

9 [92] 
Zhenyu Wu 
et al [2020] 

Visual 

privacy, 
adversarial 

training 

Adversarial 

training is 
found 

inefficient and 

unstable 

10 [93] 
Zhenyu Wu 

et al. [2020] 
GAN based 

It suffers from 

privacy 

leakage risk 

Table 3: Latest research findings on human action 
recognition 

 
As presented in Table 3, various approaches proposed in the 

most recent works pertaining to automatic human action 
recognition are provided along with insights. 

V. HUMAN ACTION RECOGNITION PUBLIC DATASETS 

Research on human action recognition encapsulate the usage 
of different datasets. In fact, it is indispensable to have such 
research activity with diversified datasets available. Fortunately, 
number of datasets are available for this kind of research. Table 
1 shows the list of publicly available datasets and their details.  

 
SL. 

NO. 

Dataset Name Video

s 

Classes Dataset URL References 

1 HMDB 6849 51 https://serre-lab.clps.brown.edu/resource/hmdb-a-large-
human-motion-database 

[36], [37], [38], [39], 
[40] 

2 UCF101 13320 101 http://crcv.ucf.edu/data/UCF101.php [41], [42], [43], 
[44],[45] 

3 Hollywood 
extended 

937 16 https://www.di.ens.fr/willow/research/actionordering/ [46], [47], [48], [49], 
[50 ] 

4 Breakfast dataset 1989 10 https://serre-lab.clps.brown.edu/resource/breakfast-actions-
dataset/ 

[51], [52], [53], [54], 
[55] 

5 JHMDB 928 21 http://jhmdb.is.tue.mpg.de/ [56], [57], [58], [59], 
[60] 

6 Charades  9848 157 https://prior.allenai.org/projects/charades [61], [62], [63], [64], 
[65] 

7 AVA 57600 80 https://research.google.com/ava/ [66], [67], [68], [69] 

8 Kinetics  30000

0 

400 https://www.deepmind.com/research/open-source/open-

source-datasets/kinetics 

[70], [71], [72], [73], 

[74] 

9 Epic-Kitchens 432 149 https://epic-kitchens.github.io/2018 [75], [70], [61], 

10 Something- 

Something 

22084

7 

174 https://20bn.com/datasets/something-something [76], [77], [70],  

11 Moments 1 339 http://moments.csail.mit.edu/ NA 

Table 4: Details of publicly available datasets on human actions 
 

Each dataset is made up of many video samples and classes 

(actions) suitable for the research. And each dataset is widely 

used in the research. The references of the usage of datasets are 

provided. These datasets help in designing novel frameworks 

using ML and ML for improving the state of the art. 

VI. RESEARCH GAPS 

Important insights found in the research are given here. 
First, human action recognition is one of the computer vision 
applications that has become more useful in the contemporary 
era. Second, automatic recognition of human actions and 
notifying authorities concerned saves time and effort besides 
helping in evidence recovery in investigations and digital 
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forensics. Third, it is important to have privacy preserving 
approach to human action recognition to ensure the privacy of 
people is not lost in certain applications. GAN based approaches 
became more attractive due to their power to have data 
augmentation and improve quality in the training process. Here 
are the research gaps identified. First, there is need for 
exploiting emerging technologies in AI for more efficient 
means in detection of human actions automatically from 
running or streaming videos. Second, there is scope for further 
investigation and enhancement of GAN based approaches as 
they do have potential to improve quality in training process. 
Third, a holistic or comprehensive framework based on AI is 
essential for leveraging the performance of video analytics. 
Fourth, there is need for provision of privacy preserving 
approaches as it can ensure the privacy of citizens is not lost in 
certain applications. 

VII. CONCLUSION AND FUTURE WORK 

This paper throws light on different methods of human 
action recognition using machine learning (ML) and deep 
learning (DL) that come under Artificial Intelligence (AI). It 
also reviews methods on privacy preserving action recognition 
and Generative Adversarial Networks (GANs). This paper also 
provides different datasets being used for human action 
recognition research besides giving an account of research gaps 
that help in pursuing further research in the area of human 
action recognition. Important insights found in the research are 
given here. First, human action recognition is one of the 
computer vision applications that has become more useful in the 
contemporary era. Second, automatic recognition of human 
actions and notifying authorities concerned saves time and 
effort besides helping in evidence recovery in investigations 
and digital forensics. Third, it is important to have privacy 
preserving approach to human action recognition to ensure the 
privacy of people is not lost in certain applications. GAN based 
approaches became more attractive due to their power to have 
data augmentation and improve quality in the training process. 
In future, we intend to propose a comprehensive framework for 
privacy preserving action recognition using AI enabled 
approaches to fill the research gaps identified. 
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