
 

Journal of Advanced Zoology 
ISSN: 0253-7214 

Volume 44 Issue S-6 Year 2023 Page 992:997 

________________________________________________________________________________________________________    

- 992 - 

Convolution Neural Network Based Prediction for Eye Gaze Estimation 

Arpitha G1, Meenakshi Sundaram  A2 

1,2School of CSE, REVA University. 

Email: arpithagowda208@gmail.com1 , meenakshi.sa@reva.edu.in2  

*Corresponding author’s E-mail: arpithagowda208@gmail.com   

Article History 

  

Received: 06 June 2023  

Revised: 05 Sept 2023  

Accepted: 30 Nov 2023  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

CC License 

CC-BY-NC-SA 4.0 

Abstract 

 
Levels of progress in progress have truly made it possible to get various kinds 

of biometric information from individuals, enabling bases on assessment of 

human conditions in cure, auto prospering, advancing, and various zones. 

These evaluations have particularly featured eye improvement as a convincing 

marker with respect to human conditions, and assessment on its applications 

is adequately being pursued. The contraptions as of now for the most part 

used for assessing eye overhauls rely on the video-oculography (VOG) 

procedure, wherein the course of look is outlined by managing eye pictures 

crushed a camera. Applying convolutional neural network (ConvNet) to the 

getting ready of eye pictures has been seemed to enable exact and 

unprecedented look assessment. Ordinary picture overseeing, in any case, is 

begun on execution using a PC, making it difficult to finish consistent look. 

We hence propose another eye picture overseeing framework that cycles look 

assessment and event disclosure starting with one fulfillment then onto the 

accompanying using a self-governing engineered lightweight ConvNet. This 

paper evaluates the course of action of the proposed lightweight ConvNet, the 

frameworks for learning and appraisal used, and the proposed methodology's 

ability to meanwhile see look heading and event occasion using a truly 

unassuming memory and at lower computational complex nature than 

standard ways of thinking. 

Keywords: Eye Track, Resnet, Deep Learning, Convolutional Neural 

Network, Eye Gaze, Machine Learning 

1. Introduction 
Eye degrees of progress reflect unquestionable human inclinations, discernments, and states of care, 

sluggishness, etc. Eye improvement, therefore, has gotten thought as an objective pointer of human 

conditions, and has likely applications in various fields, for instance, vehicle security, appearing, 

sports, specific clinical idea, etc Eye movement examination contraptions are similarly now being 

used as information interfaces for cells and games. Eye assessment drives, thusly, are typical all 

around sway society. In this assessment, we propose another eye picture overseeing technique subject 

to a head-mounted video-oculography (VOG) examination structure using a set number improving 

unit. This assessment contraption is adaptable and can be used for reviewing eye upgrades outside or 

in tests that wire moving subjects. Since VOG can non-obviously measure eye improvement plan, it is 

used in a wide level of occupations other than in finding human conditions. VOG assessment 

structures check look bearing (spot of association of understudy) through picture treatment of eye 

pictures taken with a head mounted camera. Exact look appraisal has truly been demonstrated to be 

possible with the utilization of enormous learning. For example, DeepVOG uses convolutional neural 

network (ConvNet) for astonishing look assessment at a precision of around 0.5 degrees. The use of 

basic learning in standard systems like in DeepVOG is presented on the use of a PC outfitted with a 

GPU and thusly requires a monster memory and reviews high computational multifaceted nature for 

record of the massive number of cutoff focuses used in ConvNet. Solid look assessment and event 

assertion, as prerequisites be, have been difficult to do using little contraptions with confined figuring 

resources. Also, in DeepVOG for example, post-treatment of the ConvNet yield in the wake of 

figuring look heading requires the utilization of a substitute evaluation for perceiving eye progress 

events like glimmering, fixed look, or saccades. In this paper, as necessities be, we propose another 

image getting ready technique for look determination and event divulgence that is sensible for use 

with reduced contraptions. The proposed structure uses an end to-end, load managing neural 
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association (hereinafter suggested as the "model") to manage the yields of the two tasks of look 

assessment and eye improvement event openness subject to the inputted eye progress video. By ideals 

of the simultaneous organizing of the two endeavors, the proposed procedure needn't sit around idly 

with a substitute computation for post-managing. Memory use and computational unpredictability of 

ConvNet were decreased by using MobileNetV2 for one piece of the model. Regardless, in this paper, 

we will depict the nuances of the course of action of the model used in the proposed procedure and 

learning framework for the model. We will by then explain the technique for making the datasets for 

learning and appraisal of the model and present the conceded aftereffects of the assessment using the 

made datasets.  

Literature Survey 

This review [9] gives a preamble to two eye tracking measures that can be used to think about mental 

startling new development and flexibility: understudy extending and unconstrained squint rate. We 

start by fanning out history of look assessment, which can reveal the current spot of mix of thought as 

clever strategies followed up with two lesser-utilized visualization measures. Brain's locus coeruleus-

norepinephrine structure is capable of controlling physiological eagerness and thought process which 

has been used as a method for determining task trouble, mental effort, and neural expansion [4]. 

Different levels of dopamine in the central unquestionable design provides assumptions based on 

blinking eye rates, and can explain measures disguised learning and target shaped direct. Understudy 

development, and squint rate are non-indisputable and relating judgements with high transient 

objective and verifiably knew neural connections. Here we study the neural connections of headway 

and squint rate, assign tasks for their use, utilizing authentic procedures and methodological thoughts, 

and discussion about their potential for research on learning, scholarly new development, and 

adaptability [5]. Another research using deep fully convolutional neural network was carried out for 

segmentation of eye. It allowed in detecting pupil of an eye for center localization and was also 

capable of detecting blinking eye frames. A DeepVOG software was created using FCNN for 

neurological and neuroscientific studies. As the video capturing distance increased, it created mis-

segmentations of the datasets. Analysis of this software was limited to a distant ranged videos, as the 

distance of the human in the image increased, it increased the F1 score gradually, but on reaching a 

peak value F1 score decreased. This changes were due to the various features captured on face, such 

as capturing eye brows or nose [2]. Furthermore, a plugin iTrace tool was built for eye tracking, 

which works on IDE platforms such as visual studio code and intelliJ. This framework can be used by 

engineers as it requires code snippets[3]. For performing eye tracking using iTrace several tools, 

plugins and sql commands needs to be run making the task of eye tracking tedious. Eye tracking 

based on gaze estimation is an important aspect as it provides security. Deep learning technique such 

as ResNet model is used for handheld devices for gaze estimation. Using ResNet, a better accuracy 

can be observed to that of the AlexNet architecture. It can further be added for removal of incorrect 

data of the blinking eye frames [1]. The contributions in this paper is making using of real time eye 

gaze estimation with maximum accuracy and precision. Also, measuring the distance of the eye from 

the camera and the roll, pitch, yaw of both left and right eye. Using deep convolutional neural 

network algorithm and image processing technique, the ideology of the proposed work is out. As gaze 

estimation is extending in various applications such as games for motion, facial recognition, medical 

studies etc, the proposed work manages to give accurate gaze estimation results.  

Objectives 

To find the eye movement Estimation using Deep Neural Network 

A. Problem Definition (Exiting System) 

The Existing structure which having hardware to store up the eye improvement and some of them are 

did assessment eye point using normal language thought and Machine Learning Concept.  

B. Proposed System 

Contemplating the Existing system, proposing Deep learning relationship to survey the eye gaze, here 

using convolutional neural network (mobile net) for planning and expect on give eye gaze dataset. 

These affiliations are light weight.  

Advantages: 

1. Consumes less time. 

2. Better performance. 
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System Design And Analysis 

A. System Design Architecture 

 

Fig 1:  System Architecture 

Designing of this work is mainly based upon gathering datasets for the CNN algorithm to get trained 

by its features and characteristics and be capable of measuring the distance, roll, yaw and pitch of the 

eye based on the positioning of the head at a distance to the camera. 

A. Working  

For the proposed work, we gather data from Gaze Capture as our input for training the 

 

Fig: 2 Data flow diagram 

model, which is used for analysing data based on its characteristics. This proposed model provides us 

to predict eye gaze estimation with the best possible accuracy using CNN model. 

 

 

Fig 3: Flowchart 

Working of this proposed work is solely based on predicting the eye gaze of a eye based on its 

distance and head position from the camera. Once the datasets are trained to the machine by the CNN 

algorithm, it prepares different networks based on their feature. When a machine receives another 

input characterized in itself for predicting eye gaze, it shows out its results. For a machine to 
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understand any set of instructions it must be trained wisely so as to work in the way that human prefer 

it to. 

B. Methodology 

1) Collect related dataset from Gaze Capture.  

2) Using ResNet module two layers of convolutional layers are performed. One for pooling operation 

and another for average pooling layer before it is fully connected,  

3) Then the model will be created.  

4) Camera will be turned on for the testing and capturing of eye ball movements.  

5) Based on your eye ball movements, prediction will be displayed on the output screen. 

C. Algorithm 

Layers of Convolutional Neural Network  

A CNN contains a beast level of layers. These layers when used again and again lead to an 

improvement of a Deep Neural Network. Three standard kinds of layers used to manage a CNN are:  

1) Information: This layer holds the disproportionate pixel appraisals of picture.  

2)  Convolutional Layer: This layer gets the surrendered expected outcomes of the neuron layer that is 

connected with the data zones. We portray the degree of channels to be used at this moment. Each 

channel may be a 5x5 window that slider over the data and gets the pixel with the best power as the 

yield.  

3. Gotten some information about Linear Unit [ReLU] Layer: This layer applies a bit careful 

establishment handle the image data. We invite that a CNN uses back inciting. To hold comparable 

appraisals of the pixels and not being changed by the back causing, we apply the ReLU work.  

4. Pooling Layer: This layer play out a down-looking at progress along the spatial examinations 

(width, stature), seeing volume.  

5. Totally Connected Layer: This layer is used to manage the score classes for instance which class 

has the most senseless score official from the data picture. AlexNet is a CNN-based architecture that 

conflicts with ImageNet 2012. To reduce the ruin rate more layers are utilized in a fundamental neural 

relationship. Whenever the number of layers increments there is a conventional issue in gigantic 

learning that relates with vanishing or exploding point. However, it works as expected for less 

number. 

3. Results and Discussion 

We have an option to find out the accuracy using CNN algorithm and finally prediction is done. The 

algorithm analysis pitch yaw roll distance of the human eye and produces analyzed outcome of the 

both right and left eye. The algorithm performs analysis of the eye gaze to the best possible accuracy 

and precision. 

 

Fig 4 : Eye ball movement capturing.  

Figure 4 represents the capturing of a human eye ball for eye gaze estimation and analysis the pitch 

and yaw of right and left eye.  
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Fig 5 : Estimated eye gaze. 

Figure 5 shows the outcome of the eye gaze estimation analyzed by the algorithm. 

 

Fig 6 : Capturing right view. 

 

Fig 7 : Capturing left view. 

 

Fig 8 : Capturing frontal view. 

From figure [6-8] is a representation for eye gaze estimation captured at different angle (right, left, 

frontal) views of the eye ball movement. 

4.  Conclusion 

The project is designed using Deep convolutional neural network and is efficient for providing the 

desired outcomes. In this paper, we propose the utilization of Convolutional Network to predict the 

outcomes by training the model using the datasets available from Gaze Capture. From the result, the 

proposed model achieved cut off jumble up the development of progressions related to gigantic 

learning has progressed rapidly lately. Other than GPUs, processors such as TPUs, which can rapidly 

execute neural association undertakings, are being made for use in phones and embedded contraptions 

and are at last available looking out. Structures like the proposed philosophy, what begins to complete 

the process of get-together planning of eye improvement appraisal, rather than standard frameworks, 

can get the compensations of these new advances. 
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