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Abstract 

 
Majority of the people get affected with misleading stories spread through 

different posts on social media and forward them assuming that it is a fact. 

Nowadays, Social media is used as a weapon to create havoc in the society by 

spreading fake news. Such havoc can be controlled by using machine-learning 

algorithms. Various methods of machine learning and deep learning 

techniques are used to identify false stories. There is a need for identification 

and controlling of fake news posts that have increased in alarming rate. Here 

we use Passive-Aggressive Classifier for fake news identification. Two 

datasets, Kaggle fake news dataset and as well as dynamically web scrapped 

dataset from politifact.com website. We achieved 88.66% accuracy using 

Passive Aggressive Classifier. 

Keywords: Fake News Detection, TF-IDF, Classification, Passive 

Aggressive Classifier, Machine Learning, Web Scrapping 

1. Introduction 
Fake or false information is defined as a misleading information or a lie that is deliberately spread to 

confuse or promote prejudice. Satirical stories are published primarily for the purpose of amusing and 

annoying the audience and they can be dangerous if they are broadcasted on social media. Many false 

stories for various financial and political reasons have been surfaced on social media to gain 

individual benefits. Even small scandals are promoted in social media with more self-created stories, 

which breaks the self-confidence of individuals. Many reasons are involved in such false stories but 

mainly false stories are propagated because of money they obtain from advertisements. It is evident 

that, increase in fake stories creates chaos in society. Many cases have been reported where morphed 

videos or images are used to create disturbance in the society. So controlling such fake stories is a 

difficult job. This is where new technologies come handy. Machine learning and deep learning 

techniques have given many algorithmic concepts to address this problem. We used Passive-

Aggressive Classifier to find fakeness in news stories. Naïve Bayes Classifier, Support Vector 

Machines (SVM), K-Nearest Neighbors, Decision tree, and random forest algorithms can also be used 

for the same purpose. However, Passive-aggressive algorithm provides better accuracy. So, it is used 

in our current study. We have two datasets, one from Kaggle Fake News available from kaggle.com 

and another dataset is from fact check website by name politifact.com. Few deep-learning algorithms 

like convolution neural networks and recurrent neural networks can also be used to solve false news 

detection. Artificial intelligence has proved success in the areas of voice and image recognition 

provides some efficient algorithms to solve this problem [1]. 

Associated Work 

Lot of work has been done on automatic summarization of news articles. Such methods can condense 

a lengthy document to a summary using a custom web crawler and linguistic techniques like Triplet 

extraction, Semantic similarity calculation and OPTICS clustering [2]. With such data, we can get 

summary of the news article but we have to find whether the news is true not false. Discovering 

untrue stories that are flooded in social media is difficult task without proper dataset. The purpose of 

such analysis is to test a news article whether it is true or not. Machine learning and deep learning 

techniques help in identifying the fake stories. Initially, fake news detection was using language 

features of the reported data. Naïve Bayes classifier [3] was the simplest way suggested which uses 

language features in the reported data. Some deep learning models like Convolution Neural Network 

and Recurrent Neural Networks [4] are suggested to identify false news in twitter data. Even a 
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combination of different machine learning algorithms like Support Vector Machines, K-Nearest 

Neighbors, Decision tree and Random forest [5] can be used to solve the problem. A cloud-based 

system was also proposed for identifying fake tweets using reverse image research, machine learning 

and source comparison [6]. Hierarchical attention networks are used to get radiant features in the text 

and find the validity of the text [7]. A new block chain system was proposed to control the extensive 

spread of fake news across network [8]. Combination of TF-IDF, word2vec and Support Vector 

Machine is used to identify fake news in big-data environment [9]. Irrespective of method, we have 

grave need of finding a stable, efficient and high accuracy model to define, detect and stop fake news 

and to preserve the authenticity of the news system. Therefore, in this paper, we have used Passive-

Aggressive Classifier algorithm, which uses a defined method of classification and creates a labelled 

model. This labelled model is updated only when there is a wrong detection and in all other cases 

model parameters are untouched [10]. We have explored accuracy of the model and its ability to 

predict the trueness of news and the challenges faced to perform extensive testing. 

Proposed Work 

In recent times, machine learning and deep learning techniques has become antidote to every problem. 

Many problems that are difficult and time consuming are solved using machine learning techniques in 

an efficient way reducing both manual and computational works. Passive Aggressive Classifier is a 

supervised learning technique. It requires dataset to train and create a model. This data should 

undergo a lot of sanitization before being fed to machine learning algorithm. One of the methods of 

supervised machine learning is classification. In this paper, we have used classification, which is a 

method of predicting the class of data objects. Classification groups data into selected categories. 

Passive-Aggressive Classifier is a classification technique which gives solution to the problem of fake 

news. In this application, the following steps are used. 

A.Web Scrapping of Data 

A part of required data for training was obtained from fact checking website, politifact.com using, 

pandas and beautifulsoup libraries of python. In politifact website, news post is labelled with different 

labels such as “true”, “mostly true”, “half true”, “false”, “mostly false” and “pants on fire”. Among 

these labels we considered only data marked with “true” as the real news and everything else is 

considered fake. Hence, we formed dataset from web scrapping of approximately 600 pages. We 

obtained around 19,000 records. In Later stages, data is read from internet to update the model 

continuously at regular intervals. 

B. Dataset 

News classification is performed on two datasets. Kaggle Fake News dataset from kaggle.com is one 

of them. In addition, a dynamic dataset is created and used along with this dataset by performing web 

scrapping on politifact.com as mentioned in the previous step. The datasets are combined for analysis. 

Around 97 MB of data is considered for analysis which consists of approximately Forty thousand 

records. 

C. Dataset preparation 

The stop words (such as “is”, “the”, “a”, “an”) are removed from the dataset. The accuracy of the 

model depends on data cleaning, prioritization, and understanding of the data. 

D. Splitting data to train and test set for model creation 

In supervised learning always, data is split into arbitrary train and test data. In our current experiment, 

training is done on different splits such as 75% (train set) and 25% (test set), 70% (train set) and 30% 

(test set), 80% (train set) and 25% (test set). 

E. TF-TDF 

It is combination of count vectorizer followed by tf-idf transformer. Count vectorizer gives bag of 

words, which is then normalized to tf-idf representation by tf-idf transformer. Term Frequency (TF) 

represents the numbers of times a word or term is repeated in a document. Ratio of Number of times a 

term repeated to the total length of the document. Inverse document frequency (IDF) is the 

logarithmic ratio of total number of documents in the corpus to the documents containing the term in 

it. 

tf-idf(t, d) = tf(t,d) * idf(t,d) 

idf(t,d) = log [ (1 + n) / (1 + df(t)) ] + 1 
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Where, t represents term, d represents document and n represents total number of documents in the 

corpus. 

F. Use Passive Aggressive Classifier for classification 

Passive-Aggressive algorithm is an online algorithm mainly used for dataset, which is large and is 

continuous. This algorithm remains idle when there is positive result saying its prediction is right, 

which signifies passive part of it. However, it becomes aggressive once there is a negative result and 

start making changes. Unlike other algorithms, it does not change much, it just do a little 

improvement over its weight vector position, which should help in correcting the error. Unlike batch 

learning, where complete training dataset is available at once, in online learning the data is continuous 

in multiple steps. The machine-learning model should adapt to the data and should be updated in 

multiple steps. The classifier chosen is able to handle large data, which cannot be trained at once. 

Passive Aggressive algorithm takes tf-idf matrix generated in the previous step and uses it to train the 

model. Later test set is used to predict the accuracy of the classifier. Even though, with split of train 

and test data overfitting can be avoided, it still exists in case of some hyper parameter settings for 

estimator. So a k-fold cross validation is performed in order to avoid overfitting. Fig. 1 shows how the 

model is trained using train and test data and how best parameters are taken from cross validation to 

improve the model. 

 

Fig 1:  Process of training model using train and test data 

Design of front-end interface 

A flask based front-end interface is created to enter news and get the prediction of the model as shown 

in Fig. 2. 

 

Fig 2:  Front-end interface 
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Flow Diagram 

Fig.3 shows the event flow diagram of the experiment. Web scrapped data from politifact.com and 

kaggle fake news dataset from kaggle.com are taken and data pre-processing is done by removing the 

stop-words. Then pre-processed data is split into train and test data. Both data is fed to TF-IDF 

vectorizer which converts it to TF-TDF feature matrices. Train data feature matrix is then fed to 

Passive aggressive classifier for training the model. Once model is trained, test data feature matrix is 

used to predict the accuracy. Later, the model gets updated whenever it receives data from the 

politifact.com. If user wants to know whether a news is valid, he can check it with the front end 

provided, by entering the news post in the text box and model predicts the validity of news. 

 

Fig. 3 Event flow diagram 

3. Results and Discussion 

 

Table 1: Results For Various Ratio Of Data Splits 

Dataset Methodolog

y 

Train 

(%) 

Test 

(%) 

Accuracy 

(%) 

K-Fold Cross 

Validation (%) 

Kaggle Passive 

Aggressive 

Classifier 

70 30 96.35 95.947505 

96.091158 

95.773835 

75 25 95.67 96.149409 

95.975768 

95.975768 

80 20 95.94 95.990770 

95.975768 

95.845954 

Politifac

t 

70 30 83.59 84.878502 

79.798762 

75.228364 

75 25 79.65 83.501006 

79.195046 

74.856789 

80 20 81.79 84.398700 

78.312693 

77.550704 

After the construction of model on Kaggle and Politifact datasets individually, the results have been 

documented in Table.1 for different splits of train and test data. For combined dataset, a model is 

constructed and evaluated on test data. Combined dataset has27389 fake news records and 12791 real 

news records. For a data split containing 75% of training data and 25% of testing data, TF-IDF feature 

matrix for train data is as shown in Fig. 4. This matrix is fed to Passive Aggressive Classifier for 

model creation. TF-IDF feature matrix for test data is shown in Fig. 5. 
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Fig 4: TF-TDF feature matrix of train data 

 

Fig 5: TF-TDF feature matrix of test data 

Test data feature matrix is used to evaluate model and the accuracy is 88.66%. Confusion matrix for 

combined data is shown Table.2. A confusion matrix is a table, which visualizes the performance of 

supervised learning. Accuracy is 88.66%. Accuracy= ( TruePostive + TrueNegative ) / TotalSample = 

88.66%. 
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Table 2: Confusion Matrix 

Confusion Matrix 
Actually Positive 

(1) 

Actually 

Negative (0) 

Predicted Positive 

(1) 

True Positive = 

2454 

False Negative = 

733 

Predicted Negative 

(0) 

False Negative = 

406 

True Negative = 

6452 

A K-fold cross validation is performed and accuracy is calculated in different folds of data and a mean 

K-Fold accuracy is calculated. Mean of K-Fold accuracies is 83.46% as shown in Fig. 6. 

 

Fig 6: PAC Accuracy and K-Fold Accuracy 

Model is evaluated from the frontend created. A news statement is entered in the provided text box 

and the model’s prediction is provided for the user as shown in [Fig: 7] & [Fig: 8]. 

 

Fig 7: News predicted as fake on front-end 

 

Fig 8: News predicted as true on front-end 

4.  Conclusion 

Fake news creates negative influence on the society. It leverages weakness in the society of believing 

the things without inspection and make people suffer from fake and morphed information. It is high 

time to fight against fake news as such posts have increased in alarming rate. A need of using new 

technologies such as machine learning, deep learning and artificial intelligence to fight against fake 

news can yield some good result and protect the society. One such effort is done by using passive 

aggressive algorithm in this paper. As most of such fake posts are from online, Passive Aggressive 

Classifier algorithm, which is an online algorithm, plays an important role in avoiding fake news 

spread.  These algorithms are powerful to identify/fight against the fake news propaganda. 
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