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Abstract 

 
With the advancement of machine learning, Neural Networks are utilized in 

various fields like music, writing and pictures. Music generation is a 

troublesome undertaking and has been effectively investigated since decades. 

In this paper we are proposing a system through which we can generate music 

automatically using Recurrent Neural Networks. The existing system like the 

markov model or graph-based minimization methods lack thematic structures 

and they are usually repetitive sequences of the same nodes. They typically 

overlook the data in the negative time heading, which is non-minor in the music 

expectation task, so we propose a bidirectional LSTM model to create the note 

succession. The system which we are proposing would produce unique and 

coherent compositions. We used a Long Short-Term Memory (LSTM) network. 

They are a kind of Recurrent Neural Network that can proficiently learn 

through inclination plunge. Utilizing a gating instrument, LSTMs can perceive 

and encode long haul designs. LSTMs are very helpful to take care of issues 

where the network needs to recall data for an extensive stretch of time similar 

to the case in music and text age. 

Keywords: Neural Networks, Lstm, markov model, node. 

1. Introduction 
Humans are the most intelligent species on earth. Inspired by the human brain, the scientists and 

engineers decided to give humans like intelligence to computers. This Artificial intelligence in 

Computers which allows it to take decisions and learn from previous experiences just like humans is 

called Artificial Intelligence. Through this artificial intelligence the computer is able to perform 

calculations and take decisions on its own. Nowadays, Artificial Intelligence is used in various fields. 

It is used in self-driving cars, in medical fields for performing various surgeries and is especially helpful 

in performing operations where minor incisions must be made as the chances of a computer making an 

error is almost zero. Not only that nowadays AI is being used in handwriting recognition, image 

processing, chatbots, google maps etc.  

Though AI is used in various fields it does not mean it is flawless. There are certain downsides of AI 

number one being the high cost of implementation. Given the complications that go into building an 

AI, setting up an AI entails huge cost of implementation. An AI also lacks creativity, and it does not 

improve with experiences thus cannot replace humans. 

The human brain works by sending signals through neurons. These signals are called synapses. Neuron 

is the basic working of the human brain. Similarly in Machine Learning we have a network of artificial 

neurons and these are called artificial neural networks. It works on the same principle except that the 

inputs and outputs in a computer are binary. The objects that do calculations are called perceptron. 

There are various types of Neural Networks like Feed forward Neural Network, Multilayer perceptron, 

Modular Neural Network, Recurrent Neural Networks example LSTM which is Long Short-Term 

Memory etc. These Neural Networks are used in various fields like sales forecasting, stock price 

prediction, data validation, music generation etc. 

Just like Artificial Intelligence even the Neural Networks have certain downsides the major one being 

the requirement of large amounts of data and high computing power. Neural networks require much 
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more data than traditional algorithms and as they require a lot of data, so the computers consume a lot 

of time to process them unless the computing power of computer is massive. The specialty of organizing 

sounds on schedule to deliver an arrangement is called music. Earlier people used to think that music is 

an analog signal and it has to be generated manually but nowadays with the advancement of technology 

and machine learning music can be generated automatically. Though there are techniques to generate 

music without using neural networks, those techniques lack thematic structures and are usually 

repetitive sequences of the same node.  

A Recurrent Neural Network is a class of fake neural networks wherein associations between hubs 

structure a coordinated chart along a transient succession which is a replication of the human brain. 

RNN are used by Apple's Siri and Google voice search. In this paper we are proposing to use RNN for 

automatic music generation. The music thus generated using Recurrent Neural Networks will be unique 

and not just a sequence of notes repeating over a period of time. 

Related Works 

[1] was published in 2019 by three authors  Sanidhya Mangal, Rahul Modak, Poorva Josh. Here they 

used one LSTM to predict both the time and node sequence. Here they have used a midi file format to 

where the output would be stored.[2] was published in 2019 by Tianyu Jiang; Qinyin Xiao; Xueyuan. 

They tried testing old style piano sets and concluded that music can be generated using Neural 

Networks. [3] was published by Jean Piere Brot in 2020. He designed an algorithm to generate computer 

based music using AI, Deep learning and Neural networks.[4]  was published by J. P. Briot, G. Hadjeres, 

F.D. Pachet in 2019.[4] talked about the different types of Neural networks and their architectures. Then 

it was shown how these networks can be used to produce interesting compositions.[5] was published 

by Dr. P. S. Rani, S .V. Praneeth , V. R. K Reddy , M. J. Satish in 2020. Here they have used LSTM 

and GRU network architectures to generate music. They have taken 84 characters and passed it through 

the system to generate 84 random characters which can be used to generate musical nodes. [6] was 

published in 2019 by Majid Farzaneh, Rahil Mahdian Toroghi. Here they used an evolutionary 

algorithm and a BiLSTM to generate music. [7] was published by Gautam Mittal, Jesse Engel, Curtis 

Hawthrone, Ian Simon in 2021.Here they have used a diffusion model to generate music.[8] was 

published by Korneel van dan Broek in 2021. He used convolutional GAN to generate one minute long 

raw audio which can be converted to midi files.[9] was published by  Nabil Hewahi, Salman Alsaigal, 

Sulaiman Aljahani in 2019. They used LSTM Neural Network to take midi files as input and convert it 

into songs after the augmentation process and training.[10] was published by Aishwarya Bhave, 

Mayank Sharma, Rekh Ram Jhengein 2019. They used Deep Learning techniques to produce interesting 

compositions. 

Proposed Work 

Objectives: 

1. To have a convenient condition where musical components could be generated entirely by a neural 

network rather than manually by users. 

2. To produce compositions that sound unique and musically coherent. 

Block diagram: 

 

fig3.1 

A neural network takes in information, goes through numerous layers of covered up neurons (little 

capacities with extraordinary coefficients that should be learned), and predicts an output based on the 

training it received. Neural networks are prepared by training them with datasets. As we can see in 

fig3.1 that there are three parts in an LSTM cell. These are called gates. The first one is the forget gate, 

the second one is called the input gate and the last one is the output gate. 
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Flowchart: 

 

fig 3.2 

The flowchart in fig 3.2 shows the working of a LSTM network. It happens in two stages. In the first 

phase it takes a dataset as an input which undergoes preprocessing. After the encoding is done the 

dataset undergoes training after which the LSTM predicts the output. In the first phase this training is 

done on characters and in the second phase these characters are converted into notes which are 

converted into midi files which can be played on any midi player.  

With the expansion in computational assets and late progressions in network structures, novel music 

creation may now be pragmatic for enormous scope corpuses. Beginning with, we will make a mapping 

function which will convert the data in the form of string to integers. We are doing this because Neural 

Networks are efficient in numerical data when compared with strings. At that point, we need to make 

input arrangements for the framework and their individual yields. The yield for every data arrangement 

will be the chief note or concordance that comes after the progression of notes in the data gathering in 

our summary of notes. 

The System uses LSTM and GRU network architectures to generate music entirely by a RNN. LSTM 

is a high level RNN, a consecutive network that permits data to continue. It is capable of dealing with 

the vanishing gradient issue faced by RNN. RNN is utilized for persistent memory. Likewise RNNs 

work, they recollect the past data and use it for preparing the current information. The shortcoming of 

RNN is, they can not recollect Long term conditions because of vanishing gradients. LSTMs are 

designed to keep away from long-term reliance issues. There are three parts in the LSTM cell known 

as gates. Input, output and forget gates are the three types of gates. Actually like a normal RNN, a 

LSTM likewise has a hidden state where H(t-1) addresses the hidden condition of the previous 

timestamp and Ht is the hidden condition of the current timestamp. Notwithstanding that LSTM 

likewise has a cell state addressed by C(t-1) and C(t) for previous and current timestamp individually.  

As the application is built entirely on neural networks it takes time to learn from experiences. In 

powerful computers the data sets can be trained faster. To create music with RNN we have to analyse 

the next chord. For this reason the array we are using for analyzing should contain each and every note 

that is encountered while training the datasets.Next we need to stress over where we need to put the 

notes. As by far most that have checked out music have seen, notes generally have fluctuating stretches 

between them. You can have various notes with scarcely a respite in the middle and a while later 

followed by a rest period where no note is played for a brief timeframe. The last layer ought to 

consistently contain a similar measure of hubs as the number various outputs our framework has. This 

guarantees that the output of the network will plan straightforwardly to our classes.  

To ensure that we can stop the preparation anytime without losing the entirety of our diligent effort, we 

will utilize model designated spots. Model designated spots furnish us with an approach to save the 

loads of the organization hubs to a document after each generation. This permits us to quit running the 

neural networks whenever we are content with the loss value without stressing over losing the weights. 

Else we would need to stand by until the framework has got done with going through each of the 200 

epochs before we could find the opportunity to save the weights to a document.  

3. Results and Discussion 

It takes 200 epochs to train our datasets but we have designed it in such a way that we can stop the 

training after any number of epochs and the training will be saved till that point and a midi file will be 

generated upto the point it received the training.  
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Figure 4.1 

The figure 4.1 shows Loss graph of an LSTM RNN model. The blue line shows the trained model and 

the orange line shows evaluated model. 

 

Figure 4.2 

 

Figure 4.3 

 

Figure 4.4 

The above figures 4.2, 4.3 & 4.4 shows the training of different datasets for the generation of music 

which will be generated in a midi file which can then be played on any midi player. 
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Figure 4.5 

The figure 4.5 shows a time series graph of a recurrent Neural Network in the training instance. 

Training the datasets: We trained our data with approximately 20 songs and the results we got were 

pretty impressive. It took a lot of time to generate the midi file which could then be played on any midi 

player or online midi player. In powerful computers it will take a lot less time. We have designed the 

system in such a way that after every epoch a checkpoint is made and we can stop the training after 

certain epochs. These checkpoints ensure that the time is not wasted while training. It saves the training 

till the last epoch it has received.    

4.  Conclusion 

With the increase in computational resources and advancement of technologies music generation using 

neural networks has become a practical thing.The LSTM and GRU architectures can be used as they 

are recurring neural networks and can recall data for an extensive stretch of time. While the results may 

not be awesome, they are truly imperative notwithstanding and shows us that neural networks can make 

music and may really be used to help make seriously bewildering melodic pieces. We have achieved 

amazing results yet we can develop in certain areas.   

First and foremost, the execution we have right currently doesn't maintain changing length of notes and 

different offsets notes. To achieve that we could add more classes for each remarkable length and add 

rest classes that address the rest time span between notes. To achieve satisfying outcomes with more 

classes added we would moreover have to grow the significance of the LSTM organization, which 

would require a basically more exceptional PC.  

Second, add beginnings and endings to pieces. As the organization is as of now there is no capability 

between pieces, as such the organization doesn't have even the remotest clue where one piece closes 

and another beginning. This would allow the organization to deliver a piece start to finish rather than 

completing the made piece unexpectedly as it does now. 

Third, add a methodology to manage dark notes. As it is by and by the organization would enter a bomb 

state in case it encounters a note that it doesn't have even the remotest clue. An expected technique to 

handle that issue is find the note or amiability that is for the most part like the dark note.  

Finally, adding more instruments to the dataset. As it is right now, the organization just supports pieces 

that simply have a single instrument. It is intriguing to check whether it might be reached out to help a 

whole group. 
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