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Abstract 

 
The escalating adoption of Machine Learning techniques has given a bigger 

picture to newbies trying to explore the usage of it. Our tool deals with the idea 

of helping them, in order to make their lives easier. Various visualizations and 

algorithms have been developed to help Machine Learning enthusiasts decide 

upon the best model. Deciding the perfect model needs enough time which now 

can be reduced by the solution provided in this tool. This interactive technique 

helps users with some expertise to explore and validate predictive as well as 

classification models. Once the user provides the dataset, the visualization 

techniques discussed in this tool lets the user decide to select the features that 

are most suitable for training the model. It allows one to decide upon the 

importance of a particular feature and know the dataset predictions across 

various algorithms used for regression and classification. The accuracy 

percentage or the precision, recall score for regression and classification 

models respectively can be seen in order to know the best model. 

Keywords: Data visualization, Data preprocessing, Model selecting, 

Machine Learning, Model Evaluation. 

1. Introduction 
Machine Learning is a concept which allows the machine to learn from the given examples and its 

experience without being explicitly programmed. In this, instead of writing the code, we just feed the 

data to the generic model, and the model builds the logic based on the given data. These programs or 

algorithms are designed in such a way that they learn and improve over time when exposed to new data. 

The objective of our tool is to make the process generic enough to enable even a person with scarce 

knowledge about computing, be able to utilise the immense potential that machine learning algorithms 

have to offer depending upon the data given. It also gives an idea to the individual about which machine 

learning algorithm best suits his data. 

Our project lets the individual choose which feature is more efficient for them to build the model. The 

data could also be visualised to get an insight and attain additional information about itself which is 

usually hard for a person to grasp just by looking at those numbers. We also intend to give them the 

preprocessed data at the end which is custom made for their problem type, because what is the point of 

training a model online with all the processing if the person cannot use it for custom inputs later right? 

This code is not hard-coded and we have tried to keep the accuracy produced by the model to be close 

to the ones we could obtain from hard coded scripts for the model. 

Literature Survey 

In [1] (James Wexler, Mahima Pushkarna), WIT, is a tool which is open sourced. WIT(What-If-Tool), 

a part of TensorBoard and is also available as an extension of Jupyter notebook. It enables visualization 

and analysis of machine learning models with minimal code. The work aims at providing hypotheses 

of the model with less code, and provides visualization of the model to better understand it. It allows 

the user to load and explore the data points to understand the data he/she is working with. The work 

also aims at evaluating performance of multiple models by providing a wide range of performance 

metrics choice for different models. The main goal is to build a tool to visualize data and model and 

train the model with less coding. 
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In [2] (Yao Ming, Huamin Qu), the authors propose a visualization tool to help those who have good 

domain knowledge but little knowledge on machine learning. The tool aims at enabling such people to 

understand and explore the machine learning models. The work is done by creating a pipeline which is 

rule driven and the visual explanation consists of three steps - Rule Induction, Filtering, and 

Visualization. They have also proposed two algorithms, one for Rule Induction and other for Estimate 

Distribution. Current version of the work can visualise 100 rules with around 30 characteristics but it 

has been tested only with 60 rules and 20 characteristics.  

In [3], (İbrahim PERÇİN, Fatma Hilal YAĞIN), the authors have proposed a web based tool to perform 

classification task. The whole tool is written in Java and performs data preprocessing and training of a 

classifier. The whole tool was tested on a cervical cancer dataset.The tool was an attempt to make 

features of WEKA available online so that people who want instant results or who want to perform 

small tasks can perform it efficiently online. Tasks such as Attribute type conversion, Normalisation, 

training models such as Naive Bayes and Random Forest and cross validation can be performed. 

In [4], (Devashree Vaishnav, B. Rama Rao), the authors have proposed a single software which provides 

pre-processing of data, visualization of the data and training of the model all in one. Cross validation 

has been used to evaluate performance of the model. To determine the model's performance, accuracy 

and precision score is being used. Apart from core algorithms such as Random Forest Classifier, 

Decision tree, Neural Networks have been also used. The tool performs two sets of evaluations, both 

using different hyperparameters. Generally the second evaluation has shown better results for almost 

all algorithms. For each algorithm, the tool shows the confusion matrix which enables the user to choose 

the best algorithm. 

Objectives 

Various types of graphs will be available - univariate and bivariate graphs 

Users can preprocess the dataset using the proposed system and export it. 

Users can choose/drop any feature from the dataset and train models and evaluate it. 

Users can train the model for reference and save it if required. 

2. Materials And Methods 

Our tool mainly focuses on Data visualization and Data preprocessing. By providing a no-code option 

like interface, we focus on saving time spent by the user to type long same code to simply perform 

Exploratory Data Analysis. The user can also plot various graphs such as Univariate plots and Bivariate 

plots. After the user has visualized the dataset then he/she can move on to Feature Engineering. In 

Feature Engineering, our tools allow the user to first handle missing values, be it numerical or 

categorical type. After missing values are handled then the user can opt to see the correlation graph to 

determine the correlation between target variable and independent features. According to this graph, 

the user can drop irrelevant independent features. Then finally the user can select the target variable 

and can select a task such as regression or classification. On selecting the task, the user can choose from 

a set of algorithms to train the model to just get a rough idea about the performance of the model. All 

this task requires users just to select from drop down menus or check boxes. This interface is beginner 

friendly and can help people save time from writing long codes to perform basic feature engineering. 

Also the tool allows the user to download the pre-processed dataset so that the user can train models on 

his/her system directly instead of replicating the preprocessing steps. 

The below block diagram shows the system design for the project. Some of the important features from 

the diagram are explained right after the image. 
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Figure 1.1 

Univariate Plots: User gets the option to plot graphs such as Box plot and Count plot. With help of 

Box plot the user will get know if the column has outliers and with Count plot, the user can visualize 

the values of categorical type data. The user also gets an option to plot graphs to visualize Skewness of 

each column. 

Bivariate Plots: This type of plot helps in understanding pairwise relationships. Users get the option to 

plot Barplot or Scatter plot and then the user can choose columns for X and Y axes.  

Filling Missing Values: Users will be given the option to fill in missing values. Filling up missing 

values can help in proper interpretation of the plots and better means to feature selection. One way of 

doing away with missing values is by directly dropping the rows and the columns.Ways to fill in missing 

values for integer or float type columns are by filling all of them with a constant value provided by the 

user. Other ways are by replacing them with the value in the previous or next rows. Imputing values 

may also include methods like mean and median of the values of that particular feature. Filling in values 

when it comes to categorical features is by using a constant value provided by the user or by using the 

mode of the values of that particular feature. 

Selecting Features: Users can visualize the heat map which represents the correlation between the 

target variable and the independent features. According to the correlation the user can drop the features 

with least correlation and then again can visualize the correlation. This iterative process can go on till 

the user is satisfied with the correlation map. Then the user can move ahead with model training. 

Training model:  The data after preprocessing can be used to train a desired model. To proceed to the 

training part the user will have to make some selections which will lead to the selection of the right 

model for the uploaded data. The portal will have an option to select between classification and 

regression. The supported algorithms will be available post the selection of a category. The selected 

algorithm will have a model trained with the given data with few of the hyperparameters tuned 

automatically. Once the training is done the accuracy of the trained model is displayed on the screen 

and the user can download the trained model as a pkl file along with a readme.txt file which explains 

how to use the downloaded model.  

Apart from this the user will also be able to download the python code for the respective algorithm that 

he/she has chosen. The downloaded code will only contain the basic preprocessing script. This code 

should not be mistaken for the code used on the website as the one on the website offers a lot more 

functionality and can handle raw data. The downloaded code should just be used for reference or to 

train a basic model [7-12].  

3. Results and Discussion 

Figure 2.1, shows the platform where we upload the dataset. The platform supports csv files. The 

uploaded data is stored on the server and further operations are performed. 
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Figure 2.1 platform supports csv files 

The uploaded data can be visualised through various plots that are available refer figure 2.2. Here we 

show a boxplot for the feature oldpeak. This could be used to better understand the distribution and also 

identify some outliers. 

 

Figure 2.2 platform supports csv files (Raw data) 

The raw data can then be processed using the various options that the platform provides. Missing values, 

categorical values and unnecessary features are some of the items that can be handled. Figure 2.3 (used 

some other dataset as this dataset has no missing values) shows in case of missing values, the user will 

get options like this to fill the missing values. Also, if categorical features are found, it is automatically 

encoded to numeric type using Label encoder. 

 

Figure 2.3 preprocessed data 

The user can plot correlation heatmap to see which feature is contributing the least and then that feature 

can be dropped from the dataset before using the data for training. The preprocessed data can then be 

used to train the model of choice depending on the target variable. There are several algorithms that are 

available and the desired one can be selected to train the model and check the accuracy that can be 

obtained. The accuracy is displayed after performing some of the hyperparameter tuning. The trained 

model can be downloaded and used offline as required. Refer figure 2.4. 
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Figure 2.4 hyperparameter tuning. 

4.  Conclusion 

The output of our project could shed light on the appropriate algorithm and the features that could be 

used by any individual with less expertise while designing their model. By using this, it becomes very 

easy for the individual to decide which is the efficient algorithm that they can use to build their own 

model. The visualisation in the tool will ease up the process of feature selection, hence lead to better 

understanding and faster development of models. 
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