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Abstract In the Internet, user-level performance of P2P ap+tesearchers as well, since they can test their TE algorithms
plications may be determined by the interaction of two inde-on the traffic generated by real applications.
pendent dynamics: on the one hand, by the end-to-end con- As a use case, in this work we carry on an experimen-
trol policies applied at the P2P application layer (L7); ontal campaign of L7/L3 routing layers interaction through
the other hand, by Traffic Engineering (TE) decisions takemModelNet-TE. As TE we consider the classic minimum con-
at the network level (L3). Currently available tools do neta gestion load-balancing, that we compare against stanéard |
low to study L7/L3 interaction in realistic settings, duesto routing. As example P2P applications, we take BitTorrent,
number of limitations. Building over ModelNet, we develop one among the most popular file-sharing applications nowa-
a framework for the real-time emulation of TE capabilities,days, and WineStreamer, an open source live-streaming ap-
named ModelNet-TE, that we make available to the scienplication. We emulate BitTorrent and WineStreamer swarms
tific community as open source software. over both realistic topologies (e.g., Abilene) and sintjis
ModelNet-TE allows (i) to deploy real unmodified In- topologies that are commonly in use today (e.g., where the
ternet P2P applications, and to test their interaction wittbottleneck is sited at the network edge) under a variety of
(i) many TE algorithms, as its design allows to easily inte-scenarios.
grate other TE algorithms that those we already providg, (ii Results of our experimental campaign show that user-
in a furthermore controlled network environment. Due tolevel performance may be significantly affected by both the
these features, ModelNet-TE is a complementary tool witifTE mechanism in use at L3 (e.g., due to interactions with
respect to hybrid simulation/protoyping toolkits (thaineo TCP congestion control or P2P chunk trading logic), as well
strain application development to a specific language ands scenario parameters that are difficult to control in the wi
framework, and cannot be used with existing or proprietarynternet, which thus testifies the interest for tools such as
applications) and to other open testbeds such as PlanetLodelNet-TE.
or Grid5000 (lacking of control or TE-capabilities respec-
tively). ModelNet-TE can thus be useful to L7-researchers,
as it allows to seamlessly and transparently test any exist |ntroduction
ing P2P application without requiring any software modifi-
cation. At the same time, ModelNet-TE can be useful to L34t is desirable that P2P algorithms and protocols are tested
before they can be deployed at large scale. Simulationebase
Dario Rossi Paolo Veglia performance evaluation is often non representative of real
E:ﬁ;ﬁp;ir':?r::;i_clg’s?gﬁéggcsf_'ﬂ worlq dynamics, even when simulations are carried on ex-
ploiting the very same prototype code. As such, recent re-
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PlanetLab [49] or OnelLab [44], that benefit of the realismtoolbox, where researchers can easily integrate their davn T
of the wild Internet, but lacks however of control. algorithms beside those that we already provide [25, 42].

Researchers face thus the following dilemma. On the We use ModelNet-TE to evaluate the uncoordinated in-

one hand, their testbed results may be easily reproduciblEraction between Traffic Engineering (TE) at the network
but hardly representative of real-world performance: is th 1ayer (L3) and end-to-end control policies applied by P2P
case, the large development and deployment effort investelyStéms at the application layer (L7). Indeed, though a num-
in the testbed does not payoff, since the offered level df reaber of work have studied the issue of selfish routing [30, 31,

ism only slightly exceeds the one achievable by simulation32: 49 50, 56] most of these work adopt a theoretical ap-

On the other hand, carrying on experiments over the wildroach, which is especially true for the case of the unco-
Internet allows to gather realistic results, though in taise ordinated interaction of routing dynamics at differentisy

the experimental scenario is not under control and geryerall[so' 31’,35]' On the other hanq, vyhile seyeral experimen-
hardly reproducible. Loss afontrol means that it may be tal studies of popular P2P applications e>.<|sts [15_’ 22’1,18’5
very hard to correlate the observed performance with thei? /+99: 65] they nevertheless neglect the interaction wigh t
root cause, so that experimental results become hard to if"derlying network. While their approach is necessary to
terpret. Loss ofeproducibility—which has been a require- understand app_llcatlon dynamics, it do_es not a_llow ISPs to
ment of experimental science since Hipparchus (ca.190 B_@nderstand the impact of TE on the traffic of the_lr user;; nor
— 120 BC) measurement on Earth axial precession— can fuit allows P2P develqper to assess how do their algorithms
ther hinder cause-effect relationships, and is therefotan perform over a reactive network.

favorable environment for beta testing_ Almlng at fIIIIng this gap, we StUdy the L3/L7 interaction
_ . via ModelNet-TE. To prove the flexibility of ModelNet-TE,
Efforts such as ModelNet [62] offer a third way, enabling 5§ tq gather a full blown set of results, we carry on an ex-

the control of thecore network topologyUnlike simulative perimental campaign that, as sketched in Fig. 1, considers

approaches, ModelNet uses a full networking stack, meany \jo, set of (j) L3 topologies and routing algorithms and
ing that the ability to control the network does not come (i) L7 applications and peer population models. At L3,

at the price of the performance evaluation reglism. Noti-ce‘:,ve consider both a simplistic pure overlay model, where
that t_he cpntrol of the core network topology is not avail-,o pottieneck is only at the access, as well as the popu-
able in Grid5000, PlanetLab and OneLab: hence, ModelNgt,, apijene topology spanning across the US, in which any

does not try to fully substitute to these existing experitatn ;o can become a bottleneck (depending on the traffic ma-

facilities, but rather to complement them. In a sense, Modgjy induced by the P2P application). As reactive L3 Traffic
elNet stands between these approaches for being more Bhgineering we implement a multi-path load balancing al-

glistic than Grid5000 or smaller testbeds and, at the SaMgorithm [25], that we compare to standard shortest path IP
jume, more controllable than PIanetLa_b. Furthermore, expe routing. At L7, we consider two reactive P2P applications,
iments on ModelNet can be reproducible (L3 topology, traf'namely BitTorrent [14], the most popular file-sharing appli

fic condition, etc.) as in Grid5000 and unlike in PlanetLab..,+ion nowadays, and WineStreamer [13,34], an open source

These Capab,'“t'?s make it a valuable complementary t0q)ye streaming application. Furthermore, we consider lzoth
for P2P application developer to test their systems. Modg, i¢orm peer population across the network, or a skewed

elNet is however only capable of shortest-path IP routingy,,jation, that reflects the actual number of citizen in ma-
which represents its major drawback. This limitation make?m US urban areas.

it is not suitable for research in Traffic Engineering (TE),
nor completely realistic as emulation environment, singe n
source-routing or load-balancing techniques, though kyide
used as of today [8], are available for testing.

We point out that we use BitTorrent and WineStreamer
asexamplesf filesharing and live-streaming P2P applica-
tions of our experimental campaign. At the same time, as
ModelNet-TE is engineered toansparently workwith any

In this work, we present ModelNet-TE, an extension ofP2P application, it requires no modification or instrumen-
ModelNet that enables TE emulation and experiments. Futtation to the P2P application. Similarly, while we limitgd|
thermore, we port the original ModelNet core code fromconsider arxampleof multi-path load balancing, other Traf-
BSD to Linux, making it available to the scientific com- fic Engineering algorithms can be easily integrated in Me¢!
munity [40]. The ModelNet-TE tool is interoperable, scal- TE as we will show in the following. As such, the ModelNet-
able and flexible. Interoperability and scalability areedity ~ TE tool can be used by other researchers to perform simi-
inherited from the original ModelNet code, that allows to lar experimental campaigns on completely different sets of
run possibly thousands of unmodified application instanceB2P applications and TE algorithms. We therefore believe
(provided that certain constraints are met, which we detaiModelNet-TE to be a valuable addition for the experimental
in the following). Flexibility is instead a key of ModelNet- evaluation of P2P systems — to which it adds the ability to
TE, as we took special emphasis in the design of a reusabt®ntrol the underlying networlka feature that was missing
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= BitTorrent vs
WineStreamer

chitecture is sketched in Fig. 2. The ModelNet environment
consists of two kind of machines,d$T and RE, inter-
connected by a physical LAN (address 192.168.0.0/24 in
the figure). The ©REmachine emulates the virtual network
with an arbitrary topology, while eachd$T machine runs
multiple instances of the application under test (in ouecas
BitTorrent or WineStreamer clients, see Sec. 3.2). Each in-
Yo Load balancing stance is boundedto a Virtual Node (VN) and a virtual IP ad-
Fig. 1 Synopsis of the elements taken into account in this paper dress belonging to a private subnet (typically the 10.080.0
network), dedicated to ModelNet emulation. While in the
hysical topology VNs runs on &sT machines, in the vir-
ual topology each VN is attached to a Gateway node (GW),
%Ar;at constitutes its ingress/egress point in the emulagéd n
ork

Pure overlay vs
Abilene topology

in the other available tools (see Sec. 5 for a more thoroug
comparison).
Summarizing, this paper achieves two main milestone

First, we offer the scientific community a full blown, open L .
. . - Notice that, for the emulation to be successful, each packet
source, customizable network emulator with real-timditaf

. . : enerated by any VN application instance must be deliv-
engineering capabilities. The tool can be used with mode& y any PP . A
) . . ered to the ©RE over the physical LAN: this is because,
investment (i.e., few servers), to emulate medium to larg

: For each packet, IP network emulation takes place at kernel
scale overlays. Second, we carry the first thorough cam-

aian. exploiting an experimental methodoloay. that fesus evel in the @WRE. Emulation tasks can be summarized as
paign, exp 9 P . . oy, . follow: using the source and destination virtual IP addeess
on the interaction of P2P dynamics with the underlying L3

. . L of packets coming from applications running o $fr ma-
network. Experimental results yield the following interes . . :
L : . . chines, the ©REdetermines a path through the virtual topol-
ing insights: (i) bottleneck in the network (which recently

: - gy and handles the packets accordingly. Each hop on this

arose in case of popular applications and content [17, 38 . . . )

mav have a profound impact on the P2P application be path has a given bandwidth, queuing, propagation delay, and
y P P PP P packet loss characteristics: thus, this hop-by-hop enoulat

formance; ('.') the peer population model, other than_ Sr?‘fj_llol'ets IP traffic experience realistic wide area effects, jbhgs
ing the traffic perceived by the L3 network, may signifi- . . . . .
including congestion on core links. Notice that packet em-

cantly contribute in determining P2P performance; (iéf4r . . )
: . . . . ulation occurs in real time, and packet delays are handled
fic engineering may ameliorate network-centric ISP perfor- . -

ith millisecond accuracy.

9. lize traffic on links) to the detri Y oY .
mance (e.g., equalize traffic on links) to the detriment o For the sake of clarity, Fig. 2 depicts the case of an ap-

user-centric P2P performance (e.g., due to unexpected in-. =~ = . . .
teractions with TCP transfers or P2P trading logic). plication instance bound to a virtual node VN having IP ad-

. . : ress 10.0.0.1, that wants to send a packet to a VN having IP
The rest of this paper is organized as follows. In Sec. .
. L address 10.0.0.4. Though both VNs are on the same physi-
we present a system-level view of the original ModelNet- .
o . al HosT, packets are however delivered to the®E over
TEemulator, describing the TE extension and the load bal- . .
: . . - L the physical LAN, through a kernel level hack happening at
ancing algorithm we implement, providing an initial assess

ment of its scalability as well. Sec. 3 provides a detailed dethe interface of the machine hosting the source'Vihe

scription of the emulated scenarios, describing the P2P aC-ORErOU'[es then the packet in the emulated topology: once

plications used, the different network and population mod-he packet has crossed all path hops (in the emulated topol-

els, and the evaluation metrics. Results of our experime 0gy), itis delivered (again through the physical LAN) to the

tal campaign are then reported in Sec. 4. Finally, relater(‘j_k)s”0 which the destination VN is bound.

work are overviewed in Sec. 5, before conclusive remarks

are drawn in Sec. 6.
2.2 ModelNet-TE Overview

2 ModelNet-TE Emulator To overcome the single-path limit, we have modified the
original ModelNet kernel module to allow multiple paral-
2.1 ModelNet Primer lel path to be used between any source destination pair: we

call the improved emulator ModelNet-TE. We have ported

The original ModelNet software [62] is an IP network emu-
lator, which allows to run unmodified applications plugging 1 ModelNet-TE flips a bit of the virtual destination addressich

. ‘g ) - forces packets to exit the 5T (instead of being “captured” by the
them into realistic, large-scale networks. ModelNet imple loop-back interface), and be directed to therE (which is set as

ments emulated virtual topologies that are independent fro o st default gateway). The same bit of the IP destination addgess
the physical testbed interconnection. A synoptic of its arthen flipped again at packet reception in there.
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Fig. 2 ModelNet low-level architecture

the original BSD code to the Linux kernel, that we makewarding Information Base (FIB). In ModelNet, FIB is a text

availablé at [40]. file containing, for each VN couple, the list of hops that each
Notice that ModelNet-TE inherits from ModelNet its abil-packet coming from sourc€ Ng and destined t&’ N has

ity to seamlessly and transparently work with unmodifiedto cross. In ModelNet-TE, the FIB is extended in order to

applications. This implies that ModelNet-TE can be usechandle multiple routes between each VN pair: more specifi-

with any existing P2P application, as it requires no modi-cally, aprobabilityis associated to each of the multiple paths

fication or instrumentatiotto the P2P application. connecting each VN couple. The kernel-level forwarding
We now briefly describe the improved internal ModelNetmodule applies then this probability for each packet: oe.,

TE structure. As can be seen in Fig. 2, the topologies emweach new packet arrival, one of the multiple paths is chosen

lated by ModelNet-TE can be logically divided in two sec- at random according to the specified probability.

tions: abackbongart that connects the gateways nodes GW

and anedgepart that comprises the set of access links inter-

connecting each VN to a single GW node. In practice, W({l)

can imagine that each GW to which VNs are attached, actg

,?hs V_\I_III'E:I TOISF:? or ar|1 ADS:‘ E)SL_@M.k\éVe pom: O;Jihthat algorithms. Notice also that, in the context of this pages, t
c algorithms only apply to theackbonepart ot e - e echanism we are considering is limited to per-packet

network, acting thus on aggregated traffic demands Cominlglulti-path forwarding, though ModelNet-TE also supports

fron_r_:]hehqeLV\/lork qu(?e. f the ModelNet-TE extension i per source-destination pair load balancing (as the FIB han-
€ high-levetidea ot the ModelNet-TE extension 1S 4104 source-routed paths). We point out that studies such as

depicted |ndF|g. 3, nvheri a]l thle .rele\;]a.\nt c%mﬁopents ar ] have shown that per-packet load balancing, though not
represented, as well as their relationship and their mean redominant, is not rare at all in today ISPs. Furthermore,

interaction. Basically, themulated topologys described to prove the flexibility of ModelNet-TE and the extendibil-

through an XML file, as in the original ModeINet-TE. Topol- ity due to the FIB/forwarding decoupling, ModelNet-TE al-
ogy definition consists in specifying both edge and baCk'ready implements two different TE algorithms [25, 42]. In
bone link, by fully defining the property of each link (such ’

bandwidth. delay. | babil ) A this work, for reasons of space, we use only one among [25,
as bandwidth, defay, 10ss proba llity, queue size, etad) an42], that we briefly describe in Sec. 2.3; we instead refer
their topological interconnection structure.

. ; . the reader to our technical report [24] for an experimental
Routing tables of nodes in the emulated topology are in

e ) : performance evaluation of P2P systems with the other algo-
stead specified in source routedile, representing the For- rithm [42]

Notice that the forwarding module only applies per-path
robabilities, but expects an externa88 TE routing mod-
le to set them: this way, routing optimizationdgcoupled
om low-level forwarding, making it easy to integrate new

2 As our patch applies only to specific versions of the Linuxnkér We point out that centralized TE algorithms can easily

(namely2.6.18 or 2.6.22 ), and so as to reduce the startup time . .
for new users, we directly provide full ready-to-use systemagesof run on ModelNet-TE. Notice that, given that all GW traf-

the patched GREand HosT machines, containing the source code asfiC transits through the GRE machine, the TE optimization
well. algorithms running on the @RE benefit of the knowledge
3 Clearly, instrumentation of the P2P application, whethessible,  of the Traffic Matrix (TM), and of the load on each link.

can bring a more detailed view of the QOE perceived by P2Psuser : : . ;
the same time, we provide basic QoS monitoring of end-poaffi¢ TM s continuously updated by thedRe: more precisely,

(e.g., traffic volumes, delay, jitter, losses, etc.) thatgeneral enough at & configurable periodic interval, theo®E exports TM
for any P2P applications. information from the kernel, writing it in an output text file



containing thdoad of each link on the network (expressed user space user space

as the sum of the PDU lengths that crossed each link during L3 P'-7 ';'OST

that timeframe). TM information can then be used as input Traffic eer2-peer
. Engineering dynamics

by the TE toolbox running in the user space, so to compute

the FIB to be used by the@Rein the kernel-level forward- l

ing process, as illustrated in Fig. 3. oy

The routing/forwarding decoupling is not only a natural 2 et x
Routes Load Topo|ogy

choice, as it follows from standard operation in IP networks FIB
but also simplifies the integration of new modules by (i) pro-
viding a simple, clean and natural interface for the Linux en
vironment (i.e., a file to read TM statistics from the kernel,
a file to write FIB information for the kernel) and (ii) avoid-
ing constraints on the time-scale of TE optimization module
(which asynchronously runs in user space). To better grasp kernel level

the advantages of this design choice, let us consider whidkig. 3 ModelNet-TE high-level architecture

one between the (i) TE optimization and (ii) FIB update pro-

cess may constitute a bottleneck. Consider the ideal case of . )

an instantaneous optimization algorithm: then, update ratthat [66] defines TE as the procedure through which the net-
could only be limited by the time it takes ModelNet-TE to work operqtor m|n|m|ze§:l fz(p_z)- )

read the new FIB from disk. As, in our experience, loading ~ Regarding the link congestion functigi(p;) we chose
the update routing tables takes less than a second (for motfl€ resulting mean queue size of a M/M/1 queue:

erate size networks of 10-50 nodes), this poses no coristrain

on the choice of TE timescale. Indeed, the bottleneck in thei (i) =
FIB reconfiguration rate is more likely tied to the TE algo-

rithm running time, that depends on the algorithm complexhe influence of the particular choice §flp;) on different
ity, and is generally tied to the solution of an optimization performance indicators is studied in [25]: as long as (1) is
problem. convex, increasing and diverges @sreaches;, the exact
With respect to our L7 vs L3 routing interaction study in chojce is unimportant in what regards path available band-
a P2P vs TE scenario, notice that once the source routes gkgdth and link utilization.
updated by the TE module, theo®E will use the updated The first input to the algorithm is the TM information.
routes in the emulated topology, possibly triggering imtur | every GW is ordered by an index, TE traffic matrix con-
changes at L7 due to P2P traffic dynamics, as depicted ipyins in itsij-th entry the mean traffic demand from nade
Fig. 3. This feedback happens naturally, i.e., without lequU yestined to nodg, usually called Origin-Destination (OD)
ing any modification at the application level, which is thusyair | addition to the TM, the algorithm also requires a set
unaware of the L3 dynamics. In turn, changes in the L7 trafyy paths that each OD pair may use. By specifying thisiset
fic matrix translate into different loads at L3, which po$gib priori, the resulting optimization problem is convex, which
triggers a new update of the source routes by TE, closing thgmpiifies its solution (note that paths in this set are qudy
feedback loop. tentially used in the solution, i.e., the amount of traffic sent
along some paths may be zero). In particular, we bound the
length of alternate pathsl| with respect to the length of the
shortest pathS| found by Dijkstra, so thatd| < |S|+ 3. In
other words, we take alternate paths that exceed the shortes
The L3 TE algorithm we consider in this paper is the classigath by at most two hops, so to be able to route around a
minimum congestion load balancing problem, probably firsicongested link or node, without incurring the load overhead
introduced in [19]. For each link we define a convex in- of longer paths.
creasing functiory;(p;), wherep;, is the load on link, and All in all, given the topology, thef;(p;) associated to
the problem objective is to minimize the sum over all linkseach link on the network, the traffic matrix and the paths
of >, fi(pi). The rationale is that this function representsthat each OD pair may use, an algorithm is needed to find
the congestion on the link, and that TE should strive to minthe amount of traffic that each GW should send along each
imize the total congestion on the network. Convexity is in-path, so as to minimiz&_, f;(p;). With this respect, sev-
tuitively justified by the fact that at higher loads, an irase  eral choices are possible since the problem is convex. For
in load generates more congestion than at lower loads. Thiastance, a classical approach to this kind of problems is
objective function has become very popular, to the pointhe gradient descent method [18]. However, most of gradient
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based algorithms include a parameter that controls conve6p ; access capacities, as these translate into constraint on
gence speed, which may be very tricky to assign. Althoughhe physical kbsTcapacity (in our scenarios, we verify that
for each algorithm there exists a range for this parame#er th such safety constraints are met, see Sec. 3.2).
makes the solution converge, in turn these values may result An even more stringent constraint applies however to
in slow convergence in certain situations. Converselgdar CoORE capacity: indeed, in ModelNet-TE each packet needs
values for the descent parameters may translate into fastgy traverse the core twice, and although packets are sent on
convergence, but can possibly also trigger oscillations.  virtual interfaces, they enter theoRe through the same

To avoid this reactivity-stability tradeoff, we resortteet  physical interface. As emulation happens in real time, gt an
use of so-called no-regretalgorithms: in particular, Mbigg-  time the overall traffic sent by all &isTs in the physical net-
TE implements the Incrementally Adaptive Weighted Ma-work (or, equivalently, by all VNs in the emulated network)
jority (IAWM) algorithm [7], that presents the advantage of must not exceed the capacity of theRE as otherwise un-
self-regulation. For instance, its convergence speedtts au wanted queuing and drop effects may arise in the physi-
matically set, depending on previously observed values atal LAN, perturbing thus the experiments. In other words,
f1(p1). For lack of space, we invite the reader to [7] for ait must be ensured that the sum of uplink and downlink
thorough algorithm description, and to [25] for extensivetraffic does not exceed thedRE capacity, translating into
simulations results. Cy + Cp < 1Gbps, where; andCp represent the ag-
gregated uplinkC; = SNV Cyy; and downlinkCp =
Zf.vzle Cp,; capacities respectively. To this extent, from our
measures we derive that maximum aggregated throughput
It should not be forgotten that virtual nodes and virtuatlep  9€nerated by BitTorrentis 377Mbps while for WineStreamer
ogy are ultimately emulated by the over a physical networkiS 140Mbps. _ _
and that multiple virtual nodes are run orBT machines. Our setup can therefore be considered conservative also

Hence, certain constraints must be met so to avoid that LANVIth respect to bandwidth bottlenecks, since both applica-
capacity, CPU or RAM bottlenecks perturb the experimentslions generate an aggregate traffic which is lower than the
Our setups comprises 604 Ts and 1 ®RE machines, each 1Gbps thr.eshold dlscusseq above. From the abqve data, we
equipped with Intel Xeon CPUs (4 cores in hyper-threading@" also infer that theoretically our testbe.d settmgs_d:oul
running at 1.86GHz) and 4GB RAM, that are interconnecteCale-up by a factor of 2.5 and 7 respectively for BitTor-

by an Ethernet Foundry Edgelron 24G-A switch with 1 Gbpgent and WineStreamer, already without any change in the
ports ports and a 4 Gbps back-plane. LAN speed. Even larger testbeds could be obtained upgrad-

Concerning CPU and RAM bottleneck, we can Sepa_ing the LAN interconnections between HOSTs and CORE

rately consider ©REand HosTs machines. First, theare ~ 1© @ 10Gbit Ethernét

machine runs the forwarding and optimization engines: the ~Finally, notice that ModeINet-TE does not allow to run

firstis highly efficient as implemented at kernel-layer, lghi €XPeriments on parallel. This is however a design decision,

the efficiency of the second depends on the TE algorithn@S the primary tool usage is intended for individual researc

implemented (and in our setup, it was never the bottleneckflfoups, that can easily decide a scheduling to run experi-

Second, we experimentally verified that eachst is able ments on series. Not!ce that_thls limitation also applies to

to run up to 35 P2P clients without incurring CPU penal-large dedicated experimental infrastructures, such as3uao0,

ties (i.e. CPU idle time was always higher than 20%): henc#/h0se aim is instead to be shared among different groups.

for instance, with 6 machines, we can build overlays whos&Urther, we point out that there could rather be more draw-

size reached’p = 200 P2P clients (which is also a reason- Packs in case mutual experiments would .be run in parallel

able swarm size for both file-sharing and live-streaming, cf O the same infrastructure, since the traffic of the differen

Sec. 3.2). Notice that we are considering much more consefXPeriments may have unwanted mutual influence, affecting

vative settings than, e.g., what usually considered indtian and perturbing the experimental results.

Lab (for instance, [48] limits the overlay size on PlanetLab

to 160 peers running on machines that report at least 5%

idle CPU time). All in all, CPU bottleneck limitations are 3 Scenario and methodology

easy to get around, e.g., by increasing the numberasH ) )

machines (to scale up the size of the L7 overlay), or by upWe now describe the scenarios emulated in our experimen-

grading the raw computational power of thegE (to scale tal campaign, providing motivation and detaﬂgd |nf(_)rmat|

up the size of the L3 network). concerning our choice of (i) network topologies, (ii) TE al-
Rather, we point out that the number of P2P applica-, At the same time, care should be taken in this case, as [4&fiexp

tion instances that can be run on a singlest machine  gnced degradation of ModelNet precision for aggregatéidratceed-
also depends on the emulated VN uplifik ; and downlink  ing 600Mbps, so that further testing would be needed in thiec

2.4 ModelNet-TE Scalability




gorithm details, (iii) population models, (iv) P2P applica To better grasp the impact of the network topology, we

tions. compare the Abilene scenario with a simplified model (not
shown in the picture) where all peers are interconnected in a
star topology to a single network core router. No capacities

3.1 L3 Network or delay are emulated in the n(_atwork core (but only at the ac-
cess): hence, due to our physical setup, the backbone runs at
3.1.1 Topology 1 Gbps switched Ethernet speed (which is much faster than

the Abilene case, and where congestion never arises). Still

Irrespectively of the P2P application, we consider two netin this scenario we may enforce realistic access latencies,
work topologies: namely, (i) a realistic Abilene topologyda  depending on the population model (see Sec. 3.2.1).
(ii) a simplified pure overlay model.

Often indeed, network topology is not considered due t
studies such as [4], showing the bottleneck to be sitatle
edgeof the network. However, the above assumption hold
for scenarios with a majority of low-capacity access tech
nologies, such as e.g., ADSL lines, whose upload capacit}
is significantly limited. Conversely, the above assumptio
may no longer hold in case of fast FTTx Internet access [58 i
(i.e., Fiber To The Curb/Home), which is in the agenda o hanges with each other. , )
all major developed countries, and that reinforces the need In ModeINe.t-TE, the TMis sampled over windows:wof
of studying more realistic network scenarios. seconds« = 1in our case), and ModelNet-TE can perform

Second, signals of the fact that P2P (or other user—leveﬁ'mple operatioris(e.g., average, standard deviation, maxi-

L . . mum, etc.) oveilV consecutive time windows. Then, after
applications) are already causing congestion to ISPs can . .
. . . . . consecutive windows, these demands are exported from
inferred by recent issues such as (i) the throttling of BitTo the kernel to the TE algorithm (see Sec. 2.2). For the ex
rent connections by Comcast in the US [17] or (ii) the throt- g ( - 2:2).

tling of Megaupload by France Telecom in Europe [38]. Th aﬁgTuennﬁx&mgfilggiégﬁogﬁgtg} :/r\]/ilic?svsser:u\),ng?:egr?éw
above examples show that, actually, ISPsaready strug- P y '

gling with the amount of data in their networks as of today routing tables. Notice that the resulting timescale of tBe L

) L 'traffic engineering decisions is on the order of 30 seconds
i.e., even when FTTx represent a minority of access tech-""" ~ . .
nologies (which is comparable with the order of the L7 timescale, as

. . . ., .we describe in the next section).
We take into account the above observation while build- )

ing an emulation scenario. Due to the scale of our testbed,

and to the physical limits of the interconnection (i.e., £th 3.2 L7 P2P Applications

ernet transceivers, switches back-plane, number o+

described in Sec. 2.4), it is however clearly impossible toAt L7, we build realistic scenarios by considering hetero-

emulate a full speed Internet core. Rather, we observe thgeneity in the (i) class of P2P applications and (ii) peer-pop

problems may arise when the aggregated traffic generatedation models.

by the user may cause congestion in the network, and decide We select two P2P applications, namely BitTorrent [14]

thus tojointly scale access and core capacities so to produand WineStreamer [13, 34], that offer heterogeneous ser-

situations similar to [17,38]. Notice also that while, thé-B  vices and have thus a rather dissimilar design. Indeed, Bit-

Torrent vs Comcast case has already hit the media, P2P-T¥borrent and WineStreamer are rather diverse in their con-

application may represent a similar threat due to the fatecastraints (i.e., elastic file-sharing vs minimum rate liveeaming),

ed growth of Internet video [16]. architectural choices (i.e., TCP vs UDP) and trading logic
The realistic network scenario we design is thus as ir(i.e., rarest-first vs playout-deadline based). Yet, tregse

Fig. 4, with core links interconnected according to the well plications also share some similarities (i.e., both aré bui

known Abilene topology [3], comprising/r = 11 routers  an unstructured an mesh overlay, with each peer optimiz-

spanning over the US country. In our scaled setup, we conng its neighborhood by preferring high-bandwidth peers)

sider core links capacities i6' = {5,10} Mbps and we that are a natural result of the evolution of the Internet P2P

model peer access capacity as loose symmetric FTTH equetosystem, following the good performance these choices

to Cp; = Cy,; = bMbps. Notice also that, though realistic, have exhibited [20, 33].

the Abilene topology is also a hard scenario for load balanc-— The support for different operations simplify the implertegion

ing, since the level of path diversity may not always allow t0u gifterent algorithms, that may rely on different inpuesd., average
routearoundcongestion. for IAWM [7] or maximum for [42]).

o3-1.2 Traffic Engineering

éNe now discuss some implementation details of the iIAWM
algorithm described in Sec. 2.3, notably the timescale at
hich the algorithm is run. Let us recall that one of the
nputs to the algorithm is the traffic matrix (TM), defined
s the amount of aggregated VN traffic each GW node ex-




Fig. 4 L3 Abilene topology and L7 swarm: uniform (left) vs skeweidlit) population models.

For both applications, we emulate a flash-crowd scenario 0.02 : :
in which a single source initially provides content (i.efije 0018] o Skewed
ora TV channel) to a swarm @&fp = 200 peers. Notice that
this is a reasonable swarm size for file-sharing application
that furthermore trades off between observation in [46, 67]
more precisely, [67] observes that only about 1% of the tor- é
rents have more than 100 peers, while [46] reports typical
sizes of BitTorrent swarms to be around 300-800 geers
As far as live-streaming is concerned [29] observes that the
swarm size for the same channel also depends on the appli-
cation (i.e., which reflects the application popularityneat
than the popularity of the content itself), with swarms rang
ing from 500 peers in TVAnts to about 180,000 peers for
PPLive for the most popular content. Hendg; = 200 can F!g. 5 Uniform vs skewed population models: end-to-end latensy di
represent an highly popular channel over a mildly populaf™!t°n
application, or a mildly popular content over an highly pop-
ular application.

For the sake of simplicity, we consider homogeneous However, while emulation studies usually uniformly dis-
swarms capacities: notice that the effect of heterogeneougbute peers in the network (e.g., by spreading peers at ran
swarms with multiple capacities are well-known [32] from dom over PlanetLab nodes), we argue that peer population is
a pure L7 standpoint, and may be worth investigating fronmore likely to reflect the actual human population in the real
a joint L7/L3 viewpoint as future work. world. As the Abilene network spans across the US, we con-
sider US cities of Abilene PoP and distribute peers to reuter
proportionally to the population of the corresponding urba
area [63].

Irrespectively of the P2P application, we may consider dif- The skew in the population_ distribution translates into a
ferent swarm population models. In the Abilene topology ofMOre clustered swarm population, where several peerssuser
Fig. 4, each router acts as access router for several peersfy be found behind the same router (city). In turn, this also
the network: since the Abilene network comprigés = 11 affect the distribution of the end-to-ehlhtencies, as peers
nodes, and since we emulatg = 200 peers swarms, on are now more likely to be close.

average there are about 20 peers per node. In both cases,

swarms initially have a single source located in Kansas City 7 \stice that edge-to-edge latencies are measured betwgarain

(in the middle of US). of gateways GW (or IP routers), taking into account the ptalsilis-
tance between US cities. End-to-end latencies are emulbgtedidi-

6 This may be due to the fact that [67] exhaustively expl@iesor- tionally taking into account the local loop network besitle ficcess
rents, while observation in [46] are limited to a smaller¢oits catalog. GW [36].

0 5 10 15 20 25 30 35
End-to-end Latency [ms]

3.2.1 Population model




The difference in the uniform vs skewed population modtially, the seed is the unique source of a 100 MBytes file:
els is pictorially represented in Fig. 4, and the corresjpignd  hence, at the very beginning we expect most of the traffic
distributions of edge-to-edge latencies are reportedgn3=i  to be originated from a single VN (i.e., the seed). However,
Latency distribution shows the impact of skewed peer popas chunks start spreading in the swarm, exchanges between
ulation, as three peaks clearly arise: these corresporiyl to (eechers become prominent, until the seed contribution is n
low delay for nearby communication (i.e., behind the samédonger necessary [32]. Hence, the traffic matrix offeredat L
GW or confined in the east cost, west cost, or mid US), (ii)by L7 will change during the whole experiment duration, so
moderate delay for mid-range communication (i.e., betweethat the system evolves without ever reaching a stationary
east cost and mid US, or west cost and mid US), and (iiistate.
high delay for faraway communications (i.e., between both
coasts). Ngtic_e also tha.t highldelay PDF peakis pronouncec;al,_z_3 P2P-TV: WineStreamer
as the majority of US inhabitants can be found along the

eastern and western US coasts. Conversely, uniform pegg, jie_streaming, we use WineStreamer, an applicatien de
distribution yields to a completely different latency dist \|gned in the context of the FP7 Strep Project on Network
bution, WhIF:h is u_nreahstlc with respe_ct to actual measurep,are p2p Applications over Wise Networks (Napa-Wine)
ments carried on in measurement projects such as [64]. 34 |, jive-streaming the main aim is to let all peers in the
swarm receive the minimum stream rate (similarly to video-
3.2.2 P2P Filesharing: BitTorrent on-demand), and to minimize the playout lag with the source
(additionally to video-on-demand).

For file-sharing, we use the Python version of BitTorrent-  WineStreamer belongs to the last generation of live-stiegm
4.0.0-GPL. In file-sharing, the main aim is to let all peersapplications, and is able to take informed decisions with
in the swarm download the content in the shortest possiespect to the network state [21]. Knowledge of the net-
ble time. Notice that the BitTorrent version we consider em-work state is commonly nicknamed as “network awareness”,
ploys TCP at transport layer (L4). While we are aware thatind can either (i) be measured by the application or (ii) be
recently BitTorrentintroduced a new application-layans-  achieved with ISP cooperation. Examples of (i) include pre-
port protocol based on UDP at L4 [53], we choose TCP fileferring nearby peers to faraway ones based on RTT or IP
sharing since the new protocol is for the time being imple-hop-count measurements, or preferring high capacity peers
mented only in a specific client (namejyTorrent, that is by means of bandwidth measurements, etc. [21]). An exam-
estimated to account for varying ratio of BitTorrent client ples of (ii) is represented by IETF ALTO [5], defining ISP
15 [46]-60 [67]%. Besides, our attention is here more fo-servers that acts as “oracles” and participate in the P2P pee
cused on the interaction of P2P applications and L3 networlgelection process with informed suggestion on good candi-
rather than to the performance of BitTorrent under a newdate peers.
congestion control paradigm, which we instead investigate In this work, we only consider L7 measurements per-
in [61]. formed by the application itself, and turn off WineStreamer

We point out that providing a survey of BitTorrent is out ALTO capabilities. Notice that, due to chunk transmission
of the purpose of this work, for which we refer the readerduration over ADSL lines, we expect the bandwidth-aware
to [14, 32]. Here, we only mention that BitTorrent peers es{20] peer selection criterion to prevail over latency-asvar
tablish and maintain a limited number of connections, ovefl1] or power-aware [52] (i.e., the ratio of bandwidth over
which they download small portions (or chunks) of the filelatency) peer selection criteria. In other words, as fowslo
they are interested in obtaining. Periodically (every 26 se ADSL peers the chunk transmission time exceeds the prop-
onds), peers rank their connections depending on the dowagation delay, in order to keep the overall system latency
load rate, keeping only the best connections (“chocking” th low, the ability to find high-capacity peers prevails oves th
least performing ones), and optimistically trying to diseo  ability to find nearby peers [55].
new potential good peers (nicknamed as “optimistically un-  In all of the following experiments we stream a 600 Kbps
choking” in BitTorrent, and performed every 30 seconds)video at 25fps encoded with H264. In the video diffusion,
To avoid free-riding, BitTorrent enforces reciprocatioh o we map every video frame to a single chunk (while several
content exchange (tit-for-tat) and, to avoid resources hotaudio frames are grouped together in a single chunk to re-
spot, BitTorrent peers try to equalize the chunk availabil-duce the overhead). Video stream is not decoded at destina-
ity in the system by downloading the rarest chunk first. Thetion, but is discarded to avoid too many concurrent blocking
timescale of the L7 application dynamics is on the order ofO calls; however, we log chunk-level arrival patterns tefa
20 seconds, thus comparable with L3 dynamics. evaluate the quality of user experience.

In a flash crowd scenario, BitTorrent peers behave dif- Again, providing a survey of WineStreamer is out of
ferently depending on whether they are leecher or seed. Inthe purpose of this work, for which we refer the reader to
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Fig. 6 L7 traffic demands (Abilene topology, skewed population, IP routing TE routing
IP routing): Swarm adjacency matrix for BitTorrent (leftda
WineStreamer (right) Fig. 7 L3 traffic demands (Abilene topology, BitTorrent file-shreyi

application). Plots represent uniform (top) vs skewedt(o} popu-
lation models, with IP shortest path (left) and TE multitpgtight)
routing.
[13, 34]. Rather, here we highlight the complementarity of
WineStreamer with respect to BitTorrent. On this regards,
we point out that the application exploits UDP and, though Fig. 6 exploits a matrix representation to compare traf-
it implements a simple retransmission mechanism, the vefic demands of the applications, measured over the whole
sion we use in the testbed does not implement any forrexperiment duration, where black points indicate a chunk
of congestion or flow control — hence, it sends out chunk&xchange between two peers. Already at a first glance we
at full speed. Moreover, chunk size is smaller than the onean observe the difference in matrix density: WineStreamer
normally used in BitTorrent: as the scheduler performs debehavior is much more “loquacious”, while BitTorrent con-
cisions at a higher rate, hence we expect the P2P neighacts a lower number of nodes.

borhood to be more dynamic. Due to the use of UDP and  Augmenting the same kind of representation with gray
to the minimum stream-rate requirement, WineStreamer igyels proportional to the volume of exchanged data, we an-
therefore a non-elastic application, with stringent neat-r  alyze load on L3 induced by the L7 application. While Fig. 6
time requirements, unlike BitTorrent. Also, differenttp  reported host-to-host communication with a binary seman-
BitTorrent, WineStreamer source is always providing newic (j.e., the matrix representation reports a black dotvif t
content to the swarm, at the same average rate, so that tbéers communicate during the experiment), Fig. 7 reports
system tends to a stationary state (although with a varyinghe router-to-router traffic matrix (i.e., where the intiensf
neighborhood). the traffic exchanged between any router is represented with
gray colors). Considering for the sake of example only the
BitTorrent application, we vary the L7 population model and
4 Experimental Results the L3 routing, and depict the L3 TM in Fig. 7. Comparing
top and bottom rows, one can gather the difference between
In this section, we report results of our experimental camuniform (top) and skewed (bottom) population models: data
paign, adopting two complementary viewpoints. First, weexchange in the skewed population is much more concen-
analyze the traffic that the P2P applications induce on th&ated around few points (i.e. GW of large US cities as New
L3 network. Then, we analyze the impact that each simplisYork or Los Angeles) while in the uniform case, chunks are
tic vs realistic parameter choice has on the quality that thenore evenly exchanged. Especially, for the uniform popu-
user perceives. lation the traffic concentrate on the matrix diagonal, sa tha
peers prefer to exchange with peers behind the same router;
conversely, in the skewed population cluster forms invajvi
4.1 Traffic demands and link load routers sited in regions where users (and, hence, peers) are
more numerous.

Let us investigate the traffic demands that P2P trafficinsluce = Comparing instead left and right columns, one can gather
over the whole network, and how these demands translatbe difference between IP shortest-path (left) and TE multi
into individual link load. A pictorial representation ofeah path (right) routing: as expected, traffic is more spread out
traffic demands, at L7 and L3, is shown in Fig. 6 and Fig. 7under TE load balancing, which is especially visible in the
respectively. case of skewed population.
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Core links loads and drops as those serving the gateways where t_he source is located,
100 — i i i i i are not facing severe congestion (i.e., higher load or §)sse

9 which is again due to TCP congestion control. Hence, TE
g ® only provides marginal changes in the traffic matrix, insrea
2 60 ing by about 2% the fairness of the link utilization (measure
2 with Jain fairmess index>" ", pi)2/(N I, p2) with p,
2 load on thei-th link).
E” 20 Conversely, in the WineStreamer case of Fig. 8(b), we
;\5 0 notice that load is unevenly distributed, with some links be
20 1P — ing lightly loaded and other carrying significant traffic aumd,
‘ ‘ ‘ ‘ ‘ ‘ and experiencing non marginal losses. This striking differ
o S Yo s ) <% . N R . ..
core link D ence is due to (i) chunk scheduling dynamics and (i) the
(a) BitTorrent transmission of chunks as spurts of back-to-back packets
over UDP. As for chunk scheduling, peers need to receive
Core links loads and drops content over small time windows, and as new content is con-
100 ' ' ' ' ' stantly being produced at the source, the source is possibly
é 80 overwhelmed by chunk requests. Moreover, as no conges-
E 60 in‘ tion coptrpl is implemented by the application, the chunk
S 40 transmission process can be very bursty, so that aggregated
8 20 I‘ traffic load is no longer smooth as in the TCP case, but is
5 |\ more likely to cause drops on some links. It must be said that
= 0 ) Fig. 8(b) depicts a severe congestion scenario due to narrow
8 207 P — 5Mbps link, that however let us better grasp some effects:
-40 - ‘ ‘ ‘ ~TE T notice indeed that while it can be seen that TE manages to
2 s % s 2 % equalize link level load to some extent (fairness increages
Core link ID about 6%), TE efforts are not sufficient in this severe con-
(b) WineStreamer gestion scenario. Worse yet, use of multi-path TE can sel-

Fig. 8 Network link load (positive y-axis) and packet loss rat dom overload links (that were only mildly loaded under IP

tive y-axis) , BitTorrent (top) vs WineStreamer (bottont),the IP vs rogting), fu'.'ther induc.ing losses (that were absen?[ unier |
TE cases, Abilene topology and skewed population This behavior can be induced by the two uncoordinated con-

trol policies at L3 and L7, that happen independently and at
the same timescale, and that we can exemplify as follows.

Performance of L3 network are reported in Fig. 8, show-Assume that L7 application decides to route content toward
ing link load and packet loss rate of individual links in the @ peer whose path is lightly loaded and has never experi-
backbone, for both P2P applications and comparing IP vgnced losses. Assume further that, roughly at the same time,
TE routing. Notice that link load is reported on the posi-L3 realizes that links along the same path are lightly loaded
tive y-axis, while packet loss rate is repored on the negativand decides to reconfigure the FIB. Now, what happens is
y_axis_ For the sake of s|mp||c|ty, we On|y consider a Sce_that links along that path will eXperience a SUdden, unex-
nario with realistic Abilene topology, 5Mbps core linksgan Pected, load increase — that in case of live-streaming will b
skewed population. The striking differences that the L% tra exacerbated by the use of full-rate UDP chunk spurts.
fic matrix exhibited in Fig. 6, also entails different impact ~ Notice also that Fig. 8(b) suggests that not all the net-
on L3, which can easily be explained. Notice that while inwork capacity is fully utilized, while a swarm of the same
this work we focus mostly on the performance implicationsize in Fig. 8(a) was able to use more resources. This hints to
on L7 application of the TE decision at L3, in our techni- the fact that peers in the WineStreamer application cowid po
cal report [24] we provide further insights on the TE inner-tentially serve more other peers, thus offloading the source

working (such as paths and paths-probability) for the interand further ameliorating system performance. Similar ob-
ested reader. servations lately led to the development in WineStreamer of
Consider first the BitTorrent case in Fig. 8(a): as the apf”1 dynamic aggregated congestion control over UDP, named

plication version we use employs TCP at L4, peers attemp'f|Ose Rate Control (HRC) [12], showing thus that ModeINet-

at fully utilizing their uplink bandwidth (provided that ély TE an provide an invaluable help to P2P application devel-
have enough chunk requests). In turn, this yields to a signifoper '

icant utilization of core link, which are mostly above 70% & Hrc was however not available at the time of the experimental
average utilization. Notice also that important links, Isuc campaign.
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cumulative distribution function (CDF) of the download and
chunk reception rates, measured over the whole swarm in
Fig. 9 (for the time being, we fix the topology to Abilene and
limitedly consider IP shortest path routing, whose impagt w
instead assess in Sec. 4.3).

é Consider the population distribution first. The general
consideration is that skewed population is beneficial ih, tha
provided that the application is aware of latency or band-

- g;igmgggz glﬂg\jm width®, it can establish neighboring relationships with peers
' :“-;‘-;‘-g;‘-‘:‘-l gzgmggz, gcg\?vren& attached to thg same GW router., thus confining traffic at the
0 —_— T e edge and avoiding narrow core links.
0 051 1|'35 2| dz.st 3Mb 35 4 45 5 Focusing on BitTorrent clients, we see that lowest down-
(a)o;?%arr;te[ Pel load rates are achieved by peers on the C=5Mbps uniform
population scenario: then, notice that a roughly equivalen
L "C=16Mbps, Uniform’ performance gain can obtained by either (i) doubling the ca-
e gjéOM"ngsbﬁ'ﬁg‘p’nﬁd pacity under the same population model or (i) considering a
08 ..o~ C=5Mbps, Skewed skewed population model at the same capacity level. Notice
indeed that the average download rate increases by 25% and

L 087 26% respectively, as reported in Fig. 9-(a).

3] Considering WineStreamer clients, we see that the im-

04r pact of the population model remains considerable, althoug
in this case core links capacities plays a determinant role

021 due to streaming constraints. Indeed, considering therunde
Vet provisioned C=5Mbps scenario in Fig. 9-(b), on average 22%

more chunks are received under a skewed population model
with respect a uniform one. Yet, change in the population
model are not sufficient, as the percentage of received chunk
for C=5Mbps is still low for some peers (those that were
serviced by the underprovisioned link exhibiting up to 40%
packet losses in Fig. 8), while situation improves consider
ably for C=10Mbps.

0 . . . .
0O 10 20 30 40 50 60 70 80 90 100

Correctly received chunk [%]
(b) WineStreamer

Fig. 9 Impact of (i) uniform vs skewed population model and (ii)&or
link capacities C=5Mbps vs C=10Mbps. Arrows are used tolfggh
the percentage of difference between thean valuef the corre-
sponding CDF curves.

4.2 Impact of population model and network capacity 4.3 Impact of network topology and multi-path routing

¢ h ‘ ¢ licat Let us now consider the impact of the network topology and
We now focus on the performance of L7 applications, CONtouting policies, where for the sake of simplicity, we only

sidering (i) the download rate of BitTorrent peers and fig t consider a skewed population model. To assess the impact

percentage of correctly received chunks for WineStreamer the topology, we compare a pure overlay model against
we argue_these o be the most re_levant metrics th_at furthegr ey provisioned Abilene network with core link capacity
more intuitively EXpress _the quality of user experience. a%qual to C=10Mbps. While it is straightforward to foresee
for (i), download rate is tied to the system efficiency and a4 4 4 pure overlay model both applications will perform

the time ?t takes peers to complete their download; as foE)etter, as we removed any topological bottleneck, it would
(1), the video quality is badly affected by chunks that a0t be possible to quantify this gain without ModelNet-TE.

received after the playout deadline (e.g., due to queuing de As expected, we see that in the case of BitTorrent the

lay Et L|3) or that a;]re onlly partially received (g.g.., due toperformance achieved on a pure overlay model can be sig-
packet loss at L3 that WineStreamer retransmission mecr?ﬂficantly higher with respect to the Abilene case. This is

anism failed to recover). Both metrics are evaluated OVefocause once in network capacity bottleneck are removed,

Wlndpws of 10 seconds (|.e.,_ the same timescale employeflop . make better use of the access capacity: on average
by BitTorrent to rank the active peer set for the choke op-

eration). In the following, we report results gathered dver
different runs for any given experimental settings. gn-t _ : _
plication such as PPLive, using UDP at L4 and measuringfeanstes

We first consider the impact that the capadityn core ¢ 7, we experimentally verified that bandwidth prefereimzices a
links and the peer population model have, and depict thelustering of nearby peers [54].

9 Since TCP is advantaged by smaller RTT, application priefgrr
high-bandwidth peers will also likely prefer nearby pe&gen for ap-
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1 S e of RTT estimation. As each packet may traverse different
09} 1 paths, of different lengths, with different levels of cosge
0.8} | tion, this can significantly affects the RTT estimate. Sekon
07t 1 as packets can now arrive out of order, this may possibly
0.6 ! trigger spurious TCP retransmissions [39]

é 05} o c 1 WineStreamer is a network aware application, that al-
0.4} 4 oot ™ ready executes measurement on the underlying L3 network,
H (e (4 . . . .
03} i=—ai<—> so to perform informed peer selection and scheduling deci-
02f & Overlay only sions: in this case, periodica_l c_:hanges in the network topol
0.1 .2 Abilene IP - ogy due to TE are not beneficial to the already complex L7
S Abilene TE Q- . . . .
0 1 algorithms. Recalling Fig. 8, we see that due to the highly
0 05 1 15 2 25 3 35 4 45 5 . .
bursty chunk transmission process, it seldom happens that
Download rate [Mbps] . .. .
(a) BitTorrent L7 performance independent L7 and L3 decisions increase the loads on some
link. However, since this is the result of two uncoordinated
1 Oveflayonly —— 7 { decisions, it is impossible to blame a single actor between
Aiene 10 e - L3 or L7, as problems arise from the interplay of both. In
08¢ fact, both L3 TE and L7 algorithm take decisions on the
assumption that, respectively, traffic and network topgplog
w 061 are static: thanks to ModelNet-TE we see that when this
3 ;’ ° assumption no longer holds, unexpected phenomena may
041 J 12% /] arise.
i< 2;.4"
02}
i
..... 4%
0 TS 5 Related work
0 10 20 30 40 50 60 70 80 90 100
Correctly received chunk [%] Two bodies of work are related to ours. On the one hand,

(b) WineStreamer L7 performance there is work focusing on the experimental evaluation of

Fig. 10 Impact of (i) Abilene vs Pure overlay network topology and P2P applications by means of testbeds [12, 15, 51] or large

(ii) IP single-path vs TE multi-path routing. Arrows are dde high- ~ Scale-experiments [37, 46, 65], possibly stemming from hy-

light the percentage of difference between tiean valuesf the cor- brid simulative/experimental approaches [1, 6,10, 2642]2,

responding CDF curves. On the other hand, work exists that focuses on the interac-
tion of the overlay and network layers [30, 31, 35, 45, 50, 56,
68].

BitTorrent can download at a 40% faster rate in a overlay-

only scenario with respect to shortest-path IP routing.-Con

versely, as the video stream sent by WineStreamer hasz] Experimental evaluation

fixed bitrate, and since the capacity of the network is pro-

visioned to transport almost all that traffic, the differenc performance evaluation of P2P system has often involved

between the overlay-only vs IP routing is limited to 4% (re-simulation approaches, due to the relatively rapid pratoty

spectively, 95% vs 91% of chunks are received on averagehg of new applications on the one hand, and on possibility

Finally we analyze the influence that TE techniques cano inexpensively validate the application performance bn o
have on P2P systems, by contrasting IP vs TE routing on th& controlled tool on the other hand. For a more in-depth dis-
Abilene topology: counter-intuitively, we see that TE may cussion of simulators tools for P2P networks, we invite the
lower the performance of both applications. reader to [43].

In BitTorrent, this can be explained by the fact that, re- At the same time, as simulative environments forcibly
calling Fig. 8(a)-(a), nearly all links already operatesaat incurrin a number of simplification of the reality, the parfo
regime close to their capacity. Hence, as TE reroutes theance gathered by means of simulation still need to be vali-
traffic along possibly longer paths, it extends the numbedated against experiments of real applications prototypes
of traversed link for each packet: thus, while TE balancesecent P2P research, we observe that basically three trends
the load more evenly across links, it may in turn raise theemerged: the first employs an hybrid simulative/experimlent
global network load. Second, since TE operates on a peapproach[1,6,10,26,27,41], the second controlled tdstbe
packet basis, it may alter TCP congestion control: indeed12,15,51], and the latter world-wide infrastructures,&g,
TCP transmission mechanism is self-clocked on the basig5].
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In thehybrid simulative/experimental approaeksearchersame infrastructure, there is no control on CPU load (for in-
are offered a development toolkit that eases the transitiostance, [48] points out that “Since most Planetlab machines
from simulation to network testbeds, so that the same codare usually over-loaded, we limit the overlay size to 160
can be reused for both simulation and experiments. Examplgeers running on machines that report at least 5% idle CPU
of this line of effort include PlanetSim [27], PeerSim [41] time.”) other traffic (e.g., two P2P experiments running-con
and its latest evolutions, Protopeer [26], Kompics [6],[i§3 currently, or measurement between PlanetLab nodes) that
(whose scope goes beyond that of P2P performance evaluzan both alter experiment resufts
tion) and Oversim [10] (the latter a P2P toolkit for the well
known Omnetpp [2] simulator).

The issue is that [6, 10, 26, 27, 41] forces the user t®.2 Routing layer interaction
develop new applications using a specific toolkit, that may
sometimes be too constraining. Notice indeed that this mead he study of the interaction of several routing layers is in-
that existing applications should be re-implemented in thétead motivated by findings in [45, 50, 56]. Briefly, while
framework — a possibly overwhelming effort that may countegelfish routing may be highly unoptimalin general settinis [
the success of the above tools. Also, such toolkits canndt6], in practice it performs reasonably well in Internéeli
clearly be used to evaluate very popular but closed-sourcenvironment[50], which justify and confirms its interest. A
and proprietary applications such as Skype (VoIP), PPLivéhe same time, an important observation is that local opti-
or SopCast (P2P-TV) or uTorrent (filesharing the populamization entailed by selfish overlay routing may counter ac-
implementation of BitTorrent, that lately become closedrse)tions taken by the underlaying network, overall resulting i
Finally, notice that while these toolkits offer the abiliy ~ Poor system stability.
simulate the system, they generally fall short in offering e As a consequence, there has been a recently increased
perimental evaluation capabilities as well. attention [30, 31, 35, 68] on the potential issues on uncoor-

Ultimately, this implies that a great effort is still reqeit ~ dinated, uncontrolled interaction of two routing paradggm
to evaluate the developed prototype in controlled testbedRifferent studies consider different levels of interantsuch
[12,15,51] or world-wide infrastructures [37,46,65]. ken  @s @ P2P overlay network and the underlying IP network
as far as experimental evaluation is concerned, this lead 8uting [31,35], IP routing and the underlying MPLS/GMPLS
to considering two main class of methodologies. network [68], multiple P2P overlays routing, coexisting on

Controlled experimentare run in dedicated infrastruc- a given underlay network [30].
tures, such as Grid5000 [15, 51] or ad hoc testbeds [12],
where clusters of several coordinated machine, which are )
usually connected through LAN, run P2P clients. As these-3 Advances with respect to the State of Art

infrastructures are general purpose (i.e., not tailoreciéd-

work experiments) experimental setup can be a burden. BGT—h'S work extends and complements bOth bodies of work.
sides, latency and packet drops must be artificially enﬂ)rceon the one hand, though we use an experimental methodol-

by external tools and it is impossible to carry out studies’9Y: to the best of our knowledge P2P traffic has been stud-
on L3/L7 interaction. Nonetheless, [51] concludes that Bit led W'th_ a pure overlay mo<_je| [12, 15’ 22,32,37,48,51,57],
Torrent experiments performed on cluster are realistic anaeglectlngthus the mutual impact with Iow_er-laye_r netvvork
that wide area network latency and packet losses impact f¢?" the other hand, most of the work focusing on interaction
less than 15% of the download time. If we agree that thid@etween differentrouting layers exploits a Game Theaaétic
precision is realistic enough for elastic file-sharing aggpl ~ 2PProach [23,35,68], with a simulative approach limitedly

tions, such error margin cannot be tolerated for interactiv usedin [31].

live-streaming applications — where chunk losses or delaye _AS such, the research community still lacks more real-
arrivals heavily impact the quality of experience. istic apd p_ractlcal studies, which is precisely what we ad-
World-wide infrastructuresuch as PlanetLab [49] and dress in this work: thanks to the ModelNet-TE framework,

OneLab [44], have long been used to test and benchmallle éncompass both classes of work, by proposing the first

distributed applications [37,46,65]. Currently, Plaredilpro- tstlljdy 3: rzutllng Ialze:.mt(.ara::tlog ttf;]attexplons E\n ex??nn
vides about 1000 nodes at 500 different sites scattereddrou = o Hoc0'0dy. NOUCe Instead, that our workis or odona
hybrid simulative/experimental approach [1, 6, 10, 26, 2

the globe. Yet, one of the perception is that PlanetLab is not .~ .

suitable for P2P experiments since it is composed mainly b 1], inthat M(_)de_INet?TE trans_parently work with any work-
high capacity nodes and few DSLs [60]. Another potentia{i]g P2P a_pphcatlon, imespectively of how the prototyps ha
problem arises from the fact that access to nodes is sharég " engineered/developed.

among users, each of which is getting different “slices™ 10 notice that this should change with the recent ability in Dateto
yet, as multiple concurrent experiments can be run on theeserve resources similarly to what happens in Grid5000
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Our results not only validate ModelNet-TE as a com-
plementary tool to test P2P applications in realistic emwr

Table 1 Scale of different P2P experiments (this work in bold)

Ref. Testbed Nodes Nodes/ Machine ) | e

[15] Grid5000 10000 100 ment, but also yield several interesting insights on L7/43d

[12] Own testbed 1000 5 namics. Summarizing our main findings, we have that overlay-

[22] PlanetLab 400 1 only models yield an overly optimistic evaluation of P2P

[48] PlanetLab 320 32 lication: while th | | del lies to toad

[51] Grid5000 300 100 application: while the overlay-only model applies to toady

[57] PlanetLab 280 1 ADSL access, we have increasing evidence [17, 38] that in
ModelNet-TE 200 35 the near future bottlenecks may no longer sits at the user

Ej% ’\P/I'gg;tr']-:tb 81530 81 access link. Second, we observed that the population model

[32,37] PlanetLab a1 1 heavily impacts overlay performance, as its impact can be of

the same order of magnitude of in-network capacity limita-
tions: hence, the ability to localize part of traffic behihe t

Moreover, ModelNet-TE tool sits between controlled andsame access gateway, e.g., by means of IETF ALTO servers,
wild testbed infrastructures, trading off between theisgal seen an interesting option to offload the network and ame-
of PlanetLab, and the scalability of Grid5000, and addindiorate the user experience. Third, we see that TE can rotice
the control over the network topology and routing algorithm ably worsen L7 performance: this counter-intuitive resist
Yet, the scale of the experiments that can be performed idue to the interplay of several factors, among which (i) the
not compromised: to prove this, Tab. 1 reports a comparisotmpact of per-packet load balancing on TCP performance,
of different closely related work, highlighting the scailip and (ii) the uncoordinated reconfiguration of the overlag an
aspects for the methodologies discussed so far. underlay networks for unelastic applications.

Notice that most works scale up to a few hundreds peers, While this work attempts at analyzing a large spectrum
i.e., the same order of magnitude of our ModelNet-TE ex-Of scenarios, it also leaves many points open. As far as the
periments, confirming the validity and usefulness of thé too €xperimental results are concerned, for example, it would
Only two notable exceptions push the experiment scale tbe interesting to assess whether the conclusions gathered i

1,000 [12] and 10,000 [15], trading off experimental scalethis paper are more general than the explored settingsfi.e.
with simplicity of the experimental setup. they continue to hold for different topologies, TE algonitk

and P2P applications. As far as the tool itself is concerihed,
would instead be interesting to further extend the scaleef t
achievable experiments, e.g., by allowing the newly intro-
duced TE functionalities to work on multiple paralleb&Es

fiS supported by the original ModelNet core for shortest path
IP routing.

6 Conclusions

This paper presents ModelNet-TE [40], a open source em
lation tool with Traffic Engineering (TE) capabilities: I
ing over the original ModelNet core, which only offers stan-

dard IP routing, we added the support of TE and imple'AcknowIedgments
mented a multi-path load balancing algorithm. At the same

time, our purpose was to design a flexible tool, that can behjs work was funded by FP7 STREP NAPA-WINE. Au-
easily integrated with many other TE algorithms beyond thgnors wish to thank Eugenio Alessandria and Luca Mus-

one that we provide. cariello for their initial help on this work.

As a case study, we use ModelNet-TE to analyze the in-
teraction between Traffic Engineering at the network level
(L3) and end-to-end control policies implemented at thdiaptiBeferences
layer (L7) by P2P application such as BitTorrent (one of the
most popular file-sharing applications) and WineStreamer ( 1+ 1S3 homepage. http://www.nsnam.org.
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mesh-based network-aware live-streaming applicatio®). W 3 apilene  network. http:/Awww.internet2.edu/

performed a thorough experimental campaign, considering network/

several parameters (such as topology, core link capacities*:
IP vs TE routing, peer population models, etc.) in the sce-
nario definition. To gather a comprehensive understanding
of the system dynamics, we express performance in terms.
of both network-centric and user-centric metrics: at L3, we
measure link load and losses and at L3 we measure the Bit®"
Torrent download rate and WineStreamer chunk reception
rate.
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