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Summary

This thesis focuses on zone based climate control in pidestamd how to implement
climate controllers in a new range of products. The preskotatrollers are based on
simple models of climate dynamics and simple models of aotsa The implementa-
tion uses graphical point and click features from the Mattksa'orange of products and
automatic code generation. It is furthermore shown how itdmew climate control
systems based on cheap and readily available hardware tiwdiso An early result for
performing system identification for zone based climateadhyics is also presented.

The thesis is a collection of eight papers. The first two papeal with the im-
plementation of controllers and how to integrate the dgualent of controllers into a
complete framework that can provide different services eagnote monitoring. The
same framework is also capable of automatically generatingce code for the actual
target platform, on which the climate controller is expedi® execute. The third paper
also deals with the development cycle of controllers, shgwiow to build a graphi-
cal user interface for point and click modelling of zone ltaskmate dynamics. The
next two papers present an early result for performing systientification for zone
based climate dynamics, based on an idea of guaranteedahtiew directions. Paper
6 presents a verified stable distributed temperature déetfor pig stables divided into
zones. Paper 7 is an expanded journal version of paper 6r Bgpesents a distributed
temperature and humidity controller based on the ideagpted in papers 6 and 7, but
where the controller synthesis is done automatically vieeagnted tool chain.

Keywords: Climate Modelling, Climate Control, Livestock BuildingEmbedded
Software, Game Theory, Networked Control, Distributedt&ys, Automatic Code
Generation, Matlab, Simulink, Real-Time Workshop, Lin@QTS, System Identifi-
cation, Parameter Estimation, Hybrid Systems
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Sammenfatning

Titel: Design af Indlejret Regulator til Ventilationssysteméiisestalde.

Denne Ph.d. afhandling omhandler zonebaseret klimanegglé grisestalde og
hvorledes dette implementeres i nye produkter. De praaselgteéegulatorer er baseret
pa simple modeller af henholdsvis klimadynamik og akti&totmplementeringen er
baseret pa grafiske peg og klik vaerktgjer fra Mathworks ograatisk kodegenerering.
Det er samtidig vist hvorledes nye klimareguleringssystekan baseres pa billigt og
lettilgeengeligt software og hardware. Ydermere preesesietr forelgbigt resultat til at
foretage parameterestimering for zonebaseret klimadiknam

Afhandlingen bestar af otte artikler. De farste to artildarhandler implementering
af regulatorer og hvorledes udviklingen af disse kan irgegg i et framework, der kan
tilbyde forskellige services f.eks. fiernovervagning.t®amme framework er i stand til
automatisk at generere kildekode til den platform, hvankliegulatoren skal eksekveres
pa. Den tredje artikel omhandler udviklingen af et udvigmiljg for grafisk peg og
klik udvikling af zonebaserede klimaregulatorer. De feide to artikler preesenterer et
forelgbigt resultat for systemidentifikation af zonebas&timadynamik, baseret pa en
ide om at fastholde retningen af intern luftretning i stald@rtikel seks omhandler en
bevist stabil distribueret temperaturregulator for esegtald inddelti zoner. Artikel syv
er en udvidet tidsskriftsudgave af artikel seks. Den ottengl sidste artikel omhandler
en distribueret temperatur og luftfugtighedsregulatmebat pa ideerne fra artikel seks
0g syv. Syntesen af regulatoren i artikel otte foretagesmatisk via en praesenteret
tool chain.

Vi
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Indoor Temperature
Outdoor Temperature
Density

Specific heat capacity
Heat capacity

Volume

Area

Ventilation rate

Heat

U-value for building material

Solar radiation

Relative indoor humidity
Relative outdoor humidity
Absolute indoor humidity
Absolute outdoor humidity
Ambient pressure

Indoor pressure

Indoor CG, concentration

Table 1: Notation

NOMENCLATURE

W/ (m?

[kgwater/ kgalr
[kgwater/ kgalr]
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P4
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CHAPTER
ONE

Introduction

The work presented in this thesis addresses the field of ®imantrol in pig stables,

covering aspects from analysis of, and a development envient for controllers to ac-
tual implementation. The aim has been to develop new cligwiéol algorithms taking

into account the challenges for not only Danish pig produntbut also the manufactur-
ers of climate control systems.

1.1 Background and Motivation

Skov A/S is a manufacturer and international provider ahelie control systems for pig
and poultry stables. The product portfolio ranges from il&iin components, animal
production monitoring, cleaning of livestock building extst air and climate control
systems. The company was started in 1954 by the brothereKasd Kjeld Skov with a
husbandry production of cattle and pigs. In 1966 the comgtanryed selling ventilation
systems for pig and poultry stables, and through numeraggstof development cycles
for both products and the company, Skov evolved into the @it is today.

In 2003 Skov made a strategic decision to boost their reseamnd development
activities, initiating a number of research projects inpa@tion with different Danish
research institutes including the newly started CenteEfobedded Software Systems
(CISS) at Aalborg University. The different projects arelepart of a larger vision for
future production of pigs, not only in Denmark but worldwide

1.2 Vision for Future Pig Production

Denmark is reputed as being one of the most wage intensiveriesiin the world, and
in the global market Danish industry in general focuses aowkedge based products

1



Introduction

and a high level of production automation. The challengesggdy globalized compe-
tition has launched the idea of future animal husbandryasttarized by automation and
very little human interaction.

The vision for future pig production covers both climate @noduction control, with
an overall ambition of increasing profit for the farmer whif@intaining an acceptable
welfare levelfor the animals (Hansen et al., 2005). The idea is to have abeumf
control loops with the innermost being the climate con&wollThis control loop takes
care of maintaining the current climate within well definesubdaries on the basis of
climate measurements e.g. temperature and humidity. Tdunddoop is a production
loop, which is responsible for generating profit for the farmThe production loop
should ensure that the pigs fulfill the requirements fronmstaaghter house with respect
to weight and lipid level. The final loop is the welfare cotigg which ensures the well
being of the animals.

The presented vision corresponds to the daily life of a farnoéay, except thate
acts as both the production and welfare controller i.e. tihésfarmer’s responsibility to
evaluate the production status and well being of the aniawadsact upon his observa-
tions. Figure 1.1 illustrates the current practice in toslaypimal production systems.

Actuation Sensors Output
—Ventilation /\ Temperature——s Climate—
Food Humidity Weight

Farmer— Welfare
Climate
controller
Human
decision

Figure 1.1: Schematic view of current practice in pig praauc

Figure 1.1 illustrates a system where a climate controlesyss used to keep the
climate within well defined boundaries. The climate is cold on the basis of mea-
surements of temperature and humidity and adjusts thelagoti rate accordingly. In
this system the farmer acts as a sort of supervisor assebsitgelfare of the animals.
Possible actions from the farmer are adjustments of theatdirmontroller and change in
e.g. food type. If the farmer assesses that the animals a@dm healthy condition he
can call a veterinarian or give medicine by himself.

2



1.3 Vision for Future Climate Controllers

The idea behind the vision for a future pig production is ttoeate the process
illustrated in figure 1.1. The idea is illustrated in figur@.1.

Actuation Sensors Output

N

—\entilation Temperature—— Climate—
Food q) Humidity)<Welfare

Medicine Sound7 Weight
VisiM
Climate o

controller
Welfare
controller

Production

controller

Figure 1.2: Schematic view of future pig production pragtic

Figure 1.2 illustrates the vision for future productiontsyss where the farmer is
replaced by a production controller. This requires new @enand sensor output e.g.
weight or the more abstractly defined concept of welfare. daré 1.2 it is illustrated
how a welfare controller can influence both the climate amdipction controller. This
thesis omits the discussion of animal welfare and welfans@es, and points attention
to the concurrent research projects that focuses pantiga animal welfare and wel-
fare sensors. However, since this thesis considers a fuhplementation of climate
controllers, the presented solutions are constructedéh auvay that they easily can
incorporate both production and welfare controllers.

1.3 Vision for Future Climate Controllers

The current practice for controlling climate in pig stable®ased on measurements of
mainly temperature and humidity. The reference point fer ¢bntroller is set by the
individual farmer, possibly with the aid of graphs showihg pigs’ climate need as a
function of their age and/or weight.

Climate control, without considering welfare, is thus a tmabf keeping tempera-
ture, humidity and air quality sufficiently close to spedfieference values under well
known conditions and is as such an exercise in feedbackatortfiowever, the exter-
nal environmental factors in pig production make it extrgnukfficult to set a correct
reference point for a climate control system, since not evdight, but also breed, age,

3
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daily feed intake and the surroundings e.g. time of day arat figpe in the lying area

affect the pigs’ environmental requirements. Adding unknalisturbances and varying
system dynamics as well as the possibility of componentifaiin sensors, actuators,
communication systems and computers, the task is of fategreamplexity than seen
at a first glance.

1.3.1 Ventilation Systems

Many types of ventilation systems for animals houses exéstsh possessing pros and
cons depending on the requirements for the system. Theseertents are based on the
number and type of animals in the building, the physical disien of the building and
the climatic zone where the building is placed. Ventilatsystems are placed in one of
two categories: Natural or mechanical ventilation. In natwentilation systems there
are a number of openings letting air into and out from thelstabhese openings are
typically placed in the wall and the roof ridge (see figurgi)B It is the natural driving
forces of air (pressure or temperature difference) thasedhe ventilation. Natural
ventilation is mostly found in livestock buildings for datbecause they in general have
a better resistance to variation in climate than pigs. Meida ventilation uses at least
one driving fan for air intake or exhaust, thiescing air into/out of the stable.

(b) Natural

=
i

|

[ o
| |
L L

|
*

(c) Wall (d) Tunnel
Figure 1.3: lllustration of various ventilation types.
Figure 1.3 illustrates four different ventilation systenaiffuse, natural, wall and
tunnel. Diffuse and wall refer to the air intake method; inlvistake an exhaust fan
exhales air from the stable, thus, causing a pressureetiterbetween the internal and

external environment while air is let into the building thgh wall inlets. The diffuse

4



1.3 Vision for Future Climate Controllers

type lets air into the stable through a diffuse ceiling materTunnel ventilation is in
principal equal to wall and diffuse intake; the three methade mechanical ventilation
to exhale air from the stable. A key difference between tuand wall/diffuse intake
exists, though, namely that in tunnel ventilation one ofdhbles consists more or less
entirely of fans while the opposite gable is the air intakee igure 1.3(d), thus, causing
a draught to cool down the animals. Tunnel ventilation isnariily suitable for regions
with hot climate where diffuse and wall intakes are inadégdar sufficient ventila-
tion. In Danish pig production mechanical ventilation gyss with wall inlets are the
most common found type of ventilation systems, and the reti® thesis, therefore,
considers only this kind of ventilation system.

Control of Ventilation Components

The actuators found in the stable are wall inlets, ventifatans (outlets) and possibly
heating. An air inlet is an opening in the wall with a guidingte to adjust the amount
of incoming air and a grid to prevent leaves etc. to enter.picl wall inlet (see figure
1.4(a)) has a protecting plate mounted on the external sideitimize the effect of
direct wind gusts.

(a) Wall inlet (b) Chimney

Figure 1.4: Image of wall type inlet and exhaust air chimney.

Ventilation fans are mounted in chimneys (see figure 1.4¢b)) consists of the
ventilation fan itself and a damper plate giving an extrardegf freedom for control
purposes. For simplicity this thesis does not deal with the of damping plates, thus,
the rest of this thesis assumes that when a fan is turnedeonthie applied voltage >
0, the damping plate is fully opened. When the fan is turnedhaffdamping plate is
closed.



Introduction

In a one zone stable (see figure 1.5) all actuators are adivata parallel like
fashion. For inlets this is implemented with one motor thatavpulley system operates
all inlets in both sides of the building simultaneously.

A M- MM
@ & D& D &
A M- M-

L S S S B R B
I et AW\~ Heating € Fan

Figure 1.5: lllustration of typical climate components ig ptables.

If controlled heating is present the pipes are connecteeiiesto a main boiler.
Though figure 1.5 illustrates a number of radiators, col@doheating is actually ane
pipe system.

1.3.2 Zone Based Climate Control

In the ventilation system depicted in figure 1.5 the climatatml is based on mea-
surements of temperature and possibly humidity from senseated in the middle of
the building approximately one meter above ground levelthbese kinds of systems
onetemperature sensor is used to give feedback to the climatigotoand a general
assumption is, therefore, that no significant climate gnatgi within the livestock build-
ing exists. In the rest of this thesis this system concegtheilreferred to asne zone
systems.

In a pig stable pigs can not move around freely in the entéelst but are confined to
pig pens with a density of approximatelyrs [m?/pig]. Pigs maintain a social hierarchy
where lower ranking pigs often are bullied and/or physjcaiblested by higher ranking
pigs. The use of pig pens is, thus, not only of practical usehfe farmer since he can
overview the pigs more efficiently, but also serves as a obntechanism for limiting
the hierarchy sizes. In case not all pig pens are filled Skggssts to the farmers that
pigs are kept near the center of the stable, i.e. near to itinatit sensors. In every day
practice, though, pigs are placed in pig pens by the conmeaief the pig farmer, and
in general a uniform distribution of pigs around the buitfizenter can not be assumed.

As mentioned before climate control is indeed a complex.taskling the possibil-
ity of nonuniform distribution of disturbances (pigs) anake the possibility of having
leakages in the building envelope, it does not appear Vaditithe climatic parameters

6



1.3 Vision for Future Climate Controllers

are without significant gradients. This hypothesis was $itated theoretically in (Bar-
ber and Ogilvie, 1982) and later shown experimentally inr@a and Ogilvie, 1984).

For recent work in incomplete mixing of airspace in livestdwildings see (Moor and

Berckmans, 1996; Janssens et al., 2004) and referenceinth&ased on the general
acceptance that the airspace in livestock buildings isnmetely mixed, this thesis,
therefore, proposes a multi zone based climate controésysts illustrated in figure

1.6.

[ . .
[ inlet MWW Heating P Fan

Figure 1.6: lllustration of climate components in zone iiarting.

In multi zone climate control systems the stable is pargghinto a number of sep-
arate zones, where each zone has individual actuationot@stillustrated in figure 1.6.
In the multi zone climate control concept each zone comratn have its own reference
point.

Advantages

The advantages of upgraded climate control systems cawidediinto two categories:
Improved performance and extra functionality. Within théso categories a number of
use cases to advocate the extra cost of this new system enpeds

Improved Performance

e Under normal production conditions pigs are placed in pigspey the conve-
nience of the pig farmer. This nonuniform distribution of fhigs leads to varying
thermal disturbances in the stable, which can be compeah&atey a zone based
climate control system.

e Differences in a stable e.g. leakages in one end of the stahonventional
buildings, broken windows or open doors can cause the zankave different
dynamics. A more accurate climate control can be expectédsitase by using
the zone based idea.
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e The presented system is equipped with a surplus of sensdiis. indicates the
possibility of robustness in case of sensor failure.

e Since the stable is divided into a number of zones, the stdda a®nezone is
over-actuated. In case of actuator failure in a zone, th&ralter can compensate
by increasing ventilation in other zones.

e As an example, surplus heat generated by pigs in a relativelyded zone may,
by ventilation, be lead to zones of low population if allowsdair quality criteria.

Extra Functionality

e Different climatic needs dictated by age or race specificatats, can cause the
zones to have different reference points. Introducing ganghe stable allows
differentiated climate control.

e The stable as presented is in many situations over-actuditerlextra degrees of
freedom introduced in this manner may be used to achievggogtimal climate
control. A search among a number of feasible equilibria mapérformed and
the optimal can be selected.

e The presented vision is also equipped with a surplus of sen&uch a surplus
facilitates error detection.

e Introducing zones allows for possible elimination of drauigetween zones.

1.4 Climatic Zones

The previous section presented the vision of a future céncantrol concept based on
partitioning a stable into zones, and the available veidilacomponents. Due to cli-
matic differences throughout the world, ventilation equgnt from one part of the world
can not be expected to deliver satisfactory performanceheargarts of the world e.g.
the wall inlet type of ventilation for a Danish pig stablensifficient for a poultry stable
in Saudi Arabia where tunnel ventilation is required.

Good indoor climate depends on many factors; temperatuaegtt and air quality
e.g. level of CQ concentration, ammonia or NHgases. But in order to quantify
quality, sensors are needed that in a practical settingdMoeittoo expensive for use in
pig stables. The type of sensors available for climate obimtipig stables are most often
temperature and humidity. Throughout the rest of this thesly these two measures
are considered. Regarding the ambient temperature andihyrigur scenarios exists
as illustrated in table 1.1.

The geographical location typically confines a stable toam&o of the categories
in table 1.1. As an example consider the following requinetier the stable climate:
Tret = 20 ['C] and Hret = 70 [%)]. In the following the scenarios from table 1.1 are

8



1.4 Climatic Zones

Humid & | Humid &
Cold Warm
Dry & Dry &
Cold Warm

Table 1.1: Partitioning of climatic zones with respect terage temperature and relative
humidity.

described with respect to the required actuators. To siynplatters it is assumed that
the heat produced by the pigs is always greater than the dssatHrough the building.
The following sections refer to the ambient environmentilevtheir subsections refer
to the indoor climate.

1.4.1 Cold & Humid

In general it is not a problem for pigs if the relative humydis low since the pres-
ence of pigs automatically increases the moisture confethiecair, but for the sake of
completeness four cases with respect to the climate ins&lstable are identified.

Too Hot and Too Humid

Since the ambient air is cold, ventilation will decreasetdmperature. Because cold air
with a high relative humidity contains less water than thenwandoor air, ventilation
will decrease both temperature and humidity i.e. no extraadors are required.

Too Hot and Too Dry

As stated, the dryness is not really a problem and ventgatiitl decrease the tempera-
ture.

Too Cold and Too Humid

This is a potential problem since stopping the ventilatiah r@sult in a temperature
increase but also in a climate too humid for the pigs. In thisedt could be necessary to
have extra heating present in the stable, since ventilatibbdecrease both temperature
and humidity. Alternatively, dehumidifiers could be intdl

Too Cold and Too Dry

In this case ventilation could be stopped, which will reguincreased temperature and
humidity level. At some point either the temperature or thentdity will be too high
and a change in control action will take place.
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1.4.2 Cold & Dry

This is basically the same case as in the previous section.at®0 “C and a rela-
tive humidity of 70 % contains approximatel.01 [(kg H,O)/(kg dry air)] (Schmidt,
1989), but air atl0 "C and a relative humidity ofl00 % contains approximately
0.007 [(kg H,O)/(kg dry ain]. So, according to the control objective ventilation will
result in a decrease in both temperature and humidity.

1.4.3 Warm & Humid

In regions with hot and humid weathstandardventilation will never be able to main-
tain the required climate. Only when the climate inside thélg is too cold and too dry
will ventilation be beneficial. In such regions alternasiysuch as tunnel ventilation,
are required. As explained previously, tunnel ventilatioh figure 1.3(d)) creates a
huge draught in the stable, thus, using the wind chill fattiaool down the animals. If
further cooling is required it is possible to let the air flogiinto the stable pass through
a water-drenched porous material to cool down the intakbedore utilizing the wind
chill factor.

1.44 Warm & Dry

In warm and dry ambient environment the same ventilationgiples as for warm and
humid ambient applies. Because warm air can contain morenlan cold air, even
warm and dry (relative humidity) air can actually incredse humidity level.

1.4.5 Climate Control in Denmark

Denmark is placed in a temperate climate with cool summeatsiatd winters. With an
average yearly temperature arouhdC it is, thus, fair to assume that ventilation will
decrease the temperature. Assuming H&F° < 77 just leaves the humidity to be
investigated. As explained in the Cold & Dry and Cold & Humitgon previously,
cold air can contain less water than warm air, in fact in wititees in Denmark when
the average temperature(ss “C the air will always contain less water than required
for the stable climate. Throughout the rest of this thesis, itherefore, assumed that
ventilation will decrease both temperature and humidity.

1.5 Climate Controller Development Environment
Embedded software is all around us from our mobile phone, m¥ dish washer to
more safety critical applications such as car electrordegtion surveillance and nu-

clear power plants. In fact, most of the software (and ed&its) around us that is not
a normal personal computer may be considered as embeddedusfThough climate

10



1.5 Climate Controller Development Environment

control in pig stables at first sight does not have the samégooibscientific appeal as
e.g. space exploration it is nevertheless important. Dekiisehe world’s largest ex-
porter of pork, and with a gross domestic product at factst 0618131 million Danish
kroner climate control in pig stables is important both ispect of the well being of the
animals and revenue for the farmer. Thus, without actualgngjfying it, software for
climate control in pig stables has to bafe

Software is often developed after a so-called V-model @nes, 1986; Biering-
Sgrensen et al., 1994) as illustrated in figure 1.7 (withbetdotted lines). Following
the V-model, a project starts at the highest abstractioel ley making a system spec-
ification, and as time progresses (hopefully) the abstradével decreases, ending up
with the actual source code after which testing begins.

Total time

System spec.. , Accept test

Software spec. System test

Software arch. Integration test

Abstraction level

Detailed desi. Module test

Source code. Function test

Time

Figure 1.7: Abstract development model.

While figure 1.7 illustrates an ideal (the V-model) it alsagirates how things often
work in practice. The dotted lines in figure 1.7 illustratevaevelopment possibly con-
sists of a number of iterations, since tests can reveal ddésigs. At each iteration along
the dotted line extra time is added to the total developmerdg because development
needs to go through the bottom of the V.

When the source code is ready it needs to be compiled in ordes #xecuted on
a target platform. Most people may not think deeply abouiut,when source code is
compiled into an executable, the programmer “trust” thatbmpiler works as expected
i.e. the executable behaves according to the written cdtlee programmer didn’t trust
the compiler, he would himself have to write the machine dodehe target platform,
which would be an immense task. The conclusion is that inrdaddevelop software, a
trusted tool chain is needed. This has fostered the Y-mddstrated in figure 1.8.

The Y-model uses automatic code generation in order to spedide development

11
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———- Total time——

Abstraction level

Time

Figure 1.8: Abstract development model using automatie gmheration.

cycle. Figure 1.8 illustrates how the design begins at soigie &bstraction level and
as with the V-model the abstraction level decreases as @mweint progresses. But
contrary to the V-model the Y-model reaches a point whereataioetool automatically

translates the design into source code, which is then cechpiRutomatic code gen-
eration exists on many levels, in fact a C-compiler could tvesalered as performing
automatic code generation translating C-code to machide.cB8ut in order to really

utilize the possible benefits of using automatic code geioeré has to be performed at
a “high” level in figure 1.8. A tool that allows automatic codeneration from a high

level is Real-Time Workshop (RTW) from Mathworks. With RTWstpossible to gen-

erate c-code from a Simulink diagram that can be executedtargat platform. Other

tools exist but the Mathworks’ tools have been chosen aseastady for this project.

1.6 Contributions

The following contributions are documented in this thesis:

1. Demonstrated how to integrate monitoring and remoterobat livestock build-
ing climate with the development environment for such syste

2. Demonstrated how to build remote monitoring systems if@stock buildings
based on the integration of such tools in the developmeritamment.

3. Demonstrated the applicability of using readily avdiahardware and software
components (COTS - Commercial Off The Shelf) for climatetoarsystems.

4. Showed how to perform parameter estimation for a dynatimmate model that is
both hybrid and nonlinear.

12
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5. Showed how to avoid algebraic loops in Simulink in ordebtdld a graphical
modular simulation system for zone based climate dynamics.

6. Showed how to design a verified stable climate controtiezéne based climate
dynamics using an already established method based on deoey,tbut with
inclusion of coordinating logic variables.

7. Demonstrated a tool chain for automatic control syngiesicontrollers modelled
in UPPAAL TIGA, simulated in Simulink and with the possibility of genenati
code for real life testing.

1.7 Thesis Outline

The dissertation is organized as follows: Chapter 2 presargurvey of literature on
climate modelling and control ending up with a presentatibthe model used in this
thesis. Chapter 3 through 10 are composed of the followipgsa

1. J. J. Jessen, H. Schigler, J. F. D. Nielsen, M. R. Jensefis®@chnologies for
Integrating Development Environment, Remote Monitorind &ontrol of Live-
stock Stable Climate. IEEE International Conference ortedys, Man, and Cy-
bernetics (SMC2006). Taipei, Taiwan. October 2006.

2. J.J. Jessen, J. F. D. Nielsen, H. Schigler, M. R. JensensSd®chnologies for
Internet Based Monitoring of Livestock Buildings. 10th IASD International
Conference on Internet and Multimedia Systems and Apjdicat(IMSA2006).
Honolulu, Hawaii. August 2006.

3. J. J. Jessen, H. Schigler, ZoneLib: A Simulink Library Kéodeling Zone Di-
vided Climate Dynamics. ISCA 19th International Conferna Computer Ap-
plications in Industry and Engineering (CAINE2006). Lag#s, Nevada, USA.
November 2006.

4. J.J.Jessen, H. Schigler, System Identification in a Matie Livestock Building.
International Conference on Computational IntelligenmeModelling, Control
and Automation (CIMCAO06). Sydney, Australia. December@0Bccepted for
publication. Withdrawn due to financial issues.

5. J. J. Jessen, H. Schigler, Parameter Estimation for ZasedClimate Dynam-
ics. The Second IASTED International Conference on Contjauial Intelligence
(C12006). San Francisco, California, USA. November 2006.

1The papers have been reformatted from the original layoubtopdy with the layout in this thesis. The
papers are reproduced under the conditions of the copyaileement with the original publishers.
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6. C. De Persis, J. J. Jessen, R. Izadi-Zamanabadi, H. 8cHiternal Flow Man-
agement in a Multi-Zone Climate Control Unit. Invited pajethe sessioiNet-
worked Control Systen006 CCA/CACSD/ISIC. Munich, Germany. October
2006.

7. C. De Persis, J. J. Jessen, R. Izadi-Zamanabadi, H. 8chigDistributed Con-
trol Algorithm for Internal Flow Management in a Multi-Zor@imate Unit. Ac-
cepted for publication in International Journal of Contrt appear.

8. Jan J. Jessen, Jacob |. Rasmussen, Kim G. Larsen, AlexBadid, Optimal
Controller Synthesis for Climate Controller UsingpRhAL TIGA. Submitted for
review. 19th International Conference on Computer Aidedfigation. 2007.

Experimental results are presented in chapter 11, whilelasions and recommenda-
tions for future work are given in chapter 12.
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CHAPTER
TWO

Climate Modelling and Control in Agro and Horticulture
Buildings

This chapter presents a survey on models and suggestionbnfiate control in build-
ings for intensive animal production (typically pig or ptoy). The modelling/control
problem is similar to that of greenhouses, therefore theeggmodelling/control sys-
tems found in horticulture is also studied.

A vast amount of literature exists describing models androtiars for indoor cli-
mate. The cited papers in this chapter are chosen to reprémespan that exists in
perceptions and beliefs on how to model and control climgteathics. The chapter is
outlined as follows: Steady state models will be presentad fiollowed by dynamic
models that only usenemeasurement point for climate e.g. temperature, humidity o
CO, concentration. Next, models are presented that model nhaire dne measure-
ment point, and suggestions for controllers are presertad.chapter concludes with
a section describing the basic model used in the rest of ligisigs. Various authors
have different opinions on notation. In this thesis theadit freedom of presenting the
models with a consistent notation has been taken.

2.1 Steady State Climate Models

Steady state climate models are based on the assumptioti¢hetolution of the cli-
matic states are constantly equal to zero e.g. for temrrer%ﬂ“i = 0. In (Schauberger
et al., 2000) it is stated that steady state balance modalbeaised in a prognostic
mode where they are used to help design ventilation systeihsised in diagnostic
mode where models are compared with measured values. Teenpagon given here
will be limited to prognostic mode.
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2.1.1 CIGR Based Steady State Models

The International Commission of Agricultural Engineerif@GR, Commission Inter-
nationale du Génie Rural) technical section II: Farm Buidgh, Equipment, Structures
and Environment publishes a number of reports on animal hessture, CQ and am-
monia production, the latest being (Pedersen and Saald®?)2 In general the equa-
tions on the climate in animals houses found in (Pedersersaatlik, 2002) are used
as basis for steady state models. The idea is to set up badgoetions for e.g. heat as:

oA+ +ov=0 (2.1)

whereg, is the sensible heat produced by the animagsis the heat loss through the
building envelope angy, is the heat loss from ventilation.

The total heat production of the pigs is divided into sersdid latent heat dissipa-
tion. The former dissipates due to a temperature differéeteeen deep body temper-
ature and ambient, while the latter dissipates in form ofstuwe from respiration. The
sensible heat production (temperature) of the pigs is set to

PA = Protfsks (2.2)

where ¢y is the total heat production from the animafs,is the fraction of the total
heat production that appears as sensible heakaischa correction factor taking into ac-
count evaporation from wet surfaces. The sensible heatiptimeh from pigs constitutes
approximately80% of the total heat production (Pedersen and Saalvik, 2002).

The heat loss through the building envelope is calculated as

¢s = UgA(T*™ —T") (2.3)

whereUg is the mean U-value for the building material aads the corresponding area.
The heat loss from ventilation is calculated as:

oy = Qcairpair(Tamb_ Ti) (2.4)

where @ is the ventilation rate¢ the specific heat capacity andis the air density.
Now, knowing the number of pigs, using the equations for Ipeatiuction from pigs
(Pedersen and Saalvik, 2002) and knowing the outside teyser the required ven-
tilation rate can be calculated. Here, the approach is ptedausing temperature. In
(Schauberger et al., 2000; Pedersen et al., 2004, 1998athe approach is used with
humidity and CQ concentration. Of course such models are not applicablerfple-
menting dynamics controllers, and though (Schaubergér, 2080) designs a controller
on basis of the balance equations in (Koerkamp et al., 1998) @eedorf et al., 1998)
they are used as an estimate of emission of endotoxins, onganisms and ammonia
from livestock buildings.
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2.2 Dynamic Climate Models

2.1.2 Static Model

In (Berckmans and Goedseels, 1986) a steady state analyssformed leading to the
following model:

¢sens+ ¢sup
Qpaircair + BAU

whereT' and 72 are the indoor and outdoor temperatutgsnsis the sensible heat
production of the animalsjs,p is the heat supplyy is the ventilation ratep,; is the air
density,c,ir is the specific heat of air andAU is the sum of products of heat transfer
coefficients between inside and outside and the corresporatiea. Inspecting (2.1)
through (2.4) it is clear that the model presented in (Petteend Saalvik, 2002) is
identical to (2.5) except that (2.5) includes the posgipidf controlled heating via the
osup term. A similar model to (2.5) is found in e.g. (Gutman et 4093; Linker et al.,
2002).

Th =71 4 (2.5)

2.2 Dynamic Climate Models

Dynamic climate models are characterized by modelling lodudion of some climatic
parameter over time, typically temperature. Based on firgtreeering principles such
models typically have the following appearance:

d i, _ i am Zj¢j i am
STV =QT-T b)+m—zk:AkUk(T—T b) (2.6)

whereT" is the temperature inside the building,is the volumeQ is the ventilation
rate, 72™° js the outside temperatur§;j ¢’ is the sum of heat sourced,, is the area

of the different building materials arid, is the corresponding heat transfer coefficients
for the different building material types. By settirg’gTi = 01in (2.6) it is readily seen
that the model in principle is similar to (2.5).

2.2.1 Stochastic Model of Heat Dynamics

In (Nielsen and Madsen, 1998) a linear lumped parameter hiedimperature distri-
bution in a greenhouse is introduced. The idea is illustratdigure 2.1, where only the
first node depends on the heating system, sun and outdooetatape, while the rest of
the nodes depend on each other in a cascade like fashion.

The model takes into account solar radiatrand the heating system The first
node is modelled as:

drn, Ty —T, Tam_ Ty
_— = AdD 2.7
Yt " Ry o+ 2.7)
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Sun
Heating o Outdoor
System ; 1 T Nofe Temperature
2" Node
I
v
n™ Node

Figure 2.1: lllustration of lumped model for greenhousegenature.

where( is the heat capacityl} is the temperature in the' node, T» the temperature
in the 2" node. R, is the resistance to heat transfer to the second nbye? is the
ambient temperature ands is the area to the outsideR, is the resistance to heat
transfer between inside and outside. The energy balantkedgt’ node becomes:
dfy _ Tj-1 =T | iy =75

Rl R 2.8

J dt Rj_l + Rj ( )
whereR; is the resistance to heat transfer between rjoaled j + 1. An additive noise
process is introduced and the entire system is modelled as:

dT = ATdt + BUdt + dw(t) (2.9)

wheredw(t) is a wiener processT is the temperature in the different nodées,is a
matrix with the different capacitances; and resistance®;. B is a special matrix
having only nonzero values in the first row taking into acddbatl = [72™ & ¢]T
only applies to the first node. Far= 3, A andB are given as:

_ 1 _ 1 1 O
CIR[Jl Ci1 Ry 1ClR1 L )
A= CaRy TGR | G Gl (2.10)
O C3Ro _C3R2 - C3R3
1 1 A
C1Ro Cq Cq
B = 0 0 0 (2.112)
0 0 0
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2.2 Dynamic Climate Models

The idea of using a system description given as a number gileduirst-order
differential equations is to perform experiments and laser a statistical measure of the
model order that gives the best fit to the measured data.

2.2.2 Parameter Relation Model

The general model for temperature in (2.6) was based on gdiysiodelling, and can
be used as basis for parameter relation models. In (Linkal,et999) this approach is
taken in order to model temperature and{G@ncentration in a greenhouse. Identifying
related parameters and actuator signals gives the folpwiodel:

AR A S s R

wheree denotes a linear or nonlinear relati@p,s the ventilation rateR is CO, actua-
tion, @ is solar radiation and is absolute humidity.

A parameter relation model is also found in (Daskalov et24l04), where it is ar-
gued that the approach of fixed set points for environmetidhkles not always results
in the best performance because of over simplifications wiptex process variable in-
teractions. It is furthermore stated that accurate tentperaontrol is insufficient in
order to maintain good indoor climate - humidity control esded as well.

The following relations are presented for temperatlirend humidityH:

dT'(t)

7 = f(Ti7 Tamb7 Hamb7 Vwind, Q7 ¢t0t7 VI/IOI) (213)
dH'(t 4
y t( L= (T H™ i, Q. 1, W) (2.14)

wherewying is the wind velocity,Q is the ventilation rategy is the total heat produc-
tion in the stable andliiy; is the total moisture production in the stable. The totat hea
production is given as:

(btot = ¢heat+ ¢an - ¢e = ¢heat+ ¢an — AWe (2-15)

wheregneatis the controlled heatp,, is the heat from animals ard’, is the moisture
transfer from evaporation from wet surfaces. The total tnoésproduction is given as:

Wiot = Wiog + Wan+ We (2.16)

It is stated that the terms in (2.13) and (2.14) are highlyptediand nonlinear, and that
physical modelling can not explain the exact dependendeeofdte of temperature and
moisture content change on the other variables. Using amsyistentification technique
the following model and corresponding constants are found:

dT'(t)

e 77 (=T a1 T+ ago H™ - g300ind + g1 Qg5 ror+a6Wiot) (2.17)
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dH(t B :
dt( ) = T (= H' b1 T2 by HE™ b s vind b ga Q+bys brot+bgs Wiot) (2.18)
whereay; andb,;, i = 1,...,6, are model coefficients:(;, andb,; left out here) and

7 = 34 [min] and7yz = 30 [min].

In (Berckmans et al., 1993; Moor and Berckmans, 1996) itgsied that classical
computational fluid dynamics often are developed for sitnutain steady state and are
therefore not applicable for control. Instead, a grey boxlehds suggested, defined as
a model based on physical laws combined with a mathematieatification technique.
For a control volume inside a test chamber, physical madghéesults in the following
relations for temperature and humidity:

ddi; = —BQT + BQT*™+ 5¢ (2.19)
dditl' = —BQH" + BQH 4 §h, (2.20)

where( is the air flow rateg is the total heat flow into the control volume consisting
of animal heat production and e.g. electrical heating devie, is the internal humidity
production. The Greek letters are physical constants.

To model the temperature evolution in discrete time a zederohold equation is
used leading to:

C

B A
B+C/A CkAt)(eAAt—l)—Zk;At (2.21)

T(k+1) = T(k)e*™ + ( Tt

whereA, B andC are matrices containing the paramet@rs) andh.

2.3 Multi Zone Climate Models

In (Barber and Ogilvie, 1982) it is argued that incompletging in ventilated air spaces
should be considered when designing ventilation systemsdo pig stables. Three dif-
ferent scenarios are listed where the normal assumptionraplete mixing is wrong:
Ventilation short circuit from inlets to outlets, paralupling for zones where “direct
ventilation“ only affects the first zone which affects zom@tand serial coupling be-
tween zones. The assumptions found in (Barber and Ogil9&2Ylare documented and
tested in (Barber and Ogilvie, 1984).

The fact that the airspace inside livestock buildings i®mpletely mixed has fos-
tered the idea of modelling climatic parameters more thanmace. Such models can
be deduced from (2.6) by extending it with an inder denote the" temperature, and
how different7} influence each other.
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2.3 Multi Zone Climate Models

2.3.1 Non-Interacting Zone Model

In (Janssens et al., 2004) a model for 36 measuring pointegepted. The scenario
is a test chamber: lengthm, width 2.5 m and height3 m with a three dimensional
grid consisting of 36 temperature and humidity sensors. uAdothe test chamber a
buffer chamber is build. The following model is presentedtémperature and moisture
dynamics in the™ zone:

dTi(t) _ Q UA

UAN &
_ Qqambyy oy YA (L Tt +—2 (.22
dt Vi ( ) leaircair bUﬁ( ) (Vl lec) ( leaircair ( )
dhi(t) Q) amp Qi Me
DY = Tt — 1) — Zhl(t — 2.23

whereV] is the well mixed zone volumé) is the effective air flow rate entering the zone,
Tambjs the temperature of the supplied dirjs the heat transfer coefficient between the
well mixed zone and buffer zonel is the surface area for whidli applies,pqir is the
air density,c,;; is the specific heat capacity of air ards the fraction of internal heat
production entering the zonk,denotes the absolute humidity and. is the fraction of
the internal moisture production entering the zonés the time delay for the supplied
air before it enters the zone.

Denotings as the derivative operator, and writing (2.22) and (2.23)dncise form
yields the following:

B1 K
Tl (t) ngal s#}»{til
T2 (t) N s+?12 s+§¢2 |:Tamb(t — T):| (2 24)
: : : Thu(t) '
T36 S'EZGSG 84]-(2635
B
hl (t) S+151
ha(t) P
A e N () (2.25)
mo(0)] |

where each subscript is a well mixed zone uniformly distéluin three dimensions,
and UA UA
ﬁ:Q,Kzi,a:Q—ki
Vi |4 PairCair Wi Vi PairCair
In (Janssens et al., 2004) it is argued that the entire tesnhbhbr is imperfectly
mixed, and it is assumed that the 36 zones are well mixed ti.basically sums to a
compartment model. Zone interaction e.g. radiation or aiv fis disregarded, since
only air inlet temperature is used as input. Because allzane affected by the inlet

temperature there should have been an indmx each of the delays. In (Zerihun et al.,
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2005)7 has been replaced with for a model similar to (2.22). In (Young et al., 2000;
Brecht et al., 2005) a data-based mechanistic approachdeltimg imperfectly mixed
airspaces is presented. The model is basically identicdhEtone presented in (Janssens
et al., 2004) and is left out here.

2.3.2 Interacting Zone Model

Contrary to (Janssens et al., 2004) a model with zone irtteraés presented in
(Caponetto et al., 2000). A multi layer model for a greenleoisspresented that di-
vides the greenhouse in eight layers, whose thickness opronal to the length from
the southbound wall. The following model is presented ferlibat balance in a layer:

Eal = Ea2 + EaS + Ea4 - Ea5 + Ea6 + Ea7 + Ea8 (226)

whereF,; is the energy stored in the internal air volume as latencgisea heat, 5 is
input from the heating system,, 3 is the convective heat exchange with the lateral wall,
E,4 is the heat exchange with frontal walls (only layer 1 andm), is the fraction of
heat exchanged with the external air as latent and senbigige ¢ is the conductive
heat exchange with the adjacent lay@y; is the convective heat exchange with the soil
andE,s is the contribution from solar radiation.

The different terms in (2.26) are modelled as:

Ea3 = Uc,iAc,i(Tci - TI) (227)

whereT; is the temperature of the wall]. ; is the convective heat transfer coefficient
andA. ; is the surface area of the wall.

Eoq = 2U A (T3P — T (2.28)

whereK is the total heat transfer coefficient,; is the surface area of the external wall
and72™ s the ambient temperature.

Ea5 - paCaQi(Ti - Tamb) + paA¢i(Ui - Ue) (229)

wherep, ¢ and )\ is the air density, specific heat and latent heat energy césply. U;,
U. are the indoor and external relative humidity apds the air flow.

A
Ep=2—"—38, Tig1 —T;)+2
6= 2N — Asy J+1(Tia )+

Aa

— A (Ti1 —T;) (2.30
As; — Asi J(Tiga ) (2.30)

whereAs is the thickness of the layeX, is the thermal conductivity of the air antl. ;
is the surface contact between two layers.

E.7 = UsiAsi(Ts - Tl) (231)

22
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whereUy; s the convective heat transfer between soil andAiy,is the area and’ is
the soil temperature.

v,
Eos = 0paq(InsAci + IpwAce + IVAb)V (2.32)

whered, is the trasmittivity coefficientq,, is the area absorptivity coefficient,.; is
the south layerA s is the east layerd, is the base surface of the greenhoukgg
andIgyw is the fraction of the solar radiation in the north-south aadt-west direction
respectively and, is the radiation perpendicular to the soil.

2.4 Climate Controllers

This section gives a general overview of controllers fordgecultural industry includ-
ing climate controllers and controllers for the ventilatiate.

2.4.1 P-Control of Steady State Model

In (Berckmans and Goedseels, 1986) a controller for (2 &)ggested. The controller’s
principle of operation is illustrated in figure 2.2.

Heating Ventilation

\oltage

T T T
' Temperature !

Figure 2.2: lllustration of proportional controller foresidy state climate models.

When the indoor temperatuf@ is below7}, a predefined minimum ventilation is
applied while the heaters are turned on. WHgr< 7' < T, steady state exists, so the
heating is cancelled. Whefy, < T' < T3 a proportional band to the voltage on the fan
is defined, and whefi" > T3 maximum ventilation is reached. A similar controller as
described here is found in (Schauberger et al., 2000) efoetbte presence of controlled
heating.
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2.4.2 Soft Computing Climate Control

In (Caponetto et al., 2000) a fuzzy logic controller for greeuse temperature is pre-
sented, which implements rules of the following Mamdani Mimi and Assilina,
1975) form:

if 2, isGY ...andz,, isG! thenyish®, i=1,2..n (2.33)

wherex;, is the input variableG? is the input fuzzy set an#l’ is the consequent sin-
gletons. A total of seven rules are defined with correspandlizzy sets, which are
obtained by a trial and error strategy. Fine tuning of the imenrship functions shape
and position is done with genetic algorithms.

2.4.3 \Ventilation Rate Control

In (Taylor et al., 2004) a scheduled gain proportionalgnéé-plus (PIP) controller for
a ventilation fan is presented. The controller is desigredfventilation test chamber
consisting of a control fan, ventilation rate sensor, titir} valve and disturbance fan.

PIP Control

For a description of PIP design see (Chotai et al., 1994) efedences therein. Follow-
ing (Taylor et al., 2004), the basic idea is to have a Non-Mimnin State Space (NMSS)
description of the system:

izl 4. o+ bypz™

= 2.34
1+alz*1+...+anz*”u(k) (2:34)

y(k)

In the NMSS form the state vector consists of present andgaaspled values of input
and output variables defined as:

x(k)=[ylk) yk=1) ... ylk—n+1) u(k—1)

uk—2) ... ulk—m+1) z(k)]" (2.35)

wherez(k) is the integral of erroe (k) = z(k—1)+yret(k) —y(k). The NMSS equations
are given as:

(k) =Fxz(k —1) 4+ gu(k — 1) 4 dya(k)

y(k) =har(k) (2:30)

In (Taylor et al., 2004) a number of experiments are perfarimeorder to find the
steady-state characteristics for the fan. An illustrabbthe measured characteristic is
shown in figure 2.3.
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Valve fully open

Valve 60 %

Ventilation rate

Voltage

Figure 2.3: lllustration of steady-state fan charactesst

By experiment, three models are presented for the vewtilaate as a function of
the applied voltage for three operating conditions of thetthng valve. A PIP-LQ
controller is designed for the three found models and theadhvaontrol system switches
between the controllers based on the reference air flow fatéLinker et al., 1999)
ventilation rate modelling/control is accomplished byrtiiag a neural network to output
actuator signals based on a desired air flow rate. The fouriidairate in (Linker et al.,
1999) is for both inlets and outlets, while (Taylor et al.02Pfocuses on the outlet only.
In (Morcos et al., 1994) an electronic circuit for driving entilation fan is presented,
but no model is presented.

2.4.4 Model Predictive Control

Model predictive control (MPC) is basically concerned vittie computation of a finite
sequence of control moves so that the predicted behavibeddtstem is close to a refer-
ence trajectory under some constraint, or generally opiilgisome objective function.
In (Brecht et al., 2005) a MPC is presented for controlling temperature modelled
as (2.22). Recalling section 2.3.1 the scenario is 36 teatper sensors uniformly dis-
tributed in a 3-dimensional space inside a test chamberBiecht et al., 2005) it is
stated that for the test chamber there are not enough indeptoontrol inputs to con-
trol the temperature in each of the @@l mixed zonesinstead a MPC is evaluated of
the average temperature of four temperature sensors. FGrtetRperature control in
a greenhouse see e.g. (Ghoumari et al., 2005). In (Pifion, &045) MPC is mixed
with a feedback linearization technique also for tempeeatontrol in a greenhouse. In
(Coelho et al., 2005) the underlying programming problermsal¥ing MPC for green-
house temperature is done with the so-called particle sveatimization algorithm.
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2.5 Modelling Zone Climate by Flow Interaction

This section introduces the dynamic model for temperatha¢ thas been used in the
enclosed articles constituting the rest of this thesis. Mbdels are presented in (Jessen
and Schigler, 2006¢,a,b). First, the models for ventifaiomponents are introduced,
which is followed by the model for temperature. The modeksspnted here are not
exact in the sense that they obey exact current physical ledoe, but focuses instead
on simple relations suitable for control purposes. Foritsat& modelling of ventilation
components see (Brohus et al., 2002).

2.5.1 AirlInlets

As illustrated in figure 1.4(a) an air inlet is basically aneomg in the wall with a
guiding plate to adjust the direction and amount of inconaingin the enclosed articles
two different models are presented. In (Jessen and Schigleéc) the following model
is presented:

QM =k - (P*™—P) (2.37)
Where P; is the pressure in zong P2™ is the ambient pressurg; is a constant and
«; is the control signal to the inlet determining the openingrde of the guiding plate.
The direction of airflow through an inlet from the outside he inside is defined to be
positive. In (Jessen and Schigler, 2006a,b) the followpgreximate affine model for
airflow from the outside through the wall inl€t" in thei"" zone is proposed:

QN = ki (o + 1) - (P2™— Py) (2.38)

wherel; is a constant that can be interpreted as the possibility afatling leakages in
the building envelope.

2.5.2 Air Outlets

The following model for air outlets is proposed, which hagadr dominant term acting
on the control signal (voltage applied to the fan) and a teuwbitracting flow due to
pressure difference. The exhaust air flQf#" from the:™ zone is thus found as:

Q= uf ¢, —d; (PP™ - P) (2.39)
whereu{ is the control signal for the far; andd; are constants. The flow is defined
positive from the stable to the outside.

2.5.3 Inter Zone Net Air Flow

The net air flonQ?); ;+1 between two zones (air flows are defined positive from a lower
index to a higher index) is found by

Qijit1 =m; (P;— Piyq) (2.40)
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wherem; is a constant.

2.5.4 Stationary Flows

A stationary flow balance for each zohis found:

Qi—1,i + QM = Qg1 + QP (2.41)

where by definitiory 1 = @~ n+1 = 0.

2.5.5 Numerical Values for Inlet

Experiments conducted at Research Centre Bygholm (Bygh20®1) has led to the
results for a single inlet (type DA 1200) shown in table 2.heVvalues in table 2.1 are

given as:Q™ [m3/h], AP [Pd. The opening degree is unit less where 1 means fully
open.

a\AP| 5 | 10 | 20 | 40
1 [ 1000 | 1350 | 1940 | 2700
3/4 | 910 | 1300 | 1850 | 2580
1/2 | 690 | 980 | 1390 | 1970
1/4 | 360 | 430 | 700 | 980
1/8 | 170 | 240 | 330 | 460
1716 | 90 | 120 | 170 | 260

Table 2.1: Flow capacity for inlet DA 120@n° /h].

To find the constants in (2.38) and (2.37) firstd&t*" denote the measured values
of air flow shown in table 2.1 is the number of values for opening degreesjenotes
the number of pressure differences. Veaies defined as:

y=[Cix Coi ... Cuy ... Cip ... Cpml' (2.42)

)

The values for inlet opening degree and pressure differanegut in the following
vectors:

a=[1 3/4 1/2 1/4 1/8 1/16]"
AP=P=[5 10 20 40]'
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Constant for Non-Leakage Model

The model for inflow without leakages (2.37) only has one tamtsto be determined.
Following (Montgomery, 2001) the signal vector is desigasd

P1) -«
P2) «
Tl = i (2.43)
P(m) -«
The constank is then found as:
k= le -y (2.44)

where™ denotes the pseudoinverse, yielding a least square solatio
min |k — z, - y|? (2.45)
For the data set in table 2.1 this yields= 90/3600.
Constants for Leakage Model
The leakage model has two constaritsind/. The signal matrix then becomes:
P1) o P(1) 1nx
P2)-a P2) lnx:
Twl = : (2.46)
Pm) o Pm) Lo

The least squares solutionmgl -y consequently yields 2 x 1 vector with:
k
L{ . ,} =Ty Y (2.47)
For the data presented in table 2.1 this yiglds 81/3600 andi = 0.08,/3600.

Quality of Fit

The data in table 2.1 has been used as basis for estimatirmptiséants in (2.38) and
(2.37). Table 2.2 presents the measured data, data for tdelmihout and with leak-

age modeling in the following formay/cjm/cj‘w"l.
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a\ AP 5 10 20 40
1 1000/451/437| 1350/901/873| 1940/1803/1747 2700/3605/3493
3/4 910/338/336 | 1300/676/672| 1850/1352/1343 2580/2704/2687
1/2 690/225/235 | 980/451/470| 1390/901/940 | 1970/1803/1880
1/4 360/113/134 | 430/225/269| 700/451/537 980/901/1074
1/8 170/56/84 | 240/113/168| 330/225/336 460/451/671
1/16 90/28/59 120/56/117 170/113/235 260/225/470

Table 2.2: Measured and estimated values for flow capaditiyfet DA 1200[m? /h].

To quantify the quality of fit the following norm is used:

Xy - QM)?
|| = w9 (2.48)

wherey denotes the mean value. For the non-leakage model (2.4839i€4 and0.22
for the leakage model.

2.5.6 Numerical Values for Ventilation Fan

Experiments conducted at Skov A/S has led to the resultsWentlation fan presented
in table 2.3.

u\ AP 0 10 20 30 40
10 10196 | 9739 | 9231 | 8664 | 8026
9.4 9734 | 9281 | 8776 | 8178 | 7431

9 9143 | 8718 | 8116 | 7320 | 6185

8 7781 | 7198 | 6465 | 5327 | 4011

7 6468 | 5753 | 4643 | 3084 | 2021

6

5

5098 | 4122 | 2284 | 1084| O
3768 | 1990 | 517 0
4.5 2897 | 1009| O 0

4 2416 0 0 0
3.5 1697 0 0 0

0
0
0
0

Table 2.3: Flow capacity for ventilation fgm?3 /h].

Using the same approach for parameter estimation as witinldtenodels, the fol-
lowing constants are found:= 1021/3600 andd = 113/3600. The difference between
the measured data and the model is shown in figure 2.4. UsiAg)(®ields0.15.
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Figure 2.4: Measured data and model for flow rate throughitegion fan.

2.5.7 Modelling Climate Dynamics

A basic assumption in the enclosed articles is that intexdéence of climatic param-
eters between zones is dominated by internal air flow betwleezones. Non of the
models presented, therefore, models radiation, coneeb#at transfer etc. By applying
the flow balance (2.41), the following model for temperatimr¢he i zone is easily

obtained:

TV, =T*™Q7 — Q"+ [Qi14] Ty — [Qi14] Tim

i 2.49
(Quenl T + [Qsa] T + (2.49)

PairCair

whereV; is the zone volume72™ is ambient temperature,¢; is the sum of heat
sources (animals and/or controlled heating). It should ded that modelling heat
transfer through the building envelope has been delibgrataitted. As explained in
(Jessen and Schigler, 2006a) it is easy to include in paesrestimation if needed.
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The use of square brackets in (2.49) is defined as:
[z]" £ max(0, ), [z]” £ min(0,z) (2.50)

The flows to/from a zone and the use of square brackets isrdhasl in figure 2.5.

TQEan
|
[Qz’—l,irr [Qi,i+1]+
—> —>
Zonei — 1 Zonei Zonei + 1
D S -
[Qi—14]” (Qii+1]”
b
lQr

Figure 2.5: lllustration of flows for zone
It should be remarked specifically that the flows in (2.49) sahbe set arbitrarily

by the control signal§a} and{u}. The flows are given by simultaneous solving (2.38)
through (2.41).
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CHAPTER
THREE

Paper 1: COTS Technologies for Integrating Development

Environment, Remote Monitoring and Control of Livestock
Stable Climate

J. J. Jessén  H. Schiglet J. F. D. Nielsert;, M. R. Jenseh

Abstract

In this paper we present a flexible environment for development ofdiroon-
trol systems, especially aimed for livestock building facilities. Matlab/SimkLin
as a de facto standard is used as development environment and iatiedegith a
remote monitoring and control system, allowing users to act as human iagpe
controllers. For demonstration of technology maturity the entire systenvid-de
oped using commercial off-the-shelf (COTS) technologies hamelyareldtecture,
Linux, Matlab/Simulink/RTW, MySql, Apache and ssh. The presented syse
considered as prestudy/case for a future industrial solution.

3.1 Introduction

Danish pig and poultry production has on a national leveltl@r last 30 to 40 years
been characterized by fewer and fewer farmers with eveeasing holdings while the
number of employees has decreased. The location of thedondiMivestock buildings

is often physically located far from the farmers main buitglimaking it necessary to
drive from one location to another in order to oversee th&iddal productions.

*Department of Control Engineering, Centre for Embedded So&8ystems, Aalborg University, Fredrik
Bajers Vej 7C, Aalborg @, Denmark
TSkov A/S, Glynggre, 7870 Roslev Denmark
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For intensive production systems e.g. pigs and poultryaf cgucial importance that
an optimal climate is maintained at all times, since larg@a&le deviations can be lethal
for the animals and subsequently result in significant [dgsafit. This necessitates the
use of alarms in the computers controlling the climate sk livestock buildings in
case of climate component breakdown, or other unexpecteavime. A system allow-
ing the farmer to automatically oversee climate conditims&de a number of livestock
buildings and possibly act ahaman in the loop controllemwould not only increase the
efficiency of the farmer since he can inspect multiple baggi simultaneously, but also
decrease the time the animals would experience unwantedtadi conditions.

Aalborg University has in cooperation with Skov - a major Banprovider of cli-
mate control systems for livestock facilities - establihdull scale laboratory for con-
ducting research within climate control of livestock birilgs. The laboratory provides
not only a testbed for climate control algorithms but alsdafprm for testing remote
monitoring of climatic conditions. The use case for the habory is that a user should
be able to use a mobile device (e.g. PDA) to monitor the clenednditions inside
the stable and override the climate controller and act agvahun the loop controller
without being physical present at the location.

3.1.1 Technologies

COTS technologies/products are mostly designed for masketsanot taking into ac-
count specific needs for individual applications. But beseaof budget and time to mar-
ket demands, the use of COTS is gaining ground in applicatianging from engine
simulation (Guerra and Marsch, 1997), data warehouse (Yar7) and space applica-
tions (Ngo and Harris, 2001). Here we put forth a design ghidy in which the entire
system is build from standard software components - comaletthe-shelf (COTS)
- and where the integration of COTS components relies onlyelh recognized open
standards.

The article is to be seen as a prestudy for a possible indusjplication, and as
such there exists two entities of interest: Developmenirenimnent and the embedded
industrial solution. We present here the framework forgraion of both entities; a cli-
mate control development environment supporting remoteitmaing and control based
on COTS technologies. The laboratory is located at a forraaltgy production facility
located in the northern part of Denmark. The laboratory isigued with climatic sen-
sors, control computer and appropriate mechanisms fotiogedisturbances in form of
heat production that would normally be experienced in astivek building.

3.1.2 Previous Work

Adopting the COTS approach with respect to both hardwaresarfidvare, has lead
us to implement the control environment with a standard RBitecture using Linux
as operating system and commercial 10-cards. The develupemzironment is Mat-
lab/SimuLink - a de facto standard in the control enginegand research community.
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With the Real Time Workshop toolbox (RTW) it is possible to geate executable code
from a SimuLink diagram. This idea is presented in (QuaranthMantegazza, 2001;
Bucher and Balemi, 2006) where Matlab/SimuLink is used \RITW to generate a real
time control application for an electro-mechanical aplizn. Using Matlab/SimuLink

to generate real time control applications is also preskeimédcic, 1998) except that
solution is targeted towards specific hardware.

The thermodynamic system presented in this article has rsiamiarities with e.g.
greenhouse climate control or in general just heating laitth and air conditioning
(HVAC) systems. Common for such systems is that dominaimg tonstants typ-
ically are large £ > 1 s). A major advantage thus exists compared to the results of
(Quaranta and Mantegazza, 2001; Bucher and Balemi, 2086t 998); because a stan-
dard Linux kernel easily fulfills the real time demands givéinis our experience that
this makes both implementation and maintenance in reablibelucts more flexible,
following the KISS mantra (Keep It Simple Stupid).

The article is outlined as follows: First we shortly intragusome of the research
being conducted in the laboratory, followed by a descriptibthe laboratory setup. We
then present the system concept followed by system compaortegration. Finally we
present the overall proof of concept and conclude with dinds for further research.

3.2 Conducted Research

It is widely known that the airspace inside livestock builgk is imperfectly mixed see

e.g. (Barber and Ogilvie, 1982, 1984; Moor and Berckmang619anssens et al., 2004).
This has inspired the notion of zones, a concept by which aoeumf rectangular sub-

areas of the stable are defined - see figure 3.1.

Zone 1 Zone2 | e ZoneN

Figure 3.1: Series connection &f zones. Top-down view.

Each of the zones in figure 3.1 is equipped with ventilationigment (air inlets,
ventilation fans and heating) and is capable of exchangingith neighboring zones,
thus causing an internal airflow sideways in the building.

The introduction of zones and internal airflow introducesuanber of challenges
with respect to climate control algorithms. Without the eddiea two differential equa-
tions would typically be used to model the climate (tempeetnd humidity). With
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the introduction of zoneg”" coupled differential equations are needed, and because of
internal air flow theses equations include a sign functiokingathem nonlinear.

Models and simulations of any plant behavior is inevitahla controller design cy-
cle, and indeed much of the research conducted with thedatrgrfocuses on modeling
the climate inside livestock buildings. Within climate ¢an of livestock buildings and
greenhouses suggestions range from controllers basedtwtisal single zones (Berck-
mans and Goedseels, 1986), steady state analysis (Scpauberl., 2000), stochas-
tic models for greenhouse climate (Nielsen and Madsen,)1998y logic controllers
(Caponetto et al., 2000) to ventilation rate control (Taydbal., 2004). Our research
that is expected to use the stable as a testbed is currentigdd on Model Predictive
Control (MPC) and control synthesis based on game theongiéet al., 2006).

3.3 Climate Laboratory Overview

The climate laboratory is based on a former poultry stabde fiyure 3.2), equipped
with sensors, actuators, computer and a broadband Intssnatction.

Figure 3.2: Decommissioned poultry stable acting as chntettoratory.

The stable is partitioned into three logically separategesaas illustrated in figure
3.3.

The climate control components consists of air inlets, ailats and heating. For the
three zones there are separate controls of inlets and peéatioth sides of the zones as
depicted in figure 3.3. Each zone has a ventilation fan aatatto it, and the two zone
boundaries have a ventilation fan.
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Figure 3.3: lllustration of climate components in zone iparting.

Air Inlets

Fresh air is provided via air inlets build into the wall. A &ilet comprises a wall

opening and a guide plate controlling air flow quantity aneldirection of the supplied
air. Outside the inlet is a fixed plate protecting from dinetd gusts. The guiding plate
inside is controlled by a motor via a pulley system, and it $essors mounted making
the opening degree measurable.

Air Outlets

An air outlet comprises a chimney with an electrically cotiéd fan inside. In front
of the fan is a rotating plate that can be set between 0 de@ekesed) and 90 degrees
(open). On the shaft of the rotating plate is a mounted a sena&ing the opening
degree measurable.

Heating

The stable has a central boiler and a pipe system to each ndmeee a number of
radiators are connected. A valve system connected to thieatboiler makes it possible
to distribute the hot water to the individual radiators ie #ones. These valves can be
set in an arbitrary position between 0 degrees (closed) @ntk§rees (fully open).

All actuator components can be set in an arbitrary positetwben closed and fully
open, or stopped and maximum speed.

3.4 System Concepts

In the following we shall emphasize on two major aspects ef rdmote laboratory
facility; namely the embedded platform and the developreemironment.
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3.4.1 Embedded Climate Control Platform

For any industrial application price, remote service andnteaance, robustness and
integration with other software/hardware components &raaor importance. While
the system designer needs to have the Matlab environmenatlétsin the presented
system, we aim to show the feasibility of allowing the userekefy available COTS
components on the embedded platform for production. Thigithehl components are
characterized by their wide and long term use. The trackrdeabeach component thus
commends the use of these components.

The platform is build around a standard PC-architecturagukinux as operating
system and with commercial IO-cards. This has the advanktegenost of the software
is open source, free and well tested. Three 10-cards froroh&tinstruments are used
for actuation and data acquisition.

Actuator Control

To get in contact with the 10-cards the Comedi library is uégdeef, 2006). Comedi
is a kernel module providing an API to user space programiustrated in figure 3.4.
This has the advantage of making the application indepearmdeine vendor specific 10-
card. The three 10-cards each have a specific 10-driver ggsd¢ which the Comedi

module gives access to.
Application
User Spac

y

Comedi|—| IO-driverI Kernel Space
IO—cardI

Figure 3.4: PC architecture with Comedi.

D

Remote Monitoring

The Linux PC is installed with Apache-2 as web server, php By&QL database.
Using only server side scripting with php and validated htode puts very few demands
on the client platform (laptop, smart phone, pda etc.),esihonly needs to support a
standard web browser. While we postpone the discussion afiseto future research
we initially rely upon https as the communication protocdlo have a well defined
interface between the web server and applications on thgetmma MySQL database
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is used. This database stores sensor values and retrieaesetitings when controlled
by human in the loop. For maintenance the PC is running a sshrsalowing remote
administrator log-in from any computer with a ssh clientatied.

3.4.2 Development Environment

Matlab/SimuLink is often the preferred tool for computeded control system design
(CACSD) for control engineers and research societies. YhighReal Time Workshop

toolbox (RTW) this development environment is not only a gesind simulation envi-

ronment, but also facilitates auto generation of prodacteady executable code from
SimuLink diagrams.

_
User Val ues

E a. 1\ » |
= N 'j

L
Mode Sel ect y Swi teh Act uat or Contr ol
L
a‘ > Y Act uat or I E §>

—_— —

S

ensor s -

Climte Control Val ue Loggi ng

Figure 3.5: SimuLink diagram with user input and 1O conreatti

Figure 3.5 illustrates the concept for the developmentrenwent: At some point
in any development cycle a controller has been designed|aied and verified. A sub-
sequent step is to generate a running application for thesindl platform. Figure 3.5
illustrates that the executable reads a mode select, wigclieks if user values are to
be used for the actuators or some feedback algorithm sheuddriployed. The climate
control algorithm is put in an enabled subsystem, meanis®itly executed if the mode
select is set properly. With this approach we thus have alsimpchanism for integrat-
ing user interaction into executable code generated wit/RBoth sensor values and
actuator values are logged in the logging subsystem. Wahctmstruction illustrated
in figure 3.5 integrator windup is avoided since executiorthef control algorithm is
suspended, when the mode select enfoheasan in the loogontrol.

As demonstrated in (Bucher and Balemi, 2006) it is possiblase SimuLink s-
function wrapper functions for communicating with ComedliSimuLink s-function is
a mechanism that allows to integrate custom code into Sintylaind with this approach
we have developed s-functions for communication with |@sahrough Comedi. The
same approach is used for communicating to the MySQL databassql read and write
functions are implemented with s-functions, thus allowtihg climate control applica-
tion to read user input and write sensor and log data to/ff@database.
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The developed s-functions for data acquisition, readirey ualues from a MySQL
database and writing data to the database have been gather&ImulLink library as
shown in figure 3.6.

Th
WNA an b fanWite fancontr ol

Hp

Tarmb p
Hanb b WAl at e b infetWite inletcontrol

Sensors

WAN nl et p heatWite heat contr ol
Whheat P plateWite pl at econtr ol

Figure 3.6: Simulink library for external communication.

TheSensor s library shown in figure 3.6 reads the output voltage from tiveatic
sensors and outputs the corresponding temperature anidedlamidity for the three
zones and the ambient environmeMWAx blocks read the values set by the user in
the MySQL database and correspondiy i t e blocks write to the database. The
xcont r ol blocks write data to the actuators.

3.5 System Component Integration

The remote controlled stable allows the user to set valuesttli to the actuators, over-
riding the climate controller. To avoid potential problemih integrator windup, cli-
mate control algorithms are only executed if explicitlytsthvia a manual/automatic
flag in the database. This is done by the use of enabled sebsy#t SimuLink, which
means that the generated code for a particular subsystgngets executed when then
flag is setto 1 (see figure 3.5). This requires the control@&ittuators to be decoupled
from the climate controller. This is done with a classicaazde control loop as shown
in figure 3.7.

The inlets and plates in front of the ventilation fans havsitan sensors mounted,
making it possible to implement feedback controllers asvshio figure 3.7. The local
controllers are implemented with a sampling frequency ef The ventilation fans and
motor valves use feed forward control since no sensors gremented. Cascading the
climate controller from the actuator control thus implibattthe actuator control block
in figure 3.5 in fact is a actuator reference value block.
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3.5 System Component Integration

>

Local controller

[Ereterencd-(E)~{Acontol]

—| C-sensorlj;

Figure 3.7: Overall control structure. C is climate and Adsuator.

3.5.1 MySQL as Component Integrator

In (Aaslyng et al., 2005) a custom application was develdpedhtegrating a climate
controller for a greenhouse with an environmental corgrollhe inter component con-
nection in that approach was a database acting as buffeebgtthe different computers
and programs, and we adopt the same approach here. Via thoped s-function
library shown in figure 3.6 SimuLink is capable of communicgtwith the MySQL
database, and php has build in functions for communicatiitly MySQL databases.
We thus have the basic components for integrating the wefeisith the climate con-
troller. Figure 3.8 illustrates how the web interface, @b controller and actuator
controller are connected.

WWW
Log ’ Actuator Actuator
table table controller
Climate Climate
sensor controller

Figure 3.8: Connection of system components. Arrows ilaistinformation flow.

From the web interface measurement values are displayée toser via a logging
table in the database. The climate controller reads sersdoes, calculates actuator
reference values and writes both to the logging table. Tingaté controller also writes
actuator reference values into the actuator table, whiatsid by the actuator controller.
From the web interface the user can set a manual/automainfthe database, which
decides if the climate controller or user should have writgeas to the reference values.

41



COTS Technologies for Integrating Development Environmety Remote Monito ...

3.6 Proof of Concept

Using the library shown in figure 3.6 makes it possible to useugink for generating
code for the actuator controller and climate controller.e Wesigner of the actuator
controller then only has to drag and drop the blocks for regadatabase values, writing
using Comedi and create a SimuLink diagram as shown in figQre 3

WAN an P Ref Si gnal p{ fancontrol
Fan Contr ol
W1 at e P Ref Si gnal P i nl etcontrol

Pl ate Control

VWA nl et P{ Ref Si gnal p| heat control
Inlet Control

VWhheat P{ Ref Si gnal P pl atecontrol
Heat Control

Figure 3.9: Actuator controller.

The control specific algorithms goes into the individual tcolter blocks in figure
3.9. The same approach applies for the climate controlldors as it is put in an
enabled subsystem as shown in figure 3.5.

The web interface reads log data from the database and sr@ap@aph with a 20
minutes window for both temperature and relative humidithe graphs are created
with PHPIlot (Ottenheimer, 2006) - an open source projectcfeating graphs using
php. A screen shot from the web interface is shown in figur@ 3.1

As shown in figure 3.10 the graph shows the ambient temperand humidity and
the temperature/humidity in the three zones. On the hot@ais is a time stamp from
the MySQL database. Using the button in the top of the webfaate, makes it possible
to set the manual/automatic flag in the database, and subrsthgget values for the
actuator for ventilation fans, ventilation plate, heatargl inlets. The web interface is
still in an early development version, but is has currenégiibtested to work using the
following browsers: Firefox for Linux, Opera for Linux, letnet Explorer for Windows
and Internet Explorer for Pocket PC.
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3.7 Conclusion
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Figure 3.10: Screen shot showing zone temperature from mietface.

3.7 Conclusion

As a prestudy for a possible industrial application, we hdemmonstrated the feasibility
of using COTS technologies to develop a uniform frameworkdeveloping climate
control algorithms. Though the specific case is for livelstogildings we strongly be-
lieve the solution is suitable for other industrial applicas too. The Matlab/SimuLink
framework with RTW has been extended to include supportfer@omedi library and
we added mechanisms for reading and writing from a MySQLlega. Through the
use of an Apache web server with php server side scriptindgpave demonstrated how a
generated program from the Matlab environment can have antetiace with MySQL
as component integrator.

3.7.1 Future Research

The presented system has proofed, by its very existenceit ikgpossible to develop
an industrial application using COTS technologies - manthef being free and open
source. Next we need to demonstrate the applicability afgu€IOTS in a commercial
product. We thus guide our future research towards sedaritydustrial computers us-
ing Linux, focusing on the threats to embedded devices aiadé¢o the Internet, as well
as focusing on predictability of the prioritized duties retoperating system. In case
of component breakdown (hardware or software) the soluiged to be robust, since
the physical location of livestock buildings often are feorfi a technician. We there-
fore plan to investigate redundancy and graceful degradlatith respect to component
errors.
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CHAPTER
FOUR

Paper 2: COTS Technologies for Internet Based Monitoring
of Livestock Buildings

J.J. Jessén J.F. D. Nielseh H. Schiglet M. R. Jenseh

Abstract

In this paper we present an Internet based remote monitoring systeliniate
control in livestock buildings. The system is developed entirely using oemiad
off-the-shelf (COTS) technologies, allowing the farmer to monitor andeerence
values for the climate controller using a mobile device connected to the ént&iine
presented system is considered as pre-study/case for a possibleiaidotution.

KEY WORDS
COTS, Linux, Climate Control, Remote Monitoring, Interdethitectures.

4.1 Introduction

As Danish pig and poultry production is characterized byefiefarmers with larger
holdings, it is of crucial importance that the individuatrfeer can monitor the climate
conditions in a number of stable buildings remotely. Damé&sjulation for animal pro-
duction facilities requires that the farmer owns an amodraid per animal, which
often means that livestock buildings are placed far fronhexdher requiring the farmer
to drive from location to location overseeing the indivilppoductions.

*Department of Control Engineering, Centre for Embedded So&8ystems, Aalborg University, Fredrik
Bajers Vej 7C, Aalborg @, Denmark
TSkov A/S, Glynggre, 7870 Roslev Denmark
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A system where the farmer can monitor the climatic condgimside the individual
stables remotely, will allow for a more structured plannaighe everyday duties. The
farmer can then focus on planing with respect to feedingrdination with veterinary
officials etc. always knowing he has, for the animals, lifiical information available.

4.1.1 Vision for Danish Livestock Production

Climate control, without considering welfare, is a mattékeeping temperature, hu-
midity and air quality sufficiently close to specified refece values under well known
conditions, and is as such an exercise in feedback controlveMer, the external en-
vironmental factors in livestock production make it extedyndifficult to set a correct
reference point for a climate control system, since not erdight, but also breed, age,
daily feed intake and the surroundings e.g. time of day arldibg/floor type affect
the animals environmental requirements. Adding unknovatudbances and varying
system dynamics as well as the possibility of componentifaiin sensors, actuators,
communication systems and computers, the task is of fategreamplexity than seen
at a first glance.

The difficulties with setting a correct reference point hebuis to a vision for future
climate control systems, in which the animals welfare isdusecontrol the climate. In
(Hansen, 2004) a general framework is presented allowingéowelfare based infor-
mation in a feedback control loop, and we believe the presempproach is feasible for
implementing welfare based climate control. Denmark hapatation of being one of
the worlds most wage intensive countries, so we are in geimgegiested in a system
where the entire production is characterized by a high lefr@lutomation. By incor-
porating sensors for the physical properties of the animasweight, a feedback loop
controlling animal growth could be the foundation for a cdetgly automated livestock
production. For this purpose models of animal growth is ede@ee e.g. (Bastianelli
and Sauvant, 1997; Moughan et al., 1995) for models of pig/tirp

With the presented vision in mind, Aalborg University has@operation with Skov
- a major Danish provider of climate control systems fordieek facilities - established
a full scale laboratory for conducting research within e@tscontrol of livestock build-
ings. The laboratory provides not only a testbed for clinzatetrol algorithms but also
a platform for testing remote monitoring of climatic conalits and sensor fusion for
welfare sensors.

4.1.2 Technologies

COTS technologies/products are mostly designed for masketsanot taking into ac-

count specific needs for individual applications. But beeaaf budget and time to
market demands the use of COTS is gaining ground in appitaitianging from engine
simulation (Guerra and Marsch, 1997), data warehouse (Yal7) and space applica-
tions (Ngo and Harris, 2001).
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4.2 Conducted Research

Here we put forth a design philosophy in which the entireeysis build from stan-
dard software components - commercial of-the-shelf (COBR)J where the integration
of COTS components relies only on well recognized open siatsd

4.1.3 Previous Work

Adopting the COTS approach with respect to both hardwaresarfidvare, has lead
us to implement the control environment with a standard RBitecture using Linux
as operating system and commercial 10-cards. The develupemzironment is Mat-
lab/SimuLink a de facto standard in the control engineedand research community.
With the Real Time Workshop toolbox (RTW) it is possible to geate executable code
from a SimuLink diagram. This idea is presented in (QuaranthMantegazza, 2001,
Bucher and Balemi, 2006) where Matlab/SimuLink is used WitV to generate a real
time control application for an electro-mechanical aplizn. Using Matlab/SimuLink
to generate real time control applications is also preskeimtdcic, 1998) except that
solution is targeted towards specific hardware.

The thermodynamic system presented in this article has siamiarities with e.g.
greenhouse climate control or in general just heating laitth and air conditioning
(HVAC) systems. Common for such systems is that dominaimg tonstants typ-
ically are large £ > 1 s). A major advantage thus exists compared to the results of
(Quaranta and Mantegazza, 2001; Bucher and Balemi, 208)6t998); because a stan-
dard Linux kernel easily fulfills the real time demands givéinis our experience that
this makes both implementation and maintenance in regbidelucts for industry more
flexible, following the KISS mantra (Keep It Simple Stupid).

The article is outlined as follows: First we briefly presemin® of the research being
conducted in the laboratory, followed by a description &f ldboratory setup. We then
present the systems concepts and the integration of sysiempanents. We conclude
with a proof of concept and guidelines for our future work.

4.2 Conducted Research

It is widely known that the airspace inside livestock builgh is imperfectly mixed see
e.g. (Barber and Ogilvie, 1982, 1984; Moor and Berckmang619anssens et al., 2004),
and real life livestock buildings are not always uniformdgetrically) and may even
have leakages in the building shelf. This has inspired th®nof zones, a concept by
which a number of rectangular subareas of the stable areedefisee figure 4.1.

Each of the zones in figure 4.1 is equipped with ventilationigment (air inlets,
ventilation fans and heating) and is capable of exchangmgith neighboring zone(s),
thus causing an internal airflow sideways in the building.
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Zone 1 Zone2 | e Zone N

Figure 4.1: Series connection 8f zones. Top-down view.

The introduction of zones and internal airflow introducesuanher of challenges
with respect to climate control algorithms. Without paotiing into zones, two dif-
ferential equations would typically be used to model thenalie (temperature and hu-
midity). With the introduction of zoneg”" coupled differential equations are needed,
and because of internal air flow theses equations includgrefginction making them
nonlinear.

Models and simulations of any plant behavior is inevitahla controller design cy-
cle, and indeed much of the research conducted with thed&dmgrfocuses on modeling
the climate inside livestock buildings. Within climate ¢a of livestock buildings and
greenhouses suggestions range from controllers basedtwtisal single zones (Berck-
mans and Goedseels, 1986), steady state analysis (Schauberl., 2000), stochas-
tic models for greenhouse climate (Nielsen and Madsen,)199&y logic controllers
(Caponetto et al., 2000) to ventilation rate control (Taydbal., 2004). Our research
that is expected to use the stable as a testbed is currentigdd on Model Predictive
Control (MPC), controller synthesis based on game theodys@msor fusion based on
Bayesian networks.

4.3 Climate Laboratory Overview

The climate laboratory is based on a former poultry stabde fgyure 4.2), equipped
with sensors, actuators, computer and a broadband Inteoneection. The stable is
partitioned into three logically separated zones as ihist in figure 4.3.

The climate control components consists of air inlets, ailats and heating. For the
three zones there are separate controls of inlets and beéatioth sides of the zones as
depicted in figure 4.3. Each zone has a ventilation fan aatsattio it, and the two zone
boundaries have a ventilation fan.

4.3.1 Airlinlets

Fresh air is provided via air inlets build into the wall. Arr &@ilet comprises a wall
opening and a guide plate controlling air flow quantity aneldirection of the supplied
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4.3 Climate Laboratory Overview

Figure 4.2: Decommissioned poultry stable acting as chntedtoratory.
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Figure 4.3: lllustration of climate components in zone jpiarting.

air. Outside the inlet is a fixed plate protecting from dinettd gusts. The guiding plate
inside is controlled by a motor via a pulley system, and has@s mounted making the
opening degree measurable.

4.3.2 Air Outlets

An air outlet comprises a chimney with an electrically cotiéd fan inside. In front
of the fan is a rotating plate that can be set between 0 de@rkeed) and 90 degrees

(fully open). On the shaft of the rotating plate is a mountsémsor making the opening
degree measurable.
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4.3.3 Heating

The stable has a central boiler and a pipe system to each wdrege a number of
radiators are connected. A valve system connected to thieatboiler makes it possible
to distribute the hot water to the individual radiators ie #tones. These valves can be
set in an arbitrary position between 0 degrees (closed) artegrees (fully open). All
actuator components can be set in an arbitrary positiondstwlosed and fully open,
or stopped and maximum speed.

4.4 System Concepts

In the following we shall emphasize on a major aspect of theote laboratory facility;
namely the embedded platform. For any industrial appbcaprice, remote service
and maintenance, robustness and integration with othewaa/hardware components
are of major importance. While we previously stated that BtaSimuLink is used to
develop the climate controller, we omit the discussion efdlevelopment environment
itself, and aim to show the feasibility of allowing the usefddely available COTS
components on the embedded platform for production. Thigithtal components are
characterized by their wide and long term use. The trackrdeabeach component thus
commends the use of these components.

The platform is build around a standard PC-architecturagukinux as operating
system and with commercial 10-cards. This has the advarttegenost of the software
is open source, free and well tested. Three |0-cards froroh&tinstruments are used
for actuation and data acquisition.

4.4.1 Actuator Control

For connectivity with the 10-cards the Comedi library is d¢8cleef, 2006). Comedi
is a kernel module providing an API to user space programdlesirated in figure

4.4. By avoiding directly communication with vendor spexdrivers, Comedi has the
advantage of allowing the application to be independenhefspecific 10-cards. The
three 10-cards each have a specific |0-driver associatedhwie Comedi module gives
access to.

4.4.2 Remote Monitoring

The Linux PC is installed with Apache-2 as web server, php By&QL database.
Using only server side scripting with php and validated htode puts very few demands
on the client platform (laptop, smart phone, pda etc.),esihonly needs to support a
standard web browser. While we postpone the discussion afiseto future research
we initially rely upon https as the communication protocdlo have a well defined
interface between the web server and applications on th@etmma MySQL database
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Application
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Figure 4.4: PC architecture.

is used. This database stores sensor values and retrieaesetitings when controlled
by human in the loop. For maintenance the PC is running a sshrsalowing remote
administrator log-in from any computer with a ssh clientatied.

As demonstrated in (Bucher and Balemi, 2006) it is possiblase SimuLink s-
function wrapper function for communicating with Comedim8Link s-functions is a
mechanism that allows to integrate custom code into Simgyland with this approach
we have developed s-functions for communication with I@sdhrough Comedi. The
same approach is used for communicating to the MySQL databassql read and write
functions are implemented with s-functions, thus allowtihg climate control applica-
tion to read user input and write sensor and log data to/flf@database.

4.5 COTS Integration and Control

The remote controlled stable allows the user to set valuestti to the actuators, over-
riding the climate controller and reference points for tbatooller. To avoid potential
problems with integrator windup, climate control algonith are only executed if explic-
itly stated via a manual/automatic flag in the database therlowing human in the
loop control. This requires the control of the actuatorsdalbcoupled from the climate
controller, which is implemented with a classical cascani@rol loop.

As stated in section 4.1.2 we exploit the fact that the systemare interested in are
characterized by large time constants. This allows us t@@ES components in a way
they were not originally implemented for e.g. the MySQL dhatse.

Figure 4.5 illustrates the aforementioned decoupling ¢figor and climate con-
trollers. The actuator controllers are implemented withamgling frequency of X,
while the climate controller sampling frequency is an oraemagnitude slower. This
opens the possibility of using COTS as shown in figure 4.5, revlaestandard Apache
web server and MySQL database is used to give remote acctmsfermer.
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COTS
Apache

Farmer | mysqQL Q

ssh

Actuator Toop
Climate lToop
Human loop

Figure 4.5: lllustration of control loop.

4.5.1 MySQL as Component Integrator

In (Aaslyng et al., 2005) a custom application was develdpedhtegrating a climate
controller for a greenhouse with an environmental corgrollhe inter component con-
nection in that approach was a database acting as buffeebetilie different computers
and programs, and we adopt the same approach here. Via apesded-function library,
SimuLink is capable of communicating with the MySQL datahaend php has build
in functions for communicating with MySQL databases. Westhave the basic com-
ponents for integrating the web server with the climate iletr. Figure 4.6 illustrates
how the web interface, climate controller and actuator et are connected.

Log - Actuator Actuator
table table controller
Climate Climate
sensor controller

Figure 4.6: Connection of system components. Arrows ilaistinformation flow.

From the web interface measurement values are displayé taser via a logging
table in the database. The climate controller reads sersdoes, calculates actuator
reference values and writes both to the logging table. Tingat¢ controller also writes
actuator reference values into the actuator table, whickeid by the actuator controller.
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4.6 Proof of Concept

From the web interface the user can set a manual/automaimftae database, which
decides if the climate controller or user should have wiieeas to the reference values.

4.6 Proof of Concept

With the presented approach, various COTS components e ibtegrated to de-
velop a uniform framework for a remote controlled climatedeatory. In figure 4.6 it
is illustrated how MySQL is used to interconnect system congnt. Figure 4.7 illus-
trates the overall system architecture with a farmer whe ageDA to access the climate
controller in the livestock building.

User C-control
4 4

PDA % MySQL‘«» A-control

T
Apache* : Comedi

WWWwW + +
<«—» NIC 10-card

IP-Network

Control Computer

Figure 4.7: Component integration of overall system cohcep

The control computer consists of network interface cardC)NApache web server,
MySQL database, climate control program, actuator con€oimedi library and 10-
cards. Figure 4.7 illustrates the applicability of using ebwased solution to remote
monitoring; the farmers choice of mobile device (or officenpuiter) does not influence
the architecture of the embedded platform, nor does theemtivity. The website on the
climate computer uses server side scripting and validatatidode only, which has the
obvious advantages of not being limited to specific Intetmetvsers. Though the web
interface still is in an early development version, is hagently been tested to work
using the following browsers: Firefox for Linux, Opera foinux, Internet Explorer for
Windows and Internet Explorer for Pocket PC.

The developed web interface allows the user to choose betgraphs for tempera-
ture and relative humidity, with a 20 minute interval. Fig4r.8 and figure 4.9 is a screen
shot from the temperature and humidity graphs. The graptiglre 4.8 and 4.9 are cre-
ated with PHPIot - an open source project for creating graysivsg php. Though the
web interface has been tested with the aforementionechittérowsers, it is currently
being optimized for the screen size for an IPAQ 6340.
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Figure 4.9: Screenshot from humidity graph.
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4.7 Conclusion

4.7 Conclusion

We have demonstrated the feasibility of using COTS compisftechnologies for a pos-
sible industrial application. Though we have omitted dstan the climate controller
and its development environment we have showed how to useQUys an intercon-
nection component between the sub parts of the entire systbmpresented solution
is targeted specifically for climate control in livestockildings, but we strongly believe
the solution is suitable for other industrial applicatitos.

4.7.1 Future Research

The presented system has proofed, by its very existenceit ikgpossible to develop
an industrial application using COTS technologies - manthefn being free and open
source. Before we proceed with real life product implemgonawe guide our atten-
tion towards a general embedded platform design where wéasige the following:
Choice of Linux distribution, securing Linux for industriapplications, multipurpose
10, hardware/software redundancy and general systenbiléliaand graceful degrada-
tion.
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CHAPTER
FIVE

Paper 3: ZoneLib: A Simulink Library for Modeling Zone
Divided Climate Dynamics

J. J. Jessén H. Schiglet

Abstract

We present a dynamic model for climate in a livestock building divided into a
number of zones, and a corresponding modular Simulink library (@oheWhile
most literature in this area consider air flow as a control parameter wetshw to
model climate dynamics using actual control signals for the ventilation stgnp
To overcome a shortcoming in Simulink to solve algebraic equations andxmatr
inversions, we have developed the library inspired by the so called dyrmeode
technique. We present simulation results using the presented librargpantiides
with visions for further development of ZoneLib.

5.1 Introduction

Modern pig production is characterized by huge stock diexssand large scale pro-
duction facilities. For such intensive production systenis extremely important that
the climate control system is working properly, since aufi@lin a climate computer
may result in the death of entire batches of livestock andtiadd! loss of significant

revenue.

*Department of Control Engineering, Centre for Embedded So&8ystems, Aalborg University, Fredrik
Bajers Vej 7C, Aalborg @, Denmark
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ZoneLib: A Simulink Library for Modeling Zone Divided Climat e Dynamics

Indispensable parts in the design process for any contratke models and simu-
lations of the plant under investigation. For such modelng simulation it is often
desired to maintain a high abstraction level focusing oneling aspects and not imple-
mentation details. Matlab/SimuLink from MathWorks (In2006) is a de-facto standard
within the control engineering and research communityciiuiffers the opportunity to
use a graphical point and click interface to plant modelihgs allowing the control
engineer to focus on the modeling details.

It is widely known that the airspace inside livestock builgs is imperfectly mixed
see e.g. (Barber and Ogilvie, 1982, 1984; Moor and Berckne®86; Janssens et al.,
2004). This has inspired the notion of zones, a concept bgwhinumber of subareas
of the stable are defined. Each of these subareas (zones)riuivieual ventilation
components installed as illustrated in figure 5.1. We consetly assume that climatic
parameters are perfectly mixed in each zone i.e. there asgniicant gradients.

: [
1
@ Fan

Figure 5.1: Series connection of zones with individual itatibn components.

: |
1
F Inlet

In the present work we present a simulation model for a st@ibided into a number
of distinct climatic zones, suitable for later developmehnhew climate control algo-
rithms. The presented model requires simultaneous saolofi@ number of equations,
which is implemented easily in Matlab using matrix inversidhis is however a short-
coming in Simulink; algebraic loops and matrix inversiomorder to overcome this we
present ZoneLib; a Simulink library for modeling climatendynics inspired by the dy-

namic node technique (Flinders and Oghanna, 1997; Fliredexis, 1993; Hansen et al.,
1995).

5.1.1 Related Work

Similarities to the zone concept can be found in (Caponettl.e2000) where a so
called multi layer model for a greenhouse is presented wiiides the greenhouse in
eight layers, whose thickness is proportional to the lefigiim the southbound wall.

In (Berckmans and Goedseels, 1986) a steady state anaygriedented, and in
(Moor and Berckmans, 1996) it is argued that classical cdatinal fluid dynamics of-
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5.2 Modeling Ventilation Components

ten are developed for simulation in steady state and thereifot applicable for control.
Instead a grey box model is suggested, defined as a model bagdysical laws com-
bined with a parametric identification technique. In (Sdieger et al., 2000) a steady
state model is used to asses the indoor climate and airygoéhtpig stable, resembling
the model for thermal energy balance for a greenhouse imf&utt al., 1993), except
that (Gutman et al., 1993) includes the integral of the tewmtpee to account for the
slowly varying dynamics, and as such the accumulated ingfdetnperature on animal
conditions.

Common for the above mentioned papers is that they all centlié ventilation rate
as a control signal, not being concerned aldow the ventilation rate is achieved. In
the present work we have developed a simulation model faralgpurposes, including
the actual control signals to the ventilation equipment sk of modeling climate dy-
namics and beeing concerned about actual control signe¢skeen covered in (Linker
et al., 1999), where the ventilation rate is used as inputrtewaal network, which then
outputs the actual control signals based on a desired air flow

The paper is outlined as follows: First we present the madedif ventilation com-
ponents showing how to find flows. We then present a model fopégature in a zone
based building ending with an algorithm for simulation gsnealistic control signals.
We then present our developed Simulink library and a sirafatsing the presented
library. We conclude with guidelines for further work.

5.2 Modeling Ventilation Components

The ventilation components in the stable are air inlets andglets. We assume pres-
sure dynamics to be orders of magnitude faster than the gitgnamics for e.g. tem-
perature, humidity and CO2, so for a given control signalatary values for pressures
and air flows may be assumed. As an example we present theingdélhentilation
components in a three zone stable.

5.2.1 Airlnlets

An air inlet build into the wall is basically an opening in thall with a guiding plate to

adjust the direction and amount of incoming air. On the dlatsif the wall a protecting
plate is mounted to minimize the effect of direct wind gustigtee inlet. We suggest the
following approximate model for airflo@™ [m? /9] into the:"" zone:

QM =ki-a;- (PP™—P) (5.1)
Where P; [P4q is the pressure in zong P3™ is the ambient pressurg; is a constant

andq; is the control signal to the inlet determining the openingrde of the guiding
plate.
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5.2.2 Air Outlets

The air outlets are chimneys with an electrically contmblian inside. We propose the
following model which has a linear dominant term acting om ¢lntrol signal (voltage
applied to the fan) and a term subtracting flow due to presdiffierence. The exhaust
air flow Q™" [m3 /] from thei" zone is thus found as:

QP = w; ¢; — d; (PA™ — Py) (5.2)

whereu; is the control signal for the far; andd; are constants.

5.2.3 Inter Zone Net Air Flow

The net air flowQ$'; , ; [m*/s] between two zones (air flows are defined positive from a

lower index to a higher index) is found by
zs,ti—i-l =e; (P — Piy1) (5.3)

wheree; is a constant.

5.2.4 Stationary Flows

A stationary balance for each zois found:
P T QP = Qi + Q" (5.4)

where by definitiorQ8', = Q3 v, = 0. Figure 5.2 illustrates the flow to/from a zone.

TQf.an
1
Q" [QF;4]"
> —t>
Zone: — 1 Zones Zonet + 1
<t <
[ st ]— [ st ]—
i—1,i T i,i41
jor

Figure 5.2: lllustration of flows for zone
We define the use of square brackets illustrated in figures$.2 a
[z]" £ max(0,2), [x]” £ min(0, x) (5.5)
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5.3 Modeling Climate Dynamics

Using the corresponding expressions for the flow terms im&.4an set up the following
expression:

Az=b (5.6)

where vectorr solves for the corresponding flows and pressures. With tivagtouction
we now have that entries in matricdsandb depend linearly on control variablgs;; }
and{u; }. We define the state vector as:

- - - T
e=[Q) QF QF QF QF QF Qf, Q%3 P P Py (5.7)

and
1 0 0 0 0 0 0 0 kiog 0 0
01 0 O 0 0 0 0 0 kocg 0
0 0 1 0 0 0 0 0 0 0 ]433063
0 0 0 1 0 0 0 0 —d 0 0
00 0 O 1 0 0 0 0 —ds 0

A=10 0 0 O 0 1 0 0 0 0 —ds (5.8)

00 0 O 0 0 1 0 —e e1 0
00 0 O 0 0 0 1 0 —eo €
100 -1 0 0o -1 0 0 0 0
010 0 -1 0 1 -1 0 0 0
001 0 0o -1 o0 1 0 0 0 |

and

b= [ klalPamb kzOéQPamb k3OZ3Pamb uic1 — dlpamb

Usey — dyPA™ wges —dgPA™ 0 0 0 0 0]

5.3 Modeling Climate Dynamics

Though it would be relevant to model temperature, humidt2 and ammonia we
initially limit ourselves to modeling only temperature, ander to illustrate the zone
concept. It would though be easy to include the disregartlethte parameters since
the mixing dynamics roughly are identical.

Assumption 5.3.1 Climatic interdependence between zones is assumed dulebgh
internal air flow.

With assumption 5.3.1 we thus neglect radiation and diffugtc. between zones,

claiming they are negligible compared to the effect fromihguair flow. Keeping in
mind the flow balance (5.4) - c.f. figure 5.2 the following mbfie temperaturel” ["C]
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is easily obtained for thé" zone:
TV, =T°™Q — T,QP" + | ft—l,i]JrTi—l = zst—l,i]_Ti_
3 Wt (5.9)
[ zs',ti+1]+Ti =+ [st,ti-s-l] Tip1 + .
PairCair
whereV; [m®] is the zone volume72™ is ambient temperaturé}’* [W] is the heat
production from the pigs;.ir [J/kg/ C] is the air heat capacity ang;; [kg/m’] is the
air density.T; denotes the derivativ%Ti.
Rewriting 5.9 using vector notation we thus have for thedtmene case:

VI =QT+H (5.10)
with
Vi 0 0
V=1[0 ¥ 0
0 0 W
T=[, T, T5]
—(QF"+ [R5 1) (@3]
Q= Q)" —(QF" + [QF,]~ +[Q855]1)
0 [Q3'5]F
0
[ 353]7

—(@F"+1Q35a]7)

. Wt

TameT + Palrclalr
i W.

H = Tameg] + Pairczfair
: o

TamegI + /’airgair

In order to simulate the temperature fof time steps we define algorithm 1, while
we assume a numeric finite difference method in order to 46\®).

Algorithm 1 Simulate temperature using actual control signals.
T(O) - Tinit
for k=0toM — 1do
Ab— {a,u}
r=A"1b
QH«—=z
T(k+1) — (VY(QT(k) + H), T(k))
end for

With algorithm 1 it is possible to simulate the temperatur@izone divided stable
using realistic control signals. For changing control sigre.g. by a controller, the
andwu terms should just be vectors of lengti.
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5.4 Using ZoneLib for Climate Modeling

When the presented model is simulated in Matlab, we have l#encuse the assump-
tion that pressure dynamics are an order of magnitude fistarclimate dynamics. In
algorithm 1 we thus used stationary values for pressurecht@mulation step. Simulink
however has a shortcoming with algebraic loops and matviergion, so we add artifi-
cial pressure dynamics in order to overcome this.

5.4.1 Dynamic Node Technique

The idea of the dynamic node comes from electric circuit &aten. Consider the dia-
gram illustrated in figure 5.3 consisting of two elements #ieddynamic node (Flinders
et al.,, 1993). The dynamic node is to be seen as a virtual nedatiis included to
make simulation/analysis easier. The meaning of the dymaode is to model parasitic
capacitances in which, for a small transient period, the sticarrents into/out from the
node does not equal zero. In steady state, however, the sunfiowf/outflow of current
is in balance and the voltage is constant.

Dynamic node

Element———— Element—

Figure 5.3: Dynamic node technique in electric circuit diation.

The dynamic node technique can be used to solve algebraatiens. In figure 5.4
two situations are shown. First two blocks A and B are showrene block A requires
some external input and the output from block B. Block B akxquires an external input
and the input from block A. This is known as an algebraic lodpolv can be seen as a
sort of deadlock since each block is waiting for the othecklio calculate its output.
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A——B

Al—2><(B

Figure 5.4: Dynamic node technique to solve algebraic loops

In the bottom of figure 5.4 two black boxes are added on theftora each of the
boxes to the opposite box. The black boxes denotes dynamigsfirst order) and are
thus used to avoid the two algebraic loops.

5.4.2 Pressure Dynamics in Simulink

Using the idea of the dynamic node, we include the pressurardics in the Simulink
library, as illustrated in figure 5.5.

Dynamic Node Dynamic Node

Zone 1 Zone 2

Figure 5.5: Modeling pressure dynamics in Simulink.

Figure 5.5 shows a Simulink model of two zones which modeéspressure by
integrating the net flow into a zoné (s used as symbol for integration). We have thus
avoided algebraic loops since the information path for qures always encounters an
integrator. The presented approach has been used to d&&@behib shown in figure
5.6.

The inlet and fan blocks in ZoneLib are Simulink implemeiotas of (5.1) and (5.2)
respectively. Three different zone blocks are implemerfame 1, Zone i and Zone N,
which allows to model series connections of an arbitrary Ipenof zones. Thé" zone
takes as its left input the right output from zane 1, and its right input is the left output
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Al pha
u
Panb
P Qran Fl ow|
Panb Pi nt
Fan Tanb
I nl et
inlet inlet R out inlet
R out L_out
fan fan fan
Rin L_out
Rin Lin
P L_in P
Tanb Tanb P Tanb
Zone 1 Zone i Zone N

Figure 5.6: Available blocks in ZoneLib.

from zonei + 1. Due to space limitations we omit the presentation of thekdoZone
1 and Zone N, and present a generic Zoiefigure 5.7.

:D 1] |
1q | s [TPressure
N
- 1 — (D
»l N | __;I
Pressure > '= R out
CO»fvor Gain
Roin
Temperature _
> -
.
>
Pressure P
>
fow ;
Lin e Dynamic Node [
Temperature u g 2
Lout
(@D,
inlet
P Tenperat ure
2y Tnew (3
fan ,’P 3
& Temperature dynarics
Tamb

.

Figure 5.7: Generic ZoneLib block for Zone

The input to a zone block is ambient temperature and flow titrdalets and fan.
Input from/output to neighboring zones iS & 1 vector consisting of pressure, flow and
temperature. Each zone also have a separate output witkupee®r easy connection
with the inlet and fan blocks. The bottom right block in figls& implements the
temperature dynamics in (5.9).
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5.5 Simulation Results

The presented library is used to model a stable divided isteri@s connection of three
zones. In order to illustrate the versatility of ZoneLib wanfigure the simulation sce-
nario as follows: Zones 1 and 2 have no ventilation compaemhile zone 3 has an
inlet and a fan with fixed control signals setdg = 8, uz = 10. The initial states

areT = [23 24 26] and P = [101300 101100 101000]. The simulink diagram using
Zonelib is shown in figure 5.8.

a3
10 101325 Panb  Flowh
Tanmb Panb
ol Pint
Inlet
E}'— 10 u
T 12 d
u3 s 214 Qfan
: o L
=] Fan
Lpliniet inlet R out Lpliniet
R_out Lplran L_out
fan fan
—p{Rin L_out [
IRIN »liin Lin
P o pH
Tanb Tanb Tanb
Zonel Zone2 Zone3

Figure 5.8: Simulink model of three zone stable using ZobeLi

Each zone in figure 5.8 implements the temperature dyna®ig} put for the pre-
sented simulation we have omitted the presence of pigs istdige i.e. W} = Wl =
Wi = 0, and set the zone volumest® = V, = V3 = 1000. Figure 5.9 illustrates the
evolution of temperature in the three zones, while figur® lastrates the evolution of
pressure.

Figure 5.10 illustrates that the pressure in the three zstaets to converge approx-
imately after 30 simulation steps towards the same valuds f&s the effect on the
evolution of temperature that from 0 to simulation step 3@p(aximately) air flows
from zone 1 to zone 2 and from zone 2 to zone 3, resulting in eedsing temperature
in all the three zones. After the pressure in the three zoreggual it is only zone
3 that has a decrease in temperature towards the ambiergratme ofl0 ["C], since
this is the only zone interacting with the ambient environt& his is a clear effect of
assumption 5.3.1 that zones only interact by internal aiv.fM/e intend to exploit this
by actively causing internal air flow when we later developtoallers for multi zone
livestock buildings.
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26

T1
-- -T2

Temperature

Figure 5.9: Simulation of temperature for three zone stable
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Figure 5.10: Simulation of pressure dynamic for three zdabls.
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5.6 Conclusions and Further Work

We have presented a simulation algorithm for climate in &lst@artitioned into a
number of climatic zones, and shown how to model the temperah Simulink us-
ing ZoneLib. The current available blocks in the library:aréet, outlet, zone 1, zone
i and zone N. We have presented a simulation illustratingthiet and click feature of
the library, in which an arbitrary number of zones can be eoted and each zone can
have its own set of ventilation components.

The presented library is still in an early development phasd we focus our forth-
coming activities on validating the model against a reahdat. \We are currently build-
ing a large scale test facility which is implementing sepai@ctuation of ventilation
components in three zones. We plan to use the test faciligniong other things, make
a parameter estimation of the unknown constants in the piegenodels.

For the development of ZoneLib we plan to generalize it, shemne can connect
to other zones Manhattan wise i.e. North, South, East and. Westhermore we plan
to implement a more general fan block that can be connectetbte than one zone.
The zone blocks should also implement at least humidity ohyosand possible CO2.
Finally we plan to use the library to test new climate consalgorithms that we are
currently researching.
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CHAPTER
SIX

Paper 4: System ldentification in a Multi Zone Livestock
Building

J. J. Jessén H. Schiglet

Abstract

We present a technique for performing system identification in a closeégen
ment partitioned into a number of distinct climatic zones. The technique edbas
on the idea of guaranteeing well defined directions of internal flow betweres.
Each zone has a separate pair of inlets and outlets for ventilation purEoses
possible leakages in the building envelope. We present simulation resulgstiis
presented method and conclude with guidelines for further enhantiah out-
lines for a controller utilizing the proposed method.

6.1 Introduction

For any control system design cycle, modeling and simuladibplant and controller
behavior is an inevitable part. Companies selling corgrslin large quantities (e.g.
cruise control systems, thermostats etc.) benefit fromabethat the uniformity of the
products (due to large quantity) makes it possible to imgletidentical controllers in
all the products. For companies selling controllers fogéarplants e.g. power plants
or livestock building climate control systems, it is ofteacessary to perform on site
adjustments of the controllers, because the plants arereiiff. This is especially true

*Department of Control Engineering, Centre for Embedded So&8ystems, Aalborg University, Fredrik
Bajers Vej 7C, Aalborg @, Denmark
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System Identification in a Multi Zone Livestock Building

for climate control systems for livestock buildings, whioften differ in size and/or
shape.

Companies developing livestock building climate contrgdtems would benefit
from having automatic tuning of controllers, since this Vabdecrease the amount of
time a technician would have to spend on fine tuning the finalpseT he ultimate goal
in this context would be a control system that only had to Istailed, and then au-
tomatically performed a system discovery to find out abostailed climate control
components and where the manual entering of e.g. physiopepies about the stable
is minimal.

A practice often found in real life climate control systerosé.g. pig or poultry sta-
bles, is based on steady state analysis (Schauberger 20@0;, Pedersen and Saalvik,
2002). This approach requires the farmer to enter a numbpeai@meters about the
animals e.g. weight/age and the number of animals. Baseli®imformation a min-
imum ventilation can be calculated which ensures apprtgpga quality. But even in
more modern climate control approaches e.g. (Daskalov,&2@04) or MPC informa-
tion on the quantity of heat and moisture production fromahenals is needed by the
controller.

In this paper we present a method for performing system iifigation (Sl) in a
livestock building partitioned into a number of distincinchtic zones. The presented
approach forms the basis for a future implementation o€&fligent” controllers utilizing
Sl and in which the information about animal age, weight amahiper is avoided.

That the airspace inside livestock buildings is imperfentixed is reported exten-
sively in literature see e.g. (Barber and Ogilvie, 1982,4t9800r and Berckmans,
1996; Janssens et al., 2004). This has fostered the idealtifzone climate control
(see e.g. (Persis et al., 2006)), where a stable is dividledamumber of zones and
where each zone has its own ventilation equipment installée idea is illustrated in
figure 6.1 where a stable is partitioned into 3 rectangulbresaas.

[

' i
F Inlet

: [
I

@ Fan
Figure 6.1: Series connection of zones with individual ilation components.
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6.2 System Description and Model

The partitioning of the stable illustrated in figure 6.1 me#mat the zones interact
with each other by internal air flow sideways in the stable.tha present work we
present an early result from a proposed system identifitagiohnique. Though much
work still need to be done, we believe the current statusaéxplour idea satisfactory.

The paper is outlined as follows. First we introduce a modetémperature evolu-
tion in a zone divided stable, which is followed by the mutine system identification
technique. We then present a numerical study and conclutthegwidelines for further
work using the presented technique and further enhancenoéithe technique itself.
Initially we limit our self to consider the temperature anly

6.2 System Description and Model

The ventilation actuator components in the stable are ktsrand air outlets. We as-
sume pressure dynamics to be orders of magnitude fastethtbamixing dynamics for

e.g. temperature, humidity and CO2, so for a given contgiai stationary values for
pressures and air flows may be assumed.

6.2.1 AirInlets

An air inlet is basically an opening in the wall with a guidiplgite to adjust the direction
and amount of incoming air. On the outside of the wall a ptirtgglate is mounted to
minimize the effect of direct wind gusts on the inlet. We sesgfghe following approx-
imate affine model for airflow from the outside through thehwdet Q™ [m?/s] in the
i zone:

QM =k (o +1;) - (PA"°— P) (6.1)

WhereP; [Pd is the pressure in zorig P2™ s the ambient pressurk; is a constant and
«; is the control signal to the inlet determining the openingrde of the guiding plate.
We model possible leakages in the building envelope WitkVe define the direction of
airflow through an inlet from the outside to inside to be pesit

6.2.2 Air Outlets

The air outlets are chimneys with an electrically contllen inside. We propose the
following model which has a linear dominant term acting oa ¢ontrol signal (voltage
applied to the fan) and a term subtracting flow due to presdifference. The exhaust
air flow Q" [m? /g from thei"" zone is thus found as:

Q= uf ¢; —d; (P*™— P) (6.2)

whereu{ is the control signal for the fan; andd; are constants. The flow is defined
positive from the stable to the outside.
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6.2.3 Inter Zone Net Air Flow

The net air flow; ;11 [m?/s] between two zones (air flows are defined positive from a
lower index to a higher index) is found by

Qiiv1 =m; (P — Piy1) (6.3)

wherem; is a constant.

6.2.4 Stationary Flows

A stationary balance for each zohis found:

Qi1+ QF = Qi1 + QF" (6.4)
where by definitiorQ, 1 = Qn n+1 = 0. Figure 6.2 illustrates the flow to/from a zone.
¢Qf_an
(Qi—1,i]" [Qiit1]T

> —_— >
Zonei — 1 Zones Zonei + 1
P < _
[Qifl,i] T [Qi,iJrl]
jor

Figure 6.2: lllustration of flows for zone

We define the use of square brackets illustrated in figures$.2 a
[z]" £ max(0,2), [#]” £ min(0, x) (6.5)

6.2.5 Modeling Climate Dynamics

We assume that climatic interdependence between zonesnimated by internal air
flow between the zones. We therefore omit to model radiationyective heat transfer
etc. and propose the following model for temperature in'theone:

T;V; ZTameiin - TiQEan + Qi1 TTic1 — Qi1 Ti—
3 Wt (6.6)
[Qiiv1]) T + [Qiiv1] Tipr + ——
PairCair
whereV; [m?] is the zone volume7 @™ is ambient temperaturd)’* W] is the heat
production from the animalsg; [J/kg/°C] is the air heat capacity ang;, [kg/m?] is
the air density.
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6.2.6 Simulation Algorithm

Using the corresponding expressions (6.1), (6.2) and {6r3he flow terms in (6.4) we

can set up the following expression:
Az =0 (6.7)

where vector: solves for the corresponding flows and pressures. For azbreestable
we define the state vector as:

i i i T
z=[Q QF QF QP QB QB Qi Qi P P, P

Due to space limitations we introduce an intermediate ftat = «; + [;. The A and
b matrices are then given as:

1000 0 0 0 0 ko 0 0]
0100 0 0 0 0 0 ko 0
001 0 0 0 0 0 0 0 ksos
000 1 0 0 0 0 —d 0 0
0000 1 0 0 0 0 —d 0
A=[000 0 0 1 0 0 0 0 —d
0000 0 0 1 0 —m m 0
0000 0 0 0 1 0 -—m m
100-10 0 -1 0 0 0 0
0100 -1 0 1 -1 0 0 0
o010 0 -1 0 1 0 0 0]

and

b= [ klOlpamb kQOQPamb ]CgOgPamb uic1 — dlpamb
Usey — dyPA™ wges —dgPA™ 0 0 0 0 0]
In order to simulate the temperature we define algorithm 2ewie assume a numeric
finite difference method in order to solve (6.6). We use thatian f (72™, Q) to denote

the implementation of (6.6), wherg is the vector of flows.
With algorithm 2 we now have that the temperature in each ranebe simulated

using actual control signalsv}, {u}. This has the advantages over the models presented

in e.g. (Berckmans and Goedseels, 1986; Moor and Berckmi®®§; Schauberger
et al., 2000; Gutman et al., 1993) since they consider the ff@evas a control signal.
With algorithm 2 a model is created that is suitable for ndiy@imulation but also
control.
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Algorithm 2 Simulate temperature using control signals.
Tfim(l)  init
for k=1toM —1do
A, b «— Ay Uy
x=A"1b
Q—ux
TEM(k + 1) — (TF™(k), £(T2™, Q)
end for

6.3 Multi Zone System Identification
The basic idea underlying our technigue is to have a systegrigéon as:
;= 0;p; (6.8)

wherez; = %Ti, 0; is the parameter vector ang is the signal vector. If the bilinear
parts from (6.6) is taken as input signals a standard liregaession model can be used to
solve (6.8) (Montgomery, 2001). The model for temperat@ré)(makes it challenging

to do system identification due to th¢" and[]~ terms. We therefore propose to use
an estimation signal which ensures well defined internal flawctions, meaning that
the correspondingj]* terms can be omitted. As an example consider to open the inlet
in zone 1 while closing the inlets in zoWé and operating the ventilation fan in zoné

at maximum speed. Then internal flow would only occur fromhtefight and only one
model is needed to describe the climate dynamics.

6.3.1 Notation

Let a(k) denote the inlet signals in all zones at tifee.
alk) = [a1(k) az(k) ... an(k)]
and likewise withu/ (k). We define a signal vectdf (k) as:
T
U(k) = [a(k) uf (k)] (6.9)
and the control matri¥J as:
U=[U1)U(2) ...UM) (6.10)
We then assume the following
Assumption 6.3.1 There exists a control matri& s.t. @; j+1 > 0,Vi
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In the present work we omit the discussion of the validity s§wamption 6.3.1, and
thus postpone the discussion of how to actually choose thigaisignals enforcing the
direction of the internal flow. Since this work is concerneithveimulations this does
not pose a problem, but requires our outermost attentiomweeplan to do real life
experiments.

6.3.2 Finding Dependent Control Signals

We wish to characterize the flow from the actuator siggals {«} in order to construct
the signal vector in (6.8). Using assumption 6.3.1 we rex(6t6) as:

. ) wt
TV = T2™Q" — T,Q™" + Qi1 Ti—1 — Qi1 Ti + — (6.11)

PairCair

To find the vector of external flow@F = [QT QS ... QM QM ... QN QT we
set up the following:
QE(k) = Ha(k)" + Ju! (k)T + R (6.12)

Where H andJ are matrices. We include th® vector in order to express leakages in
the building envelope as modeled in (6.1) with> 0. Knowing the external flows gives
the internal flow from the flow balance (6.4). We thus have thatvector of internal

flows QI = [Q1,2 Qi—l,i Qi,i+1 QN—l,N]T is given by
Q'(k) = oQ%(k) (6.13)
whereg is a matrix. To find a specific internal flow we thus have:
Qi(k) = & Q5(k)
! (6.14)
= Z Z dujHjioi(k) + iy i (k) + Z ¢ R;
J ot J

Now from (6.14) we clearly have that internal and externavfiare expressed as a
linear combination of all the control signals.

6.3.3 Construction of Signal Vector

We define byl,, «.,, an x m matrix with 1 at all places, and |8f; denote the sequence
of measured temperatures in tezone and likewise foT2™, We introduce an inter-
mediate matriXZ; defined as:

7T; = diag(T;) (6.15)

wherediag is the diagonal operator constructing a matrix with the segaT; on the
diagonal. Knowing that (6.14) is needed to find (6.11) andgisissumption 6.3.1 we
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simply construct the signal matrix as:

U7,
U 7; _ Tamb
o= |V (6.16)

11><M

A remark on (6.16) is in order. The terbi7;_; denotes the combination of all control
signals and measured temperatures from the neighborireytecthe left (index — 1).
This is clearly needed from (6.11)C'2™ is included to account for leakages and is as
such independent of the control signalk, . 5, is included to make a constant offset
corresponding to the animals heat production.

With the signal matrix constructed in (6.16) we are left wilie construction of the
result vector. From a sequence of measurements we appieximaumerically as:

. T,(k + 1) — Ty(k
xi(k):( A)t (),k:1,2,...,M71 6.17)

(M) =2;(M —1)

whereA, is the sampling period. I/ satisfies assumption 6.3.1, the parameter vector
is given by:
0; = i - o (6.18)

where™ denotes the pseudoinverse giving a least square soluti@n8p

6.3.4 Simulating Temperature Using SI

Knowing the parameter vectd; for each zone, we are interested in simulating the
temperature evolutioi’™' in each zone. We therefore define algorithm 3 which éses
from (6.18).

Algorithm 3 Simulate temperature using parameter vector.
ZWZSI(l) - Tinit
for k=1to M —1do
Uk) = [ai(k) ... ap(k)ui(k) ... up(k)]"
wi(k) = [(T'(k) — T*™(k))U (k)T
(T3, (k) — T2™(k))U (k)T
Tamb(k) I]T
TSk +1) = TS'(k) + 0; - i(k)
end for
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6.4 Numerical Results

In this section we present the outcome of a simulation withptesented method. First
we generate data with algorithm 2 in order to find the paranvetetor. We then generate
a new data set, and compare the result of simulating with @ingnpeter vector with the
new data set. We present the simulation for a stable pawitianto three zones.

We set the constants in (6.1), (6.2) and (6.3)Wp:= V, = V3 = 1500, k1 = 0.7,
kQ = 05, kg = 06, ll = ZQ = l3 = 01, Cl — Cy = C3 = 03, d1 = d2 = d3 = 003,
my = ms = 2 and a constant ambient environmentT&™ = 13 and P2 = 101325.

We define a sequence of control signals with fixed values the¢ been found to
fulfill assumption 6.3.1a(k) = [8 53], k = 1,2,..., M andu/ (k) = [36 8], k =
1,2,..., M. Since a constant actuator signal vector is used and thesatfiriessure is
constant we get a constant solution to (6.7) resultingfin= [1.5 0.8 1.5 1.7 1.6 2.1]
and@' = [0.7 0.5]. Setting the disturbance '} / pair/cair = 2, i = 1,2, 3, the initial
temperature t@ " = 20, TiM = 45, TI"t = 30 using M = 3000 simulation steps
result in the evolution of temperature in the three zonestitated in figure 6.3.
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Figure 6.3: Simulation of temperature in a three zone stable

Because a fixed control signal is used, the total signal m&frbecomes:

. [8 5 3]T~11><M
U—|‘[3 6 8]T~11><M (6.19)
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For the first zone the signal matrix (6.16) reduces to:

U(Tl _ Tamb)
b1 = rpamb (6.20)
11><M

while ¢2 and ¢3 follows directly from (6.16). Solving (6.18) leads to thdlfwving
parameter vectors for the three zones:

61 =10"-[ —0.04 —0.02 —0.01 —0.01 (6.21)
~0.03 —0.04 010 0.01 ]

> =10""-[ 0.02 0.01 0.01 0.01 0.01 (6.22)
0.02 —0.06 —0.04 —0.02 —0.02

—0.04 —0.06 —0.34 —0.03 ]

03=10""-[ 0.01 0.01 0.01 0.01 0.01 (6.23)
0.01 —0.06 —0.04 —0.02 —0.02

~0.04 —0.06 —027 —0.02]"

The parameter vectots (6.21), (6.22), (6.21) which were found using the data from
the simulation illustrated in figure 6.3, are used to simauthe temperature in the three
zone stable using new control signals that also satisfiasmgson 6.3.1. Again we
use fixed control signals setting the inlet signalsde:= 6, as = 4, ag3 = 2 and the
fan signals tou; = 3, us = 6, us3 = 10. The heat produces by the pigs are set to
W}/ pair/cair = 4, i = 1,2, 3. Figure 6.4 illustrates the outcome of the simulation.

Figure 6.4 shows that temperatures simulated with the petearaectors are in good
agreement with the temperatures simulated with the predanbdel (6.6). The dotted
line in figure 6.4 illustrates the error between the two satiohs with a constant offset.
The largest error for the three simulated temperaturesiisddo:e; = 0.64, es = 0.76,
0.85 which is satisfactory.

6.5 Conclusion

We have presented a simple method for performing systentifidation in a livestock
building partitioned into a number of zones, under the aggiom of having well de-
fined internal flow directions. We have shown an algorithmsianulating temperature
using realistic control signals, and shown how to find thepeater vector in a system
identification model.
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Figure 6.4: Simulation of temperature usifig Dotted line illustrates the error plus a
constant offset 10.

6.5.1 Further Work

Though we have shown that we can simulate the temperaturg tie parameter vec-
tor, we still need to quantify the quality of the result. Weedg6.14) to construct the
signal vector for the™ zone which included all control signals in the stable. Wenpla
to investigate the model structure to find alternative td.§p.and use Akaike’s Final
Prediction-error Criterion (Ljung, 1987) to compare diffiet model structures.

With the presented method a model for temperature can belfoumch should be
expanded to include all the signals a controller would usdivestock climate control
it is common to control the temperature and humidity whicsilgacan be included. For
illustrative purposes we have decided to consider only &xatpre until the method has
been tested.

With the assumption of having well defined flow directions,vege initially limited
ourselves to having a future linear climate controller viadaly works with this specific
flow direction. We therefore guide our future work to inclualethe different models
based on one test signal. In general we have that fir zone stable there ag’ !
different flow combinations that need to be considered. émtsur idea is to still use one
estimation signal and then deduce the parameter vectdnédotal number of possible
models.
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Our idea of a future climate controller utilizing the propdsmethod is to automat-
ically construct observers and controllers for each of théuded models. Since we in
a practical setting don’t know the direction of the interflalv an observer supervisor
should be constructed. This supervisor should then chéweseodel that currently has
the best fit, and consequently choose the correspondingotient

We have established a full scale laboratory for conductesgarch within climate
control of livestock buildings, and are currently in the phaf adjusting minor details
before the facility is fully operational. We plan to use tfasility to generate real life
data in order to validate our approach. We then hope to deveda climate controllers
based on the presented work.

80



CHAPTER
SEVEN

Paper 5. Parameter Estimation for Zone Based Climate
Dynamics

J. J. Jessén H. Schiglet

Abstract

We present a technique for performing system identification in climatic mode
for a livestock building partitioned into zones. The dynamic model forstivek
building climate takes into account possible leakages in the building envelogde,
is both nonlinear and hybrid. The proposed technique is based on hidesef
having well defined internal flow directions during data acquisition, whiofstout
to give a simple construction of the signal vector. Finally the obtained npadtam-
eters remain valid for arbitrary internal flow directions. We present theame of
using the technique on a real life data set, and conclude with guidelinesrtoer
enhancements of the proposed method.

KEY WORDS
System Identification, Climate Control, Computer ModelBighulation, Embedded
Systems.

7.1 Introduction

In order to design efficient climate controllers for livesitduildings models of suffi-
cient precision are needed. Such models form the basisrfarlaiion and controller

*Centre for Embedded Software Systems, Automation and CoAmtiiprg University, Fredrik Bajers Vej
7C, Aalborg @, Denmark
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synthesis, and are as such inevitable in the controllegdgsiocess. Vendors offering
controllers in large quantities (e.g. cruise control systethermostats etc.) can benefit
from the fact that uniformity of the products (due to largeqtity) makes it possible to
implement identical controllers in all the specific producFor vendors offering con-
trollers for larger plants e.g. livestock building clima@ntrol systems or power plants,
it is often necessary to perform on site adjustments of tiérolbers, because the plants
are different. This is especially true for climate contigdtems for livestock/agricultural
buildings, which often differ in size and/or shape.

In this article we present an idea for performing automagistem identification
in a zone based livestock building, which forms the basiduture climate controllers.
Climate controllers based on the presented method wouldreelgss man power during
setup. Though we omit the presentation of climate contrahi present work, we
consider the approach suitable for such future controksyst

That the airspace inside livestock buildings is imperfentixed is reported exten-
sively in literature see e.g. (Barber and Ogilvie, 1982 4t %8oor and Berckmans, 1996;
Janssens et al., 2004). This has fostered the idea of muaki @amate control (see e.g.
(Persis et al., 2006)), where a stable is divided into a nurobeones and where each
zone has its own ventilation equipment installed. The pariing of a stable into zones,
means that the zones can interact by having internal airfidensys in the stable. As
shown later this also means that the dynamic model for e.gpéeature consists of
a number of coupled differential equations including signdtions depending on the
direction of the internal air flow.

In principal there are two approaches for plant modelingitevbox and black box.
Where the former is based on physical knowledge the latteagedb on input output
analysis. The approach we take here is called grey box nmzg@ljung, 1987) where
physical insight is used to choose the set of possible mddedtares from which the
input output data is to be fitted. Where white and black box riegepans a class
of methods for performing system identification grey box eloty is somewhat in be-
tween these two methods. Furthermore one has to choosedrepeeforming system
identification once and then develop the controller or desidaptive controllers for on
site or real time system identification. For the former applosee (Moor and Berck-
mans, 1996), while (Cunha et al., 1997) discusses the lapgroach for greenhouse
climate control. For reasons that become clear later waliyitrely on the first ap-
proach. This is due to the dynamic model being hybrid, so weérderested in choosing
oneof several possible models.

In the present work we limit ourselves to consider only thegerature. Initially we
do this to keep things simple - expanding the technique tludtece.g. humidity and
CO2 is straight forward but more involved. The paper is oetli as follows: In section
7.2 we introduce the dynamic model for temperature in a zased livestock building
and in section 7.3 we present the system identification fgalenIn section 7.4 we give
an overview of the test facility and the results are pregskmeaection 7.5. Conclusions
and guidelines for further work are given in section 7.6.
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7.2 System Description and Model

The ventilation components in the stable are air inlets andudlets. We assume pres-
sure dynamics to be orders of magnitude faster than the grtgnamics for e.g. tem-
perature, humidity and CO2, so for a given control signdl@tary values for pressures
and air flows may be assumed. We present simplified model&doventilation equip-
ment, focusing on parameter relations instead of exactipdlysodels. We refer to
(Brohus et al., 2002) for detailed models on e.g. air inlats autlets.

7.2.1 AirInlets

An air inlet is basically an opening in the wall with a guidiplgite to adjust the direction
and amount of incoming air. On the outside of the wall a ptirtgglate is mounted to
minimize the effect of direct wind gusts on the inlet. We sesgfghe following approx-
imate affine model for airflow from the outside through thehirdet Q™ [m?/s] in the
i zone:

QN =ki (i +1;) - (P™—Py) (7.1)

WhereP; [Pd is the pressure in zorig P2™ s the ambient pressurk; is a constant and
«; Is the control signal to the inlet determining the openingrde of the guiding plate.
We model possible leakages in the building envelope WitkVe define the direction of
airflow through an inlet from the outside to be positive.

7.2.2 Air Outlets

The air outlets are chimneys with an electrically contmblian inside. We propose the
following model which has a linear dominant term acting oa ¢ontrol signal (voltage
applied to the fan) and a term subtracting flow due to presdifference. The exhaust
air flow Q™" [m?3 /s from thei'" zone is thus found as:

Q" =ul ¢; —d; (PP™— P) (7.2)

whereuif is the control signal for the fan; andd; are constants. The flow is defined
positive from the stable to the outside.

7.2.3 Inter Zone Net Air Flow

The net air flow; ;11 [m?/s] between two zones (air flows are defined positive from a
lower index to a higher index) is found by

Qiivr = mi (P — Pig1) (7.3)

wherem; is a constant.
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7.2.4 Stationary Flows

A stationary flow balance for each zohis found:
Qi-1,:+ Qiin = Qi,it1 + inan (7.4)

where by definitiorQp1 = Qn n+1 = 0.

7.2.5 Modeling Climate Dynamics

We assume that interdependence of climatic parametergbetrones is dominated by
internal air flow between the zones, and therefore omit toehoatiation, convective
heat transfer etc. By applying the flow balance the followimgdel for temperature in
the i zone is easily obtained:

TV =T — T,Q"" + (Qi—1,4] " Tim1 — [Qi—1,:) Ti—
t (7.5)

_ Wi
[Qiina] T Ti + [Qi i ] Tigr + —
PairCair

whereV; [m?] is the zone volume] 2™ is ambient temperaturd}’* W] is the heat
production from the animalsg; [J/kg/°C] is the air heat capacity ang;, [kg/m?] is
the air density. We remark that we deliberately omit to mduelt transfer between the
ambiance and the internal space of the building through tiildibg structure. As we
shall see later this is easily included in the parametemesion if required. We define
the use of square brackets in (7.5) as:

[z]" £ max(0,2), [x]” £ min(0, x) (7.6)

The flows to/from a zone and the use of square brackets igrdbesl in figure 7.1.

¢inan
|
(Qi—1,i]T (Qiit1]T
—> —>
Zonei — 1 Zones Zonei + 1
< -<—
[Qvﬁ—l,i]i [Qi,i+1]7
A
or

Figure 7.1: lllustration of flows for zone

We remark that the flows in (7.5) can not be set arbitrarily ty ¢ontrol signals
{a} and{u}. The flows are given by simultaneous solving (7.1) through)(7 We
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furthermore note that the presented model may be considerttdnonlinear (by the
use of square brackets) and hybrid which arises naturallfheypossibility of having
different combinations of internal flow directions.

7.3 Multi Zone System Identification

For system identification purposes a mathematical modebeasplit in two: structure
and parameter. Hence system identification can be seen gsdbess of choosing a
model structure and consequently finding the parameterthéochosen structure. For
the present work we have a model for temperature: namelyledpy internal air flow)
differential equations, hence the structure is given arpaind we are left with parameter
estimation.

But, as previously noted the model for temperature (7.59ik honlinear and hybrid
which makes the parameter estimation difficult. ForNazone livestock building there
areN — 1 zone boundaries and with three different zone boundary fleeetions (none,
left, right) there are a total a§V—! different models to choose between. In order to
perform parameter estimation one has to know which modgbpdyahe technique on.
Now, for an arbitrary estimation signal the direction of theernal flow is unknown,
hence it is not straight forward to choose the correct mot¥eltherefore propose to use
an estimation signal which ensures well defined internal flowctions, meaning that
the corresponding|™ and[-]~ terms in (7.5) can be omitted. This means of course that
the estimation signal should be designed carefully to enthe desired flow directions.
As explained in the introduction we initially rely on perfoing the system identification
procedure once, due to the unknown flow directions for artraryi estimation signal.

7.3.1 Notation

Leta(k) denote the inlet signals in all zones at tiliee. a(k) = [a (k) aa(k) ... an(k)]
and likewise withu/ (k). We define a signal vectdr (k) as:

Uk) = [a(k) uf (k)] (7.7)
and the signal matrik/ as:
U=[U1)U2) ...UM)] (7.8)

We then assume the following

Assumption 7.3.1 There exists a signal matri{ s.t. Q; ;+1 > 0,Vi
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7.3.2 Model Description

The temperature dynamics (7.5) uses air flow as a controbkighich are found by
simultaneously solving (7.1) through (7.4). We wish to haveodel description in
which the temperature dynamics is expressed directly giveractuator signals. Using
assumption 7.3.1 each zone is only describedimodel, and we therefore propose a
system description for th&" zone as:

wherez; = %, 0; is the parameter vector ang is the signal vector. Now, if the
bilinear parts from (7.5) are taken as input signals a stahlifeear regression model
can be used to solve (7.9) (Montgomery, 2001).

7.3.3 Finding Dependent Control Signals

We wish to characterize the flow from the actuator sighals, {u} in order to construct
the signal vector in (7.9). Using assumption 7.3.1 we r@n(fiit5) as:

. . wi
TV, = T2™Q" — T,Q"" + Qi1 Tj—1 — Qi1 Ti + — (7.10)

PairCair

To find the vector of external flow@F = [Q Q" ... Q" QB ... QN QBT we
set up the following:

QF(k) = Ha(k)" + Ju/ (k)" + R (7.11)
WhereH andJ are matrices. We include th® vector in order to express leakages in

the building envelope as modeled in (7.1) with> 0. Knowing the external flows gives
the internal flow from the flow balance (7.4). We thus have thatvector of internal

flows Q' = [Q12 Qi—1,; Qiiv1 Qn-1,n]" IS given by:
Q' (k) = pQ5(k) (7.12)
whereg is a matrix. To find a specific internal flow we thus have:
Qu(k) = b Q5 (k)
J

(7.13)
= E E GujHjioui(k) + oy jiuq (k) + E o R;
J i J

Now from (7.13) we clearly have that internal and externakftepends on a linear
combination of all the control signals. We use this in thetfooming to construct the
signal vector in (7.9).
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7.3.4 Construction of Signal Vector

We define byl,, «,, an x m matrix with 1 at all places, and I&t; denote the sequence
of measured temperatures in tiezone and likewise foT2™. We introduce an inter-
mediate matrixZ; defined as:

7T, = diag(T;) (7.14)

wherediag is the diagonal operator constructing a matrix with the segaT; on the
diagonal. Knowing that (7.13) is needed to find (7.10) andgisissumption 7.3.1 we
construct the signal matrix as:

UT,
U 7; _ Tamb
o= " (7.15)

Lixm

A remark on (7.15) is in order. The terbi7;4, denotes the combination of all control
signals (length\/) and measured temperatures from the neighboring zone tkefthe
(indexi — 1). This is clearly needed from (7.10)T2™ is included to account for
leakages and is as such independent of the control sighglsy is included to make a
constant offset corresponding to the animals heat praotucrhough we have omitted
the effect of heat transmission through the building ermpeloe see that, if needed, it
could be included in the signal matrix by introducing g, s (7; — 72™) term.

With the signal matrix constructed in (7.15) we are left wilie construction of the
result vector. From a sequence of measurements we appreximaumerically as:

Tiy(k+1)—T;
(k) = Z(IHA)t l(k),k:1,27...7M—1

#(M) = a5(M — 1)

(7.16)

whereA, is the sampling period. I/ satisfies assumption 7.3.1, the parameter vector
is given by:
0; =i - g (7.17)

where™ denotes the pseudoinverse (Lay, 1997) giving a least sgorgon to (7.9).

7.3.5 Simulating Temperature Using Sl

Knowing the parameter vectae); for each zone, we are interested in simulating the
temperature evolutio’™ in each zone. We therefore define algorithm 4 which éses
from (7.17), while we assume a numeric finite difference roétim order to solve (7.9).
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Algorithm 4 Simulate temperature using parameter vector.
ESI(]_) - Tir‘lit
for k=1toM —1do
Uk) = [ai(k) ... arp (k) ui(k) ... upr(k)]"
pi(k) = (T2 (k) — T*™k))U (k)T
(T2 (k) — T2™(k))U (k)T
Tamb(k) 1]T
TE'(k + ].) = Tfl(k) + At . 91 . QDZ(]C)
end for

7.4 Test Setup

Aalborg University has in cooperation with Skov - a major Barprovider of climate
control systems for livestock facilities - establishedlaédoale laboratory for conducting
research within climate control of livestock buildings.€llaboratory provides not only
a testbed for climate control algorithms but also a platféamesting remote monitoring
of climatic conditions and sensor fusion for welfare seagbiansen, 2004). The climate
laboratory is based on a decommissioned poultry stablefigare 7.2), equipped with
sensors, actuators, computer and a broadband Internetattom

Figure 7.2: Decommissioned poultry stable acting as chntettoratory.

The test facility makes it possible to partition the stallioithree separate zones.
Besides air inlets and outlets a central heating systensiallad, which is used to gen-
erate “disturbance” from the animals which would normally éxperiences in a live-
stock building. The heating system consists of a centrdéband a pipe system to each
zone, where a number of radiators are connected. A valversysbnnected to the cen-
tral boiler makes it possible to distribute the hot wateth® individual radiators in the
zones. These valves can be set in an arbitrary position ket@elegrees (closed) and
90 degrees (fully open).
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All actuator components (inlets, outlets, heating) candigrsan arbitrary position
between closed and fully open, or stopped and maximum spé&bkd.control of the
components are implemented with 10 cards taking as congohss values between 0
V (stopped/closed) and 10 V (maximum speed/fully open).ufégr.3 illustrates the
available components in the test facility. We remark thattést facility has five outlets
(chimneys); one for each zone and one on each zone boundatynially we omit
operating the two boundary outlets, using only the threletsiin the center of the zones.

D D D
MW AW M-

. -
T 1 1
I nlet AW\~ Heating € Fan

Figure 7.3: lllustration of climate components in zone jpiarting.

The test facility is operated entirely over the Internet asatibed in (Jessen et al.,
2006a). For synthesis of the executable performing theesyg&lentification procedure
see (Jessen et al., 2006b).

7.5 Results

The test facility that we have at our disposal allows a thoeeezpartitioning as described
earlier. We have chosen an estimation signal that has beeadl fiw fulfill assumption
7.3.1. Figure 7.4 illustrates the signals for the threeténdend three fans.

Besides the actuation signals illustrated in figure 7.4udimnces from animals is
required -1V in (7.5). We use the heating system to generate heat, witled fialve
position of 8, 4 and 2 for zone 1,2 and 3 three respectively.

The experiment is conducted over a one hour period with= 30 s, giving M =
120 measurements. Initially we postpone the discussion ofmesiton signal excitation
and rely on the signal illustrated in figure 7.4 for the ilhasive purpose of our method.

For the first zone the signal matrix (7.15) reduces to:

U(Tl o Tamb)
o1 = rpamb (7.18)
Lixm
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10

I
0 20 40 60 80 100

Figure 7.4: Actuator signals for estimation of parametetae

while p5 ands follows directly from (7.15)

The actuation signals illustrated in figure 7.4 are used tmason signals, and the
corresponding temperature in each zone is recorded. Usit§)(the result vectors for
the three zones are found, and applying (7.17) gives thewiolg parameter vectors for

the three zones:
01:[0.002 —0.002 —-0.004 —-0.002
~0.007 0.005 —0.177 3.132 "

02:[0.003 0.013 0.021 —-0.017 —0.008
-0.001 -0.018 -0.071 -0.109 0.099

0.043 —0.001 —0.243 4.430 |"

93:[—0.004 0.152 —0.004 —-0.012 —0.059
0.008 0.020 —1.064 0.027 0.098

(7.19)

(7.20)

(7.21)

0.407 —0.066 —0.327 6.182 |

The parameter vectors (7.19), (7.20) and (7.21) are usethtdage the temperature
using the actuator signals illustrated in figure 7.4. Figlu® illustrates the result of
the simulation using algorithm 4 and the recorded tempegatduring the experiment.
The dotted lines shows the error between the recorded tetupes and the simulated

temperatures.
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Figure 7.5: Measured temperature and simulated temperasimg result from Sl.

7.5.1 Quality of Fit

We postpone the discussion of quantifying the quality ofapproach, and comment on
the parameter fit instead. The found parameter vectors wardaged with the same ac-
tuator signal as were used to perform the initial experimkiig therefore not surprising
that the errore; illustrated in figure 7.5 are relatively small. The largesbes for the
three simulated temperatures are foundite= 0.36, e = 0.10 andes = 0.09. These
results are not surprising since we have, in generallthat_. .. e; = 0.

Furthermore we postpone the discussion of persistentatixgitof the estimation
signal for correct identification of the parameters. We n&mihat due to the nature of
the system, we still have some practical problems to soiverder to actually ensure
the direction of the internal air flow during excitation.

7.6 Conclusion

By use of the assumption of having well defined internal florections we have shown
a simple technique to perform system identification in alstg@lartitioned into multi-
ple zones. Having well defined internal flow directions resin a simplified dynamic
model for temperature and in turn a simple signal vector. Aetdemonstrated how
to construct this signal vector and find the correspondingupater vector. We have
applied our approach to a real data set with satisfactonyteeleading us to believe our
method is applicable for future implementation of climatatrollers.
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7.6.1 Future Research

In order to use the presented approach as a basis for a flitmae controller design
we need to guide our work in the following directions. Firsab we plan to investigate
the model structure to find alternative to (7.15) and use KekaiFinal Prediction-error
Criterion (Ljung, 1987) to compare different model struets This would also allow us
to comment on the quality of our results and the idea as such.

In the presented approach we have chosen to perform thersigstatification once
discarding the possibility of doing real time estimationhisTis of course means that
a climate controller need to ensure the internal flow dioetias given by assumption
7.3.1. There are, however, reason for wanting real time dinersystem identification
- the obvious being the ambient environment constantly gimgn The models used
here are not exact e.g. the flow through an inlet depends osdgbare root of the
pressure difference. The proposed system identificationlditherefore be executed
periodically, in order to update the parameter vector.

Given the possible internal flow directions a different nembf models to choose
between exists. We plan to investigate the possibility afuténg the different model
parameters from just one experiment fulfilling assumptiéZ This should be possible
since the found parameters remain valid even if the flow toas are interchanged. We
assume to be able to report on this ongoing work soon.
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CHAPTER
EIGHT

Paper 6: Internal Flow Management in a Multi-Zone
Climate Control Unit

C. De Persis J. J. Jessén R. Izadi-Zamanabadi
H. Schiglef

Abstract

In this contribution, we examine a dynamic model describing the evolution of
internal climate conditions in a closed environment partitioned into zonesgHiwh
different climate conditions must be guaranteed. The zones areparased, large
air masses are exchanged among them, and the behavior of eacis atroagly
affected by those in the neighbor zones. We discuss a control strategh,vby
acting on the heating and ventilation devices of the overall system, is ableiewac
the control task while efficiently managing the internal flow. It is pointedtbat
the controller is hybrid and decentralized. An additional feature of thealter is
that it takes on values in a finite set. The possible implementation in a networked
environment is briefly discussed.
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Internal Flow Management in a Multi-Zone Climate Control Unit

Nomenclature

T; Indoor air temperature of Zond"C]
T3 Temperature of the supplied &iIC]
x;  Normalized indoor temperature of Zoh¢ C]
Qin.i Airflow through inlet of zone [m?/s]
Qouti  Airflow through outlet of zoné [m3/s|
[Qi;]7  Internal airflow from zoneé to j [m? /s
[Qi;]~  Internal airflow from zong toi [m?/s]
ur  Controlled heat productiofd/s|
wp  Indoor heat production (disturbandg)s|
V;  Volume of zone [m?]
cqir  Air Heat Capacity|J/kg/ C]
pair  Air Density [kg/m?]

8.1 Introduction

We discuss the problem of guaranteeing prescribed indonat# conditions in a build-
ing partitioned into communicating zones which exchangelaivs. The prescribed
climate conditions may differ very much from zone to zonee Tiltimate goal is to act
on the heating and ventilation devices in such a way that liheate requirement for
each zone is reached even when large air masses are beirmmnggdhand time-varying
disturbances are present. These prescribed climate @ortypically mean that tem-
perature and humidity should evolve within an interval dires (the “thermal region™).
The focus of the paper will be on the temperature behavioy, dnit extensions to in-
clude the humidity dynamics are possible, although morelued. We refer the reader
to (Taylor et al., 2004), (Pasgianos et al., 2003), (Arvargt al., 2006) and references
therein for recent contributions on the problem of climaiatcol, with special emphasis
on agricultural and livestock buildings, which was theialitmotivation for the present
investigation.

Although we do not have space here to thoroughly comparessuits with others, it
is important to stress the main features of our contributia devise a controller which
is suitable for implementation in a networked environmamiyhich sensors, controllers
and actuators may be physically separated. Our contrslereént-based, thus requiring
sporadic measurements only. The actuators are requiredvap control laws which
take values in a finite and discrete set of values. Each d@rtgoverns the behavior
of a single zone using information from neighbor zones, avaperate with neighbor
controllers to achieve different compatible control olijges and avoid conflicts. As a
result of our approach, the overall controller turns outedbrid (van der Schaft and
Schumacher, 2000), (Goebel et al., 2004) dadentralized

We concentrate on actively cause such air masses exchaageésmake the heating
and ventilation mechanism more efficient. This means thaaiweto achieve an auto-
matic mechanism to redirect warm air from hot zones (whiakdrte be cooled down)
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8.2 System Description and Model

to cold zones (which need to be heated up), and to draw as mesi &ir as possible
to hot zones, relying on the ventilation capacity of neigirmp “collaborative” zones.

In order to achieve a controller capable of maintaining fimate conditions within the

various thermal regions and at the same time capable of nrantge internal flow, we

introduce a set of coordinating logic variables (Heymanal .etL998) which express the
willingness of each zone to cooperate in the flow exchangeemtding on the climate
conditions of that zone and the neighboring ones. Then, ehéraller is designed to

solve at each time a game theoretic problem (Heymann et288)1 (Lygeros et al.,

1999) aimed to keep the state within the thermal zone defgtaction of competitive

players, namely thermal disturbances, given the conssramposed by the neighboring
zones and due to their willingness to cooperate or not inithexahange. In additions,
other constraints must be fulfilled at any time, namely flokabee for each zone.

In the next section, the dynamic model is introduced. Therotiar is chosen within
the set of safety controllers, i.e. controllers which gagea the temperature to lie within
the thermal zone for all the times. The set of these contmlkedescribed in Section
8.3, and then refined to characterize the safety controligr tive additional capability
to manage the internal flow. That the proposed controllerajuaes the achievement
of the control objective while fulfilling all the constras({including the flow balance)
is explicitly proven in Section 8.4. In Section 8.5, we ilitzge the functioning of the
controller for a three-zone climate control unit and coras are drawn in Section 8.6.
Due to space limitations, most of the proofs are omitted.

8.2 System Description and Model

In this paper, we consider a cascade connectial oéctangular zones, as illustrated in
Figure 8.1. This corresponds to the arrangement of zonesiy meal-life situations,
such as livestock buildings.

Figure 8.1: Cascade connection/@fzones.

Each zone, with ¢ # 1, N, can exchange air with zonés- 1 andi + 1, while
zonel and N can only exchange air with zorgeand, respectivelyN — 1. For each

i=1,...,N — 1, we denote byQ; ;1]* the amount of air flow exchanged between
zonei and zone + 1. More specifically, we have
[Qoi]™ =0, [@n.n41]F =0 (8.1)
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and, foreach=1,...,N —1,

(Qsia]* = |Qi.it1| if air flows fromitoi + 1
pert 0  otherwise

Qsiva]” = |Qi,i+1| if air flows fromi + 1to+
hitll = 0 otherwise,

where the symbdiQ; ;+1| denotes a nonzero and positive constant value. We naturally
assume that, it is not possible to have simultaneously aiaxge from zonéto zone
i+ 1 and in the opposite direction. In other words, we assume that

[Qii1]T[Qiis1]” =0 (8.2)

foreachi = 1,..., N. Each zone is equipped with an inlet, an outlet, and a veiatila

fan, which allow the zone to exchange air with the outsiddrenment and with the

neighboring zones. Indeed, by turning on the fan, air isddrout of each zone through
the outlet. The amount of air outflow is denoted by the synihgl; ;. An amount();,, ;

of inflow enters the zone through the inlet, and the followflogv balance must hold:

Foreach =1,2,..., N,

Qinyi + Qi1+ [Qiit1]” = (8.3)

Qout,i + [Qi—14)” +[Qiiv1]™ . '
We explicitly remark that the amount of inflow depends on th#low caused by the
ventilation fan at the outlet. We now turn our attention te #guations describing the
climate condition for each zone. Relevant quantities agertternal temperaturg, € R
and humidityh; € R>(. For the sake of simplicity, in this paper we focus on tem-
perature behavior only, which is therefore taken as statiebhla. In addition to the
ventilation rates),,: ; provided by the fans, and the inflow,, ; flowing through the
inlets, another degree of control is given by the heatingesyswhich provides a con-
trolled amountu; of heat. Moreover, we shall model the effect of internalutisances
which provide an additional amount of heat; power. Associated to the air masses
which are flowing through the zones is an amount of power ptapwl to their tem-
perature and the air heat capacity, which gives rise to dwimgthe temperature inside
each zone. By balancing such power in each zone, the folfpeduations are easily
obtained (cf. e.g. (Janssens et al., 2004),(Arvanitis.e2806)) fori = 1,2,..., N:

PairCair Vi Ty = pairCair ([Qi—1,i] T Ti1 + Qin,i X
XTamb — [Qiiv1]TTi — Qour,i Ti — [Qi—1,4] Ti+ (8.4)
[Qii1]) Tiv1) + ui + woy

Setting, by a slight abuse of notation,

w; = Ui /(PairCair) s Wri = W73/ (PairCair) 5
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assuming that outside temperatdig,,; is constant, and introducing the change of co-
ordinates
xi:Ti_Tamb; izl,...7N,

we obtain, bearing in mind (8.3), and after easy calculatidhe equations, foi =
1,2,...,N,

d
Vqﬁ%mi =1Qi—1,:)Tmic1 — [Qiis1]T i — Qout,imi—

Qi—1,i] i + [Qiit1] Tig1 +us +wry

(8.5)

In what follows, we shall refer to the;’s simply as the temperature variables, although
they differ from the actual temperature variables by a cmsiffset.

There are limitations on the control effort which can bewdskd. In particular, the
outflow Q,.,¢,; and the controlled heat must respectively fulfill

Qout,i S [OvQ%t7i] 5 U; € [07’“?[} ) (86)

for some known constant®)/, ; andu}’. The only way to regulate the amount of
inflow is acting on the opening angle of a moving screen at ik, iwhich can take
only a finite number of positions. As a consequence, we assuaméhe inflow through

the inlets can take only a finite number of values, i.e.
Qin,i € Ay, (8.7)

with A; a finite set of nonnegative values which will become clearlédee (8.17) and
the remark following it). We stack in the vectbrall the control signal$Q; 1 ;]*,i =
2,...,N, [Qi,i+1]i: i=1,...,N—1, Qin,iv Qout,ia it =1,2,...,N and denote by
U the set of admissible (piece-wise continuous) controla®gwhich satisfy (8.1), (8.2),
(8.3), (8.6), (8.7). Note that not all the components of teetorU are independent, as
they are related through the constraints (8.2), (8.3). #alul constraints will be added
by the introduction of the coordinating logic variableshie hext subsection. Finally, we
denote byU the set of values taken by the vectorletting, fori = 1,..., N, Qout,; @and
u; range in the intervals given in (8.6),,, ; take values in the set (8.7), a{(@i_l,i]i,
[Qi.i+1)T be such that (8.2), (8.3) are fuffilled.

The disturbance signals are not measured, but they are edund € [wi,, wll],
and the upper and lower bounds are assumed to be known. Ther yéc =
(wr1,...,wrn)? of disturbance signals taking values on the above interigassid
to belong to the clasg) of admissible disturbances. The 3t := [wi, w]] x ... x
[wTy, wil] denotes the range of values taken by the veldtor

8.2.1 Coordinating logic variables

To systematically resolve conflicts, which may arise whea tbntrol objectives of
neighbor zones are contrasting, we introduce coordindtigiz variables (Heymann
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etal., 1998). Without loss of generality, we regard suchaides as state variables which
takes values in the binary set and whose derivatives ardarttsequal to zero. Their
values are reset from time to time by the hybrid controllebéospecified below. For
Zone 1, the logic variables af€1,]7, [Q12]7, for ZoneN, [Qn_1,x]%, [@Nn-1,8] .
and for each zoné # 1, N, [Qi—1.]}, [Qi—1.4];, [Qiis1]i, [Qiiv1]; - Each one of
the logic variables takes values in the §et1}. If @ is the vector in which all the logic
variable are stacked, we hage € {0,1}2N. The logic variablesQ;_, ;] are set by
zonei. Loosely speaking, ifQ; 1] = 0, this means that zonedoes not want to
accept air flow from zoné. On the contrary, if[Qi,l,i]j = 1, the zone is willing to
accept air flow from zoné. Note that[Q;_1,];” = 1 does not necessarily imply that
flow will occur from zonei — 1 to i, i.e. [Q;—1,:]" # 0, as this depends on whether
or not zonei — 1 is willing to provide air to zoné&. Similarly for the other logic vari-
ables. The rules followed to set the logic variables to a nelwesand when this should
take place is discussed in the next section. Furthermoresdoh zone, we introduce
“cumulative” variables, which describe the amount of intdiflow that the neighboring
zones are willing to exchange in either one of the two dioersti Such variables are
recursively defined as follows:

Qy =
Q7 = (Qf +D[Qiinl] (8.8)
[Qiitalii=N—-1,...,1,
and
QR =0
Q; = (Q 1 +1[Qi-1:]; 1 (8.9)

Qi1 i=2,...,N.

8.3 Safety Controllers

In this section we characterize the set of all safety coler®l and the maximal con-
trolled invariant set (Lygeros et al., 1999). Later, we Ehilgle out in such a set the
controller which additionally allows to manage the intdifitavs among the zones effi-
ciently. By safety controller, we mean that controller whis able to maintain the state
of the system within the so-callédermal region

F = {x; : 2 € [Ty, vim], i=1,...,N}
= HlNlei = Hf\il{xl DX € [wim,xiM]} R

where
_m T(Lm,b >0 A TJW o T(Lm,b > T
Tim = 1, = ) Tipm = 4; Tim »

for all the times, for any initial vector state, and under #wtion of any admissible
disturbancéV € W. The controller is designed following the indications of/¢leros
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etal., 1999). In the next subsection, we briefly recall theigleprocedure tackled there
and refer the interested reader to the original source faerdetails. The procedure
is applied to the design of the controller for each singleezorhe interaction with the

neighboring zones is tackled by a wise use of the coordinatoiables.

8.3.1 Design Procedure

The problem is that of designing a controller which guarestie state:;; which de-
scribes the evolution of the temperature of zone belong toF;, the projection on the
x;-axis of the thermal regiof’, for all the times. Following (Lygeros et al., 1999), the
problem is addressed by formulating the two game problems:

JH* (2, t) = maxy ey ming (yew S (2, U(), W (), 1),
JQ*(x’t) = maXy ey minW(-)EW Jf(l‘, U()v W()at) )

7

(8.10)

where the value functions

Ji,l (:C7 U(')7 W(>7 t) = Ezl (ZL‘(O)) = 332(0) — Tim
JEz, U(), W (-),t) = £2(x(0)) := —24(0) + z3pr ,

represent the cost of a trajectary-) which starts fromz at timet < 0, evolves ac-
cording to the equations (8.5) under the action of the cbriffe) and the disturbance
W(-). Clearly, F; = {z : ¢!(z) > 0 for j = 1,2}. In (Lygeros et al., 1999), the set
of safe sets is defined ds : J7*(z) := lim,_. _o, J/*(,t) > 0}, where the function

Jf*(:c,t),j = 1,2, is found by solving the Hamilton-Jacobi equation

8J7* (z,t : j 6J7j* il
_ ai ) — min {(LHZ-] (m,%)} (8.11)
Jg*(m?()) = fz (x),

Hf*(x,p), the optimal Hamiltonian, is computed through the poingevoptimization
problem

H* = in H/* 12
{7 (z,p) max min T (x,p, U W), (8.12)

and
H)*(2,p,UW) = p" f(z,UW).

Notice that, by (8.11), at each timl{*(x,t) is non decreasing. Hence,Jf*(z) > 0,
thenJg*(x,O) > 0 as well, i.e.tj(x) > 0. In other words, as expected, the set of safe
states{z : J/"(x) > 0} is included in the sefz : ¢/(z) > 0}.
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8.3.2 Maximal Controlled Invariant Set

The maximal controlled invariant contained inis the largest set of initial conditions
for the state variables for which there exists a controloactivhich maintains the state
within F' no matter what is the admissible disturbance acting on tegesy In what
follows, we show that in the present case, such a set comuiith I itself. This should
not come as a surprise, the system béiitigear with the disturbance appearing linearly.

Lemma8.3.1Foranyi=1,2,..., N, if

Mo _ym (8.13)

7 -

u

we have
{z: J™*(2) >0} ={z: £} (z) >0}. (8.14)

Lemma8.3.2Forany: =1,2,..., N, if
Qouritine — wig 2 0, (8.15)

then
{z: J*(x) >0} ={z : —z; + 2z >0} . (8.16)

The two lemma above lead us to trivially conclude the follogyi

Proposition 8.3.1 If for anyi = 1,2,..., N (8.13) and (8.15) hold, then the maximal
controlled invariant set coincides with.

Proof: Itis enough to notice that the entire set of safe sets, namely

z

(e s I (@) = 0},

K3

coincides with the seff, and hence any other controlled invariant set must be contained in¢he on
given above.O

Remark. Conditions (8.13) and (8.15) are very frequently encowutén practice and,
loosely speaking, they are necessary for the control dbgetd be achieved. Notice
that, as for condition (8.13), even for condition (8.15) aa#ler safety set does not help
to relax these requirements. Indeed, (8.13) is indepermfahie state, while (8.15) is
such that if it holds for any:; which is inside the thermal region, then iagortiori true
forz; = a0
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8.3.3 Safety Controller with Internal Flow Management

In this section we propose a safety controller which enjalgiteonal important features.

First, for each zone, it takes into account the constramposed by the neighbor zones.
In doing so, it is able to guarantee flow exchange among zohes &ll the zones are

willing to carry out this action, while it avoids the raise anflicts when the actions

carried out by neighbor zones are not compatible with eabkrotWe shall operate

under the following:

Assumption 8.3.1 At each time, each zone is either cooling down or heating up.

Remark. To have this fulfilled, it suffices to have conditions (8.18348.15) fulfilled
with strict inequalities.

Given that, foreachh = 1, ..., N, the local controller has access at each time to the
temperatures; 1, x;, z; 11 (to x;, 2,41 if ¢ = 1, and tox; 1, x; if i = N), and to the
coordinating variables, and that it also trivially knowsetther the zone is in the “cooling
down" or “heating up" mode, the values for the coordinatogjd variables and controls
are chosen so as to enforce the maximizing contréliej for the gameJ!* (x, t), if the
zone is heating up, or for the gami@*(z, t), if the zone is cooling down, and taking
into account the additional constraints imposed by theclagriables of the neighboring
zones. Notice that we use the notatigf), ; to denote the valde

Qr Q7

M M M M

n,t = out,t + Z Qout,i—j + Z Qout,j—i—i . (817)
j=1 j=1

Remark. Depending on the values &f;, Q;", which in turn depend on the values taken
by the coordinating logic variables, the variab}é;{)i can represent different values. All
the possible values f(@f‘fl,i obtained from (8.17) define the s&t introduced in Section
8.2.

We now introduce, for each Zorigthe controller which is able to handle the con-
flicting scenarios. To this purpose we need to explicitlyetako account the conditions
at the neighbor zones, namely temperatures and logic VesialAs a result, for each
Zonei, we precisely characterize the optimal controller whictis§ias the game prob-
lems (8.10). Furthermore, by construction, whenever thghter zones agree on the
actions to carry out (and this can be seen on the values tak#relroordinating logic
variables), warm air is redirected from zones which areingalown to zones which are
heating up and are at lower temperatures. At the same timepties which are heating
up collaborate with the neighbor zones which are coolingrdwincrease the amount
of outflow. The controller is summarized in Table 8.1.

YIn the sums below, iR = 0(Q; = 0), then[Q;,;11]T = 0 ([Qi—1,:]~ = 0).
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Modg Zonei Cooling Down |
l [ [Qout,iQin.i Ui [Qi—l,i]j—[Qi—l,z]-_[Qi,H»l]j’[Qi,iJrl]i_l
[1] Under any condition R, QN . © 0 1 1 0o |
[ [ Zonei Heating Up |
2 i1 < x4y N Ty 21,;4_1 0 0 wuinm 0 0 0 0
Ti—1 > Ti NTi 2> Tiy1
3 - 0 0 i 1 0 0 0
[Qi—1,:i, =0 o
Ti—1 > T NTi 2> Tip1 ,
4 a2y MO0 w1 0 1 0
Ti—1 ST Ay < Tiqa
5 - 0 0 w 0 0 0 1
[Qii41]iy, =0 o
Ti—1 < xi ANwi < Tiga M
6 — . 0wy 0 1 0 1
[Qi,i+1]i+1 =1 out,t M
Ti—1 > T NTi < Tig1
7 i 0 0 wu; 1 0 0 1
[Qi—l,a,]jll =0A [Qi,i+1]i+1 =0 M
Ti—1 > X AT < Tiga M
8 i .0 i 1 0 1 0
[Qi—1ilf) = LA[Qiivr]yy =0 [Touti o
Ti—1 > Ty Ny < Ti41 M
9 = .0 i 0 1 0 1
[Qi—1,:)i, =0A[Qiita] i, =1 outyt i
Ti—1 > T ANxy < Tit1 ATi—1 = Tit1 | g
10 — .0 i 1 0 1 0
[Qi—1,i)i, =1A[Qiita] L, =1 Qouti Wi
Ti—1 > T AT < Tig1 NTi—1 < Tit1 M
11 . 0 i 0 1 0 1
Q1] =1A[Qiin], =1 Qout.i Hint

Table 8.1: Summary of the control law.

For the special cases= 1, N, the controller simplifies, and it becomes easy to
represent the behavior of the switched controller by a grapée Figure 8.2 for= 1.

Proposition 8.3.2 Let Assumptions 8.3.1 and, for eack= 1,2,..., N, (8.13), (8.15)
hold. Suppose additionally that, for ea¢h= 1,2,...,N — 1 (respectively,i =
2,...,N—2,N—1),

Q7 Qi
[Qiia]™ = Z ot jri | [Qic1)” = ZQ%t,F]’ : (8.18)
j=1 =1

Then, foreach = 1,2, ..., N, the controller described in Table 8.1, renddtsinvari-
ant and is the maximizing controller of the game problem%Q}.

Remark. As already mentioned, if both (8.13) and (8.15) hold witlicsinequalities,
then Assumption 8.3.1 can be removed from the statementeder, we shall prove in
the next section that the controller to be designed belowaguees (8.18) to be actually
satisfied.

Before ending this section, we explicitly mention that thentroller introduced
above clearly renderg’ an invariant set. It is enough to verify that, on each edge at
the boundary of, the controller makes the velocity vector to point inwafdsr to be
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Q2] =1 [Qua2]; =0

[le]fr =1

Qoui.l

Figure 8.2: Hybrid controller for Zone 1. Following stand@onvention, when the edge
has two labels the first one represents the guard, the secer(denoted by=) the reset.
When no reset is present, then all the variables remain ugeldampon the transition.
All the guards at the edges linking the three states at thefdnathould include the clause
—x1 > 21, Which is omitted for the sake of simplicity. For each modsdrkte state)
only three representative values are indicated. The réntpialues can be derived from
Table 8.1 specialized to the case 1.

tangent at the boundary &f. This is a straightforward exercise and is left as an exercis
to the reader. In the next section, we show that the safetiyaltar characterized here
is actually a feasible controller, meaning that the flow beda(8.3) is fulfilled for each
zone. As a consequence, it will be clear that (8.18) is algtgalaranteed by our design
of the controller.

8.4 Feasibility of the safety controller

The main obstacle to prove the feasibility of the safety aler investigated in the pre-
vious section comes from the fact that the dynamics of each ace closely intertwined
with those of the neighbor zones and that the number of zarearhitrarily large. Nev-

ertheless, we can exploit the topology of the system, nathelgonfiguration according
to which the zones are positioned, to approach the probleanbpductive argument.
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In particular, we shall characterize conditions under Wwtitee flow balance is fulfilled
for the first 2 zones. Then we shall proceed by showing theitiond under which,
assuming that the flow balance is fulfilled up to Zanthe flow balance is fulfilled even
for Zonei + 1 and, finally, concluding the argument considering the za¥ies 1 and
N.

Lemma 8.4.1 Consider the multi-zone climate control unit depicted ig.F8.1. The
flow balance (8.3) is fulfilled foi = 1, 2, i.e. for Zone 1 and 2, provided that:

e |[f Zone 2 isin Mode 1, 4 or 8,

QF
[Qaslt =D QM jis (8.19)

j=1
with Q3 = (QF +1)[Q23]7, and[Q23]~ = 0.
e If Zone 2 isin Mode 2, 3,5, 7 or 10,

[Qa23]T = 0and[Qa3]” =0. (8.20)

e If Zone 2is in Mode 6, 9 or 11()»3]™ = 0 and

Qs
[Q23] = Z %t,g—j ) (8.21)

j=1
with Q3 = Q5 + 1.
To make the statements below more concise we introduce lloeviog definition:

Definition 8.4.1 Leti be an integer such that < i < N — 1. Zonesl,?2,...,i are
said toconditionallysatisfy the flow balance (8.3), if (8.3) is satisfiedfoe 1,2,... 4
provided that (8.20), (8.19), (8.21) are satisfied with @eeplaced by and 3 byi + 1.

Then along the lines of the previous lemma, the followingesteent can be proven:

Lemma 8.4.2 For some intege? < ¢ < N —2, if Zonesl, 2, . . ., i conditionally satisfy
the flow balance (8.3), then also Zonkeg, ..., 7,7 + 1 conditionally satisfy the flow
balance (8.3).

ZoneN is different from the preceding zones in that air can be exghéd only through
one side. Nevertheless, a similar statement holds:

Lemma 8.4.3 Suppose Zones, 2,..., N — 1 conditionally satisfy the flow balance
(8.3), then Zones, 2,..., N — 1, N satisfy the flow balance (8.3).
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The previous statements allow us to conclude immediatdly the following:

Proposition 8.4.1 Foreachi = 1,2,..., N, let (8.13), (8.15) hold with strict inequali-
ties. Then, the controller described in Table 8.1 rend€rsvariant and satisfies (8.18).

8.5 Numerical results for a 3-zone climate control unit

In this section we present the outcome of a numerical sinouldor the three zone case.
In order to demonstrate the applicability of the presentedroller we define the zones
to be of different sizes, internal disturbances, ventiatiates, heating capacities and
finally different thermal regions. The numerical valuessetto resemble the values for
a real livestock building.

We set the zone volumes td;; = 2000, Vo = 1600, V3 = 1800 and the fan
capacities:Q), , = 1, Q),, = 1.5, Q}, ; = 0.8 Keeping in mind the abuse of
notation withu; andwr; the disturbances are piece wise constant in theVéet=
[2,3] x [2,2] x [5, 7] resembling the heat production from pigs, in a stable cpoeding
to the given zone sizes. We refer to (Pedersen and SaalviiR) Z06r details on heat
production from animals. We set the heating capacitiesifo= 3, us = 2, uz = 3.
The thermal zones are defined t@;,, = =3, = 14, v1p = 230 = 16, 22, =
12, zon = 14.

The initial state is set in the thermal zone, with the follogviinitial controller ac-
tions: The controller for zone 1 is heating up, while the coliérs for zone 2 and zone
3 are cooling down. Figure 8.3 show the result of a simulatising the presented con-
trollers pointing out that the controllers maintain theetaithin the thermal region. We
omit graphs for the control signals, knowing that when a zerteeating upu; = u
and when cooling dowt®; ou¢ = Q}%,,;.-

A key feature of the presented controllers is the capalilitysing internal flow as a
heating mechanism. Figure 8.4 shows the occurrence ohaltBow between the zones.
As we would expect, Figure 8.4 shows that internal flow onlgurs from zone 1 and
3 to zone 2. The reason is that the thermal region for zone @srlthan the thermal
region for zone 1 and zone 33,,, > xop < x3,,. This means that whenever Zone 2 is
heating up and either one of Zones 1 or 3 is cooling down, miadeftow takes place.
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Figure 8.4: Time profile for the internal flows.
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8.6 Conclusion

The paper has discussed a control strategy for a multi zematd unit capable of main-
taining the state within a safe séihérmal region, by management of internal flow be-
tween zones. The control law is inherently hybrid and deedinéd in the sense that
it only changes action when certain boundaries are met amdien neighboring con-
ditions change, and that the information requirementsiariéeld to neighboring zones.
Our motivation for considering the devised control strgtesgthe possible implemen-
tation in a resource constrained environment using wiselbegtery powered climatic
sensors. Hence, we were after a solution to the problem velliioved to reach the con-
trol goal by transmitting feedback information only spdcadly. We observe that the
controller takes on values in a finite set, thus allowing fpogentially robust informa-
tion transmission encoded using a finite number of bits. We khowed that the control
law handles internal flow efficiently e.g. by using warm aanfra neighbor zone to heat
up, whenever certain conditions are met. An experimentditiato test our strategy has
been constructed, and is currently being adjusted for ndetails before we can move
to real life experiments. We assume to be able to report arotigjoing work soon.
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CHAPTER
NINE

Paper 7: A Distributed Control Algorithm for Internal Flow
Management in a Multi-Zone Climate Unit

C. De Persis J. J. Jessén R. Izadi-Zamanabadi
H. Schiglef

Abstract

We examine a distributed control problem for internal flow managemeat in
multi-zone climate unit. The problem consists of guaranteeing prescriloedrin
climate conditions in a cascade connection of an arbitrarily large numhznof
municating zones, in which air masses are exchanged to redirect waronahot
zones (which need to be cooled down) to cold zones (which need to texdhgs),
and to draw as much fresh air as possible to hot zones, relying on thigatien
capacity of neighboring “collaborative" zones. The controller of ezmie must
be designed so as to achieve the prescribed climate condition, while fulfilleng th
constraints imposed by the neighboring zones - due to their willingness pecoo
ate or not in the air exchange - and the conservation of flow, and despigetion
of unknown disturbances. We devise control laws which yieltrid closed-loop
systems, depend on local feedback information, take on values in adistete
set, and cooperate with neighbor controllers to achieve different dilvigpeontrol
objectives, while avoiding conflicts.

Keywords Climate control, distributed control, hybrid systems, livegar control, net-
worked control systems.
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Nomenclature

T; Indoor air temperature of Zong"C]
T.ms Temperature of the supplied &iC]
x; Normalized indoor air temperature of Zoh&; — Tamp
Qin.; Airflow through inlet of zone [m?/s]
Qouti  Airflow through outlet of zoné [m? /g
Qi; Internal airflow from zoneé to j [m? /s
ur  Controlled heat productiofd/s|
wr  Indoor heat production (disturbandd)s]
V;  Volume of zone [m?]
cqir Air Heat Capacity[J/kg/"C]
pair  Air Density [kg/m?]

9.1 Introduction

Distributed control systems have received considerabdai@dn in the recent years due
to progress in information and communication technologypidally, distributed con-
trol systems comprises several subsystems for each oneici @alfocal controller must
guarantee the achievement of a control task in cooperatitin meighboring subsys-
tems. Sensors and actuators are usually not co-locatedhetbystem to control and
the sensed or control information must be transmitted tinca finite data-rate com-
munication channel. The most common application is in therdioated motion of
mobile agents (see (Jadbabaie et al., 2003; Martinez e2@05; Gazi and Passino,
2005; Lin et al., 2005) just to cite a few), but other examese in power control
problems in wireless communication (Wong and Sung, 19%6automated highway
systems (Swarop and Hedrick, 1996), etc.

In this paper, we discuss a distributed system which aris@smulti-zone climate
control unit. The problem consists of guaranteeing prbscriindoor climate condi-
tions in a building partitioned into communicating zonesahrexchange air flows. The
prescribed climate conditions may differ very much fromeada zone. The ultimate
goal is to act on the heating and ventilation devices in sualagathat the climate re-
quirement for each zone is reached even when large air massbeing exchanged and
time-varying disturbances are present. We are interestadtively causing internal air
masses exchange so as to make the heating and ventilatidranigm more efficient.
Namely, we aim to achieve an automatic procedure to redivanth air from hot zones
(which need to be cooled down) to cold zones (which need tebeeld up), and to draw
as much fresh air as possible to hot zones, relying on thélaton capacity of neigh-
boring “collaborative" zones. See (Quijano et al., 2005 pther distributed problems in
multi-zone temperature control. The prescribed climatddmns typically mean that
temperature and humidity should evolve within an intenfalaues (the “thermal re-
gion"). The focus of the paper will be on the temperature biehanly, but extensions
to include the humidity dynamics are possible, althougherovolved. We refer the
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reader to (Taylor et al., 2004), (Pasgianos et al., 2003)g#itis et al., 2006) and ref-
erences therein for recent contributions on the problemimfate control, with special
emphasis on agricultural and livestock buildings, whicls wee initial motivation for the
presentinvestigation. There is a large literature on dinsantrol problems. The follow-
ing additional references have some points of contact Wwighpresent contribution. In
(Brecht et al., 2005) a second-order model is identified szdle the temperature of an
imperfectly ventilated room, and then model predictivetomins employed to achieve
set-point regulation of the temperature. Temperaturerobfdr a multi-zone system is
examined in (Zaheer-uddin et al., 1993), where a decengalcontroller is proposed
for a linearized model of the system. In (Caponetto et aD020a fuzzy logic controller
is proposed for a multi-layer model of greenhouse climaterobunit. The fuzzy con-
troller is tuned by genetic algorithms and its performarmajeared with bang-bang and
PID controllers. The paper (Daskalov et al., 2004) devebpsnlinear adaptive con-
troller for climate control in animal building to deal witlonlinear uncertainty. A hybrid
control strategy for a heating/ventilation process madielga second-order linear sys-
tem was employed in (Eker and Malmborg, 1999) to cope witfedifit functioning
regimes of the process. See (Balluchi et al., 1999) for aattudy on hybrid control
synthesis for heating/ventilation systems. When compaiiéd ttve papers above, our
contribution appears to be the only one which proposes a htaded distributed event-
driven control algorithm to achieve the prescribed climatguirements for a large-scale
fully nonlinear model of the system.

We are interested in a solution which is suitable for implatagon in a networked
environment, in which sensors, controllers and actuat@y be physically separated.
As such, we devise control laws which are event-based, agdeeaire sporadic mea-
surements only. The actuators provide a finite and discettef values only. Each con-
troller governs the behavior of a single zone using inforamafrom contiguous zones,
and cooperate with neighbor controllers to achieve diffecmmpatible control objec-
tives and avoid conflicts. As a result of our approach, thealvelosed-loop system
turns out to béaybrid (van der Schaft and Schumacher, 2000), (Goebel et al., 2004)
distributed The advantages of having distributed controllers in osedees in easy im-
plementation, reduced computational burden and limitedroanication needs among
the different components of the system. On the other hamigaments of more global
targets, such as fulfillment of an optimal criterion, apgdaarder and requires further
investigation. In recent years, many contributors haveged on networked control sys-
tems (see (Hespanha et al., 2006) for a recent survey). Sbthern have focused on
the data rate constraint imposed by the finite bandwidthe@ttmmunication channel,
for both linear (see e.g. (Nair and Evans, 2003; TatikondhMitter, 2004; Ishii and
Francis, 2002; Fagnani and Zampieri, 2003; Elia and Mi&801; Brockett and Liber-
zon, 2000)) and nonlinear systems (Liberzon and Hespaitlid; Persis and Isidori,
2004; Nair et al., 2004a; Persis, 2005), others on actuatuitssensors scheduling for
time-based control of networked control systems (see Hgsif and Teel, 2004)), and
a few have taken into account both data-rate constraintslecehtralized nature of the
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[ !

Figure 9.1: Cascade connection/@fzones.

problem (see e.g. (Nair et al., 2004b), and (Johansson, &0815), for a multi-vehicle
rendezvous control problem under the effect of quantintio

In order to achieve a controller capable of maintaining tiveate conditions within
the various thermal regions and at the same time capablemdgitey the internal flow,
we introduce a set of coordinating logic variables (Heymeinal., 1998) which express
the willingness of each zone to cooperate in the flow exchatgmending on the climate
conditions of that zone and the neighboring ones. Then, ehé&raler is designed to
solve at each time a game theoretic problem (Heymann et388)1 (Lygeros et al.,
1999) aimed to keep the state within the thermal zone degpgtaction of competitive
players, namely thermal disturbances, given the conssraiposed by the neighboring
zones, which are due to their willingness to cooperate olimthie air exchange. In
addition, other constraints must be fulfilled at any timemedy conservation of flow for
each zone. Besides proposing a solution to a novel diséidbeintrol problem, in which
coordination is achieved while fulfilling algebraic corstits, in the paper the topology
of the system is exploited to cope with the large dimensicthefproblem.

In the next section, the dynamic model is introduced. Thégdesf the controllers
is described in Section 9.3. It is explicitly proven in SentB.4 that the proposed con-
trollers guarantee the achievement of the control objectitile fulfilling all the con-
straints (including the flow balance). In Section 9.5, wesiltate the functioning of the
controller for a three-zone climate control unit and cosiuas are drawn in Section 9.6.

9.2 System Description and Model

In this paper, we consider a cascade connectiolN aectangular section zones, as il-
lustrated in Figure 9.1. This corresponds to the arrangéoferones in many real-life
situations, such as livestock buildings. However, it appélaat the method will work
with different arrangements (e.g. those founds in carg)viged that the direction and
magnitude of the flows to be exchanged among the zones cart bg e actuators.
Each zoné, with ¢ # 1, N, can exchange air with zonés 1 andi+ 1, while zonel and

N can only exchange air with zoeand, respectivelyy —1. Foreach = 1,..., N—1,
we denote byQ); ;+1 the amount of air flow exchanged between zoaad zone + 1.
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More specifically, we have

Qo1 =Qu=0, OQnvny1=CQny1,vn=0, (9.1)
and, foreach=1,...,N —1,

O:. > 0 if air flows fromitos + 1
LY =0 otherwise

Qiirs > 0 if air flows from: + 1to+
HLiY =0 otherwise.

Implicitly, we are assuming that, it is not possible to hawewtaneously air exchange
from zonei to zonei 4 1 and in the opposite direction. In other words, we assume that

Qii+1 Qiv1,, =0 9.2)

foreachi = 1,..., N. Each zone is equipped with an inlet, an outlet, and a veiatila

fan, which allow the zone to exchange air with the outsiddrenment and with the

neighboring zones. Indeed, by turning on the fan, air isédraut of each zone through
the outlet. The amount of air outflow is denoted by the synihq); ;. An amount();,, ;

of inflow enters the zone through the inlet, and the followilogv balance must hold:

Foreachi =1,2,... N,

Qini + Qi1 + Qit1,i = Qout,i + Qiji—1 + Qiit1 - (9.3)

We explicitly remark that the amount of inflow depends on th#&low caused by the
ventilation fan at the outlet. We now turn our attention te #guations describing the
climate condition for each zone. Relevant quantities agértternal temperaturg, € R
and humidityh; € R>(. For the sake of simplicity, in this paper we focus on tem-
perature behavior only, which is therefore taken as statiahla. In addition to the
ventilation rates),,,. ; provided by the fans, and the inflow,, ; flowing through the
inlets, another degree of control is given by the heatingesyswhich provides a con-
trolled amounty; of heat. Moreover, we shall model the effect of internalutisances
which provide an additional amount of heat; power. Associated to the air masses
which are flowing through the zones is an amount of power ptapwl to their tem-
perature and the air heat capacity, which gives rise to awmimgthe temperature inside
each zone. By balancing thermal power in each zone, thexfimitpequations are easily
obtained (cf. e.g. (Janssens et al., 2004), (Arvanitis.e2@06)) fori = 1,2, ..., N:

paircairVi%Ti = pairCair (Qi—1,iTi—1 + Qin,iTamp — Qi i1 T
—Qout,iTi — Qii—1Ti + Qit1,iTit1) + wi + wry

Setting, by a slight abuse of notation,

(9.4)

ui::ui/(paircair) ) wTi::wTi/(paircair) ,
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assuming that outside temperatiig,,; is constant and; > T,,,,%, and introducing
the change of coordinates

xi:Ti_Tamba izl,...,N,

we obtain, bearing in mind (9.3), and after easy calculatidhe equations, foi =
1,2,...,N,

d
‘/ii
dt
In what follows, we shall refer to the;'s simply as the temperature variables, although
they differ from the actual temperature variables by a cortstffset.
There are limitations on the control effort which can bedskd. In particular, the
outflow Q),.¢,; and the controlled heat must respectively fulfill

Qout,i S [O7Q%tz} ) u; € [07ui\/l] ) (96)

for some known constan®@)!, ; andu}’. The only way to regulate the amount of
inflow is acting on the opening angle of a moving screen at rikegt,iwhich can take
only a finite number of positions. As a consequence, we assiaméhe inflow through

the inlets can take only a finite number of values, i.e.
Qin,i € A; (9.7)

with A; a finite set of nonnegative values which will become cleagrlgsee (9.14)
and the remark following it). We stack in a vectbrall the control signal€); ;_,
i=2,...,N, Qi,iJrlui =1,...,N—1, Qimia Qout,i,ui,i =1,2,... ,Nand denote by
U the set of admissible (piece-wise continuous) controlagwhich satisfy (9.1), (9.2),
(9.3), (9.6), (9.7). Note that not all the components of teetorU are independent, as
they are related through the constraints (9.2), (9.3). #altl constraints will be added
by the introduction of the coordinating logic variables lire thext subsection. Finally,
we denote byU the set of values taken by the vectdr letting, fori = 1,..., N,
Qout,; andu; range in the intervals given in (9.6);,, ; take values in the set (9.7), and
Qi—l,i7 Qi7i—11 Qi,i-‘rl) Qi-i-l,i be such that (92), (93) are fulfilled.

The disturbance signals are not measured, but they are édund

i = Qi—1,i%i—1— Qi it1%i—Qout,iTi—Qi,i—1Ti+Qit1,iTiy1 +ui+wr; . (9.5)

wr; € [w%vw%] ) (98)
with wf, wil € R assumed to be known. The vector

W = (le,...,wTN)T

1AssumingT,,,; constant results in no loss of generality, provided thatemains abové,,,,. As a
matter of fact, the effect of a time-varying ambient temperatarebe easily incorporated in the disturbance
signalwp;. Moreover, the case in which; < T,,,;, can be easily tackled by the method proposed in this
paper, provided that a cooling device — such as a sprinkiistem in livestock buildings — is included in the
model.
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of disturbance signals taking values on the above intersaaid to belong to the class
W of admissible disturbances. The set

W= [wg“nlvw%ll] XX [wgllwwé\“/[N]

denotes the range of values taken by the veldtor

9.2.1 Coordinating logic variables

Having in mind a cooperative behavior among zones, it isrdleat decisions regard-
ing each zone must take into account the behavior of neighdpaones. Furthermore,
aiming at a decentralized controller, we would like to immpént a controller for each
single zone whose strategy is decided on the basis of loftahiration concerning the
zone itself and the neighboring zones only. This implies, imasome cases, the objec-
tives for two or more zones can be contrasting and coordinasineeded to achieve the
overall control strategy. For illustrative purposes, oh¢hese conflicting scenarios is
reported belowExample. Consider a 4-zone system with the following scenario: Zone

1 and 3 are cooling down, Zone 2 and 4 are heating up, and thgetatares in the 4
zones satisfyr; < w9 < w3 > 4. As Zone 1 is trying to cool down, it is interested in
attracting fresh air from outside. The amount of inflow calreeeased if, in addition to
the outflow provided by the fan, internal flow from Zone 1 to Eéhtakes place. Hence,
the controller in Zond would be motivated to increase the opening of the ihlsb as
to let in an amount of air greater th&y, ;. On the other hand, Zoreis warming up
and the temperature of Zone 3 is higher than the one in Zona&aas the temperature
in Zone 1 is lower than in Zone 2. Moreover, Zone 3 is coolingid@nd therefore is
interested to let out as much air as possible to the neighfpaones. This implies that
Zone 2 will turn on its fan to attract air from Zone 3 (but nairft Zone 1). Also notice
that Zone 4 is heating up and interested in getting air fromeZ®, sincers > z4. TO
avoid the fan in Zone to attract air from Zoné, the former must signal the latter that
the inlet opening at Zoné should not allow for an inflow greater thap’, ,, which is
clearly in contrast with what Zone 1 is willing to do. At thensa time, Zone 2 and 4
must signal Zone 3 they are interested in getting its air,Zomte 3 should acknowledge
its willingness to release such air, and correspondingtp@enodate its inlet opening.

To systematically resolve conflicts like the one just ddmmi we introduce coor-
dinating logic variables (cf. (Heymann et al., 1998)). With loss of generality, we
regard such variables as state variables which take vatuégeibinary set and whose
derivatives are constantly equal to zero. Their valuesesetrfrom time to time by the
event-based controller to be specified below. For Zone 1ptjie variables are

(1) (1)

012 5, 021 »

for ZoneN,
(N) (N)
ONZ1,N> ONN-1>
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and for each zongé# 1, N,

(1)
Oi—1,i» ii—1 >

o O—z(;ii)+1 ) 0§21,i .

Each one of the logic variables takes values in thg8et}. If o is the vector in which
all the logic variable are stacked, we hawe {0, 1}*(N"~1). The logic variables”, .,
W o, o), are setby zone Loosely speaking, ib\”, , = 0, this means that

zonei does not want to accept air flow from zone 1. On the contrary, ib-i(i)l,i =1,

g

the zone is willing to accept air flow from Zone— 1. Note thato—l@l’i = 1 does

not necessarily imply that flow will occur from zorie— 1 to 4, i.e. not necessarily
Qi—1, # 0, as this depends on whether or not zonel is willing to provide air to zone

1. Similarly for the other logic variables. The rules follogvi® set the logic variables to a
new value and when this should take place is discussed iretttesaction. Furthermore,
for each zone, we introduce “cumulative” variables, whioh related to the amount of
internal flow that the neighboring zones are willing to exapin either one of the two

directions. Such variables are recursively defined asvislio

w =0
i it+1 . (9.9
o= (el e =N
and
no= 0
L _ i i . (9.10)
Vi = (%—1"‘1)%{—1?@‘) "7;—)1,11 ;o 1=2., N

9.3 Design of the Controllers

In this section we introduce the controllers. For the saksimplicity, first we derive
here them under the assumption that the constraints on thebfitance are fulfilled.
Then, in the next section, we show that this assumption isa#lgtverified by the con-
trollers. The controllers we are interested in are able tmtamm the state of the system
within the so-calledhermal region

F=1NF;,
whereF; = {z; : x; € [z, M|}, 2™ =T — Topp > 0, 2M = TM — T, > 2,
for all the times, for any initial vector state, and underdlgon of any admissible distur-
bancelW € W. This kind of controllers are referred to as safety congrslin (Lygeros
et al., 1999) and our design follows the indications givezréin. The controllers here
enjoy important features. First, they take into accountdbmstraints imposed by the
neighbor zones. In doing so, they are able to guarantee floWwagge among zones
when all the zones are willing to carry out this action, whhey avoid the raise of
conflicts when the actions carried out by neighbor zones areampatible with each
other.
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9.3.1 Design Procedure

The problem is that of designing a controller which guarastihe state:; which de-
scribes the evolution of the temperature of zone belong toF;, the projection on the
x;-axis of the thermal regio’, for all the times. Following (Lygeros et al., 1999), the
problem is addressed by formulating the two game problems:

Jil*(xﬂ t) = maXy ey minW(‘)EW ‘]zl (Iv U()7 W<)7 t) )

. . i (9.11)
Ji, (xat) = MaXy(yey MNw (Hew J1 (.’17, U()7 W()at) )

where the value functions
JH @, U (), W (), 1) = £ (2(0)) := x;(0) — 7",
TP (@, U(), W(),t) = £3(2(0) := —2;(0) + ",

represent the cost of a trajectary-) which starts frome at timet < 0, evolves ac-
cording to the equations (9.5) under the action of the corif(e) and the disturbance
W(-). Clearly, F; = {z : ¢/(z) > 0 for j = 1,2}. In (Lygeros et al., 1999), the set
of safe sets is defined s : J/*(z) := lim;_._o, J/*(,t) > 0}, where the function

J*(x,t), j = 1,2, is found by solving the Hamilton-Jacobi equation

_8Jg;5m,t) — min {O7Hl-j* (33, ané’;g(cm,t))}

Jij*(x,()) = Ef(x),

(9.12)

H‘Z*(x,p), the optimal Hamiltonian, is computed through the poingevoptimization
problem

HI* = in H/* 1
7z, p) max min H; (x,p, U W), (9.13)

and _
H]" (2,p,U,W) =p" f(2,U, W) .

Notice that, by (9.12), at each timg* (x, ) is non decreasing. Hence,Jf*(z) > 0,
thenJg*(x,O) > 0 as well, i.e.tj(x) > 0. In other words, as expected, the set of safe
states{z : J/"(x) > 0} is included in the sefz : ¢/(z) > 0}.

9.3.2 Controllers

To the purpose of designing the controllers, it is convetrtieicharacterize the maximal
controlled invariant set contained i (Lygeros et al., 1999), i.e. the largest set of initial
conditions for the state variables for which there existiaactions which maintain the
state withinF' no matter what the admissible disturbance acting on thesys. The
system being bilinear, it is not difficult to show that the rimaal controlled invariant set
coincides withF’ (see Proposition 9.3.1).
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The controllers we design below at any time guarantee thealted temperature
in each zone to be either increasing or decreasing. Givenftreeachi = 1,..., N,
the local controller has access at any time to the tempestur, , z;, ;11 (t0z;, 241
if i =1, and tox;_1,z; if i = N), and to the coordinating variables, and that it also
knows whether the zone is in the “cooling down" or “heating oypde, the values for
the coordinating logic variables and controls are choseassto enforce the maximiz-
ing controllerU(-) for the gameJ!*(z,t), if the zone is heating up, or for the game
J2*(x,t), if the zone is cooling down, and to take into account thetéattil constraints
imposed by the logic variables of the neighboring zoneshéncialculations which lead
to the design of the controller, we adopt the nota@{\ii to denote the valugé

v v

M . AM M M

inyi = Wout,i T Z Qout,i—j T Z Qout,j+i - (9.14)
=1 =1

Remark. Depending on the values of ,~;", which in turn depend on the values taken

by the coordinating logic variables, the variab)%i can represent different values. All
the possible values fo:@f‘,{’i obtained from (9.14) plus the zero value define the/set
introduced in section 9.2. Note that the!! ;'s depend on the values of the maximal fan
capacity of all the zones. If such a knowledge is not avadlaibls possible to avoid it by
proper redefinition of the; ’s and~;"'s. We do not pursue it here, as it would require a

more cumbersome notation.

We now introduce, for each Zoriethe controller which is able to handle the con-
flicting scenarios. To this purpose we need to explicitlyetako account the conditions
at the neighbor zones, namely temperatures and logic Vesialds a result, for each
Zonei, we precisely characterize the optimal controller whictisfias the game prob-
lems (9.11). Furthermore, by construction, whenever thghter zones agree on the
actions to carry out (and this can be assessed from the vialkexs by the coordinating
logic variables), warm air is redirected from zones whicé aooling down to zones
which are heating up and are at lower temperatures. At the siame, the zones which
are heating up collaborate with the neighbor zones whicltaoéng down to increase
the amount of outflow. The controller is summarized in table 9

+ _
. _ Vi y, _ Vi Vi _
ZIn the sums, ify” = 0 (y; = 0), then>> /2, Q3L -\ =0 ()L, QM =0).
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| Mode | Zonel Cooling Down \
Qoutn  Qing w0l ooy
[ 1 | Underany condition @7, , @}, 0O 1 0 |
] | Zonel Heating Up \
2 T > X 0 0 u 0 0
r1 < T2
3 0 0 M 0 1
0 K
r1 <
4 @ QM. 0wl 0 1
oy =1

Table 9.2: Summary of the control law for Zone 1.

Modd Zonei Cooling Down ]
’ ‘ Qout,i  Qini Ui ‘71@1 i"z(fg—ﬂfz@-‘-l 53—)1,1
[1] Under any condition [Q,: Qn,0 © 1 1 0 ]

Zonei Heating Up ]

2 Ti1 ST ATy > Tiql 0 0 uZM 0 0 0 0
Ti1 > T NTi > Tigl
3 Ty o 0 owM 1 0 0 0
i1, —
Ti1 > T NTj > Tigl
4 ' U(il_1) i 1 ! Q%t,i 0 uM 1 0 1 0
i1
i1 <z ATy < Tit1
5 T o 0 ouM 0 0 0 1
Tit1,i —
Ti—1 ST AT < Tipa ) )
6 St Q%t,i 0 uf” 0 1 0 1
i+l
Ti—1 > Ti NTy < Tjgq
7 (Zi—l) _8/\ 1(1:+1)1i0 0 0 uM 1 0 0 1
14 — Tit1,4 =
Ti—1 > Ny < Tit1
8 (i—1) (i+1) M 0 uM 1 0 1 0
i1 = 1AN0 1 =0 outt !
Ti—1 > T Nxy < Tit1
9 (i-1) (i+1) QM. . 0 «wM 0 1 0 1
%14 =0N0 =1 ot ’
Ti—1 > T NTy < Tip1l NTi—1 > Tip1
10 (i—1) (i+1) QM. . 0 M 1 0 1 0
Oi1y = IAo =1 o ’
Ti—1 > Ny < Tit+1 Nxi—1 < T4l
11 i i M 0 «M o0 1 0 1
MY R T

Table 9.1: Summary of the control law for ZoheTransitions from the “Cooling Down
mode to the “Heating Up" modes are triggered only if the aatis> =M is verified.
Similarly, converse transitions occur only if the clause< z!* holds true.
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| Mode | ZoneN Cooling Down \
Qout,N  Qin,N uN U](VN—)I,N U](V]\,[])V—l
|1 [ Underany condition @7, v Q5 O 0 1]
] | ZoneN Heating Up \
2 TN_1 < TN 0 0 u% 0 0
3 INGL SN 0 0 WM 1 0

on_1n =0
TN_1 2 TN
4 (N—1) _
ON-1,N =

Q%tw 0 ub! 1 0

Table 9.3: Summary of the control law for Zona

N=r—
N—-1,N =1

TN_p <TN AT

Figure 9.2: The event-based controller for Za¥ie

For the special casds= 1, N, the controller simplifies, as it can be seen in Table
9.2 and, respectively, 9.3. It then becomes very easy t@sept the behavior of the
switched controller by a graph (see Figures 9.3, and, réispg 9.2).
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9.3 Design of the Controllers

Mode 1
Qoutnt = Qs
Qin QM

in,l

Figure 9.3: The graph represents the event-based contimiZone 1. When the edge
has two labels the first one represents the guard, the secer(denoted by=) the reset.
When no reset is present, then all the variables remain ugeldampon the transition.
All the guards at the edges linking the three states at thefnathould include the clause
—-r; > 2, which is omitted for the sake of simplicity. For each modis¢tete state)
only three representative values are indicated. The réntpialues can be derived from
Table 9.2 and allow to obtain the continuous-time model éased with the discrete
state. Thus, for instance, if the zone is in Mode 1, then ivieng according to the

. . + .
equationV iy = — Z};l Q%t,jﬂm - Q%t,lm + w1, Withy," = (75 + 1)09091
andag) =1, US) =0.
Proposition 9.3.1 Suppose that
i .
Qi,i+1:Z];1 Q%t,j-‘,—i 121727"'7N_1 )
(9.15)
Q’L‘,i*l :Z;lel é\/’tjl,t,i—j Z:2,,N_2,N—1 s
and let, foreach = 1,2,..., N,
utl > —wip; (9.16)
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and

M M
out,ixi

—wl >0, (9.17)

hold. Then, for each = 1,2,..., N, the maximal controlled invariant set @f; co-
incides withF; itself, the controller described in table 9.1iif~ 1, N (respectively, in
table 9.2 ifi = 1 and in table 9.3 ifi = N), rendersF; invariant and is the maximizing
controller of the game problems (9.11).

Proof: See Appendix 9.7

Remark. A few observations are in order:

e Loosely speaking, the condition (9.15) amounts to requiesflow balance ful-
filled for each zone. We shall verify in the next section ttnés tesults in no loss
of generality, for the controller is actually capable of gargeeing the fulfillment
of such constraint.

e Non strict inequalities in (9.16) and (9.17) suffice fgrto be the maximal con-
trolled invariant set. However, having them fulfilled wittrist inequalities guar-
antees the temperature of each zone to be either decreasirgyeasing.

e A few additional words about conditions (9.16) and (9.1 iarorder. Although
they may appear restrictive, they are very frequently entaved in practice. In
fact, for many applications, the disturbaneg’ is nonnegative, that is thermal
dispersion is largely dominated by internally generateddudbance heat (this is
especially true in livestock buildings or otherwise overeded closed environ-
ments). Hence, (9.16) is already satisfied wifth = 0. (Notice that in this case,
having a heating strategy still makes sense, in order tallapteer the tempera-
ture to a large enough value at which it is safe to let in frasfram outside to
increase the indoor air quality.) Furthermore, we shallisd¢le next section that
it is not always possible to use warm air originated from hbay zones to heat
up the temperature of a zone. This is the case for instanca wighbor zones
are themselves heating up. In such cases, the zone mustebdidat up only
relying on its own heating system, and therefore condittbf®) is necessary for
the problem to be feasible.

On the other hand, having exceedingly high indoor tempegatan be harmful
and must be avoided at any cost. Hence, it is mandatory t@eqroom with a
fan which is able to steer away the temperature from the dangdimit, so that
(9.17) is satisfied. Notice that, as for condition (9.16krefor condition (9.17)
a smaller safety set does not help to relax these requiresmémdeed, (9.16) is
independent of the state, while (9.17) is such that if it Bdlat anyx; which is
inside the thermal region, then itasfortiori true forz; = x.
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9.4 Feasibility of the controllers

In the next section, we show that the controllers introduceie are actually feasible
controllers, meaning that the flow balance (9.3) is fulfilledeach zone. In other words,
it will become clear that the condition (9.15) is actuallyaganteed by our design of the
controller.

9.4 Feasibility of the controllers

The main obstacle to prove the feasibility of the contralliewestigated in the previous
section comes from the fact that the dynamics of each zorlesslyg intertwined with
those of the neighbor zones and that the number of zonesiteagly large. Never-
theless, we can exploit the topology of the system, namelctmfiguration according
to which the zones are positioned, to approach the probleankipductive argument.
In particular, we shall characterize conditions under Wwhite flow balance is fulfilled
for the first 2 zones. Then we shall proceed by showing theitond under which,
assuming that the flow balance is fulfilled up to Zanthe flow balance is fulfilled even
for Zonei + 1, and concluding the argument considering the za¥ies 1 and N.
To make the statements below more concise we introduce lflberfiog definition:

Definition 9.4.1 Leti be an integer suchth& < i < N — 1. Zonesl, 2, ... i are said
to conditionally satisfy the flow balance (9.3), if (9.3) is fulfilled for Zoreg, ...,
provided that:

e If Zonei isin Mode 1, 4 or 8,

N
Vi

Qiit1 =Y Qi jiis (9.18)
j=1

with 7" = (3, + Dol 1Y, and Q41 = 0.
e If Zonei isin Mode 2, 3, 5, 7 or 10,
Qi,i+1 =0and Qi-l-l,i =0. (919)
e If Zonei is in Mode 6, 9 or 11¢); ;11 = 0 and

Vit1
Qi+1,i == Z Qé&{{;,i_}rl_j 5 (920)

j=1

with~,, ; =~ + 1.
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In other words, Zones, 2, . .., i are said taconditionallysatisfy the flow balance if all
of them fulfill the flow balance provided that suitable coratis are met involving only
the “terminal" Zonei.

In the following statements, we consider tNezone climate control unit (9.5), (9.2),
(9.3), (9.6), (9.8), under the action of the controllersadticed above. Proofs are post-
poned to the Appendices.

Lemma 9.4.1 Zones 1 and 2 conditionally satisfy the flow balance (9.3).

Proof: See Appendix 9.8

Then along the lines of the proof of the previous lemma, tiieviang statement can be
proven:

Lemma 9.4.2 For some intege? < ¢ < N —2, if Zonesl, 2, . . ., i conditionally satisfy
the flow balance (9.3), then also Zonkg, .. .,7,i + 1 conditionally satisfy the flow
balance (9.3).

Proof: See Appendix 9.9

The arguments above can be finalized to prove that the flombales fulfilled for all
the zones:

Proposition 9.4.1 Zonesl, 2, ..., N — 1, N satisfy the flow balance (9.3).

Proof: Zones 1 and 2 conditionally satisfy the flow balance (9.3) by Lemma.9T4hédn applying
repeatedly Lemma 9.4.2, one can prove that actually Zones 1 to Neltioorally satisfy the flow
balance. This means that, the flow balance is fulfilled for Zones 1 to Netiqed that conditions
(9.18)-(9.20) hold withh = N — 1. Below we prove that such conditions are actually true, and
that consequently the flow balance is fulfilled even for Z&weSuppose that Zond — 1 is in
Mode 1, 4 or 8. Then, we would like to prove

+
IN-1
M
QN*l,N = E Qout,j«l»Nfl )
=1

with v, = (v + 1)a§VN_)17N, andQy,nv—1 = 0. Bearing in mind the control laws for Zones

N —1andN, we can argue in the following way. When Zoieis in Mode 1 and ZUJ(VN_)LN =0

and we must verify tha@ x—1,x = 0. In Mode 1,Qout, v = Q1% xy andQin,n = Q11 y. BUL,

Zone N — 1 being in Mode 1, 4 or 8 yields thail(%;i)l = 0 (see Table 9.1), and therefore
N = Q2. n, which allows to conclud€) x—1,~ = 0 and the fulfillment of the flow balance

for ZoneN. In Mode 2,Qout,n = Qin,~n = 0, and agairQ 1,y = 0 and the fulfillment of the
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9.5 Numerical results for a 3-zone climate control unit

flow balance in Zoné\V are trivially true. When ZonéV is in Mode 3 and 405\,1\’_)1’1\, =1, and

we must hav&) n_1, v = Qf,‘;’m ~- Itis not possible to have Zon¥ in Mode 3 and ZoneV — 1
in either one of Modes 1, 4 and 8 because of the contrasting requirenrettie logic variables
o vy, oL by the two Zones. On the other hand, in Mode 4, Bat_1.x = QM  is
immediately verified becaus@ou:, v = Q2 v andQin,n = 0.

Suppose now that Zon& — 1 is in Mode 2, 3, 5, 7 or 10. Then the flow balance for Zone
N must be verified wittQx—1,v = @n~,n—1 = 0. This is immediate if ZonéV is in Mode 2

or 3. Suppose now that Zomg is in Mode 1, that iXQout,v = Q4L x aNdQin.n = QM N

Sinceyy = (yy_1 + 1)0%\7’;?1 -1,vy = 0 when ZoneN — 1is in Mode 2, 3 or 10, so that

mn = Qb x and the flow balance is proven. On the other hand, the cases in which Zone
N —1lisin Mode 5 or 7 and ZonéV is in Mode 1 are not feasible becauseacﬁf\i)l’]v, which

is required to be& by Zone N — 1 in Modes 5 or 7, and imposed to heby Zone N in Mode

1. Suppose now that Zon¥ is in Mode 4. This occurs ifrg\,]\’_llgv = 1, which excludes the
possibility for ZoneN — 1 to be in Mode 2, 3, 5, 7. Suppose then that Zdnhe- 1 is in Mode 10.

But neither this case is possible because we should:hgave < zn, while ZoneN in Mode 4
requiresty—1 > zn.

Finally, consider the case that Zoné— 1 is in Mode 6, 9 or 11. As this requireévj\f])\,_1 =1,
Zone N can only operate in Mode 1, as the other modes immigé,fl = 0. Furthermore,

Vv = Yn_1 + 1. This implies

Inv—1tl
M M
Qin,N = Qout,N + Z Qout,ij .
j=1
/1 IN-1tt i
AS Qout,N = Qbus n. thenQn v = > 5 QUL v—;, and therefore the flow balance is

satisfied for ZoneV. This ends the proof[]

9.5 Numerical results for a 3-zone climate control unit

In this section we present the outcome of a simulation for3dz®ne case, for which
the thermal regionsare defined ad},, = 13, = 12°C, T1yy = T3y = 14°C,
Ty, = 14.5°C andTs,, = 16.5 °C. For the convenience of the reader, the simulation
is performed in the absolute coordinate systBm= z; — 7%, The thermal regions
picked for the simulation imply that whenever Zone 2 is coglilown and either Zone 1
or Zone 3 is heating up internal flow should occur. We also tiwag under the present
scenario, the controllers take the form illustrated in fegu®.4-9.6, which point out the
event-based nature of the design.

The zone volumes are sett® = 2000 m?> andV, = Vi = 1800 m?, the maximum
heating capacities te} = u}! = 2°Cm3s~! andu)! = 3°Cm?s~! and the fan
capacities t@){”,, = 1.3m?s™!, Q3%,,, = 0.9m?s~ andQ3’, , = 1.2m?s'. The

disturbances as well as the ambient temperature are pweeamnstant functions of time.
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Figure 9.5: Controller for Zone 2 wher!! < x5 > z3.
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Mode 1

M
Qoutﬁ = out,3
Qin,B = ]:U

Mode 4

Qout,3 - Q%t,;}
Qin,B =0
M
uz = Uy
o2 =0

Figure 9.6: Controller for Zone 3 wher}’ < 27"

The initial state is set t@' = [14°C 16°C 12.5°C|™. Figure 9.7 illustrates the evolution
of the three temperatures. Figure 9.8 illustrates the mati@sich each controller is
operating the considered time horizon. When Zone 2 is in ModadlLZone 1 and/or
3 are in Mode 4, internal flow occurs. The occurrence of irdeflow is depicted in
Figure 9.9. To further point out the use of internal flow, FigQ.10 illustrates the time
profile for Q3 i and Q2 ou¢. While Q5 o, is constantly equal t6)3”,,, = 1.9 when
nonzero,Q3%, depends on the cumulative flow variabtgs and~y, and may take 5
different values.
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Figure 9.10: Time history for the inflow and outflow in Zone 2.
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9.6 Conclusion

The paper has discussed a control strategy for a multi zamatel unit capable of main-
taining the state within a prescribed (safe) set, by mamptyia internal flow between
zones. The control laws are inherently event-based andhdittd, namely they only
change action when certain boundaries are met and/or whghhwging conditions
change, and additionally they only require feedback infatram originated from neigh-
boring zones. Our motivation for considering the devisatti strategy is the possible
implementation in a resource constrained environmenigusireless battery powered
climatic sensors. Hence, we were after a solution to thelpnolwhich allowed to reach
the control goal by transmitting feedback information osporadically. We have ob-
served that the controllers take on values in a finite seg #flowing for a potentially
robust information transmission encoded using a finite remobbits. We have showed
that the control law handles internal flow efficiently by wgsiwarm air or additional
ventilation from neighbor zones to heat up or, respectjvapl down, whenever certain
conditions are met. The proposed controller works for aitrarily large number of
zones. The main feature to overcome the complexity of théysisadue to the large-
scale nature of the problem consists of exploiting the togplof the system to show
that the analysis and design of aihzone system can always be reduced to the 3-zone
case. The method is tailored to interconnected systemh, arime-invariant graph
underlying the connections, and described by bilineaedéfitial equations with linear
algebraic constraints. This appears to be a framework cammother technological
fields. In this respect, we believe that the same approachl goave useful even for
other applications with more complex topologies and matibledifferential algebraic
equations. On the other end, the system we present could pkysd to test other
design techniques for networked control systems, or togegemther problems of co-
ordinated control. Finally, it could be interesting to istigate the trade-off between
more demanding control objectives, such as set-point atignl, and the complexity of
the controller, measured in terms of required data rate efrdmsmission channel and
computational capability of the controller.

Acknowledgments.The authors are grateful to Martin Riisgard-Jensen fronv3ys,
for useful discussions on the problem of air conditioningiviastock buildings.

9.7 Proof of Proposition 9.3.1

The proof of the first part of the proposition, namely thatcoincides with its maximal
controlled invariant set, is shown by the following two simfemma.
Lemma9.7.1 Foranyi =1,2,..., N, if

u)! > —wrim (9.21)
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9.7 Proof of Proposition 9.3.1

we have
{z : J*(x) >0} ={z : }(x) >0} . (9.22)

Proof: Let firsti be 1, N. It is immediately seen that, by (9.3), the objective function of the

static game
1*
Hl-l* (:c, L(x,o))
ox
takes the form

Qi—1,i(Ti-1 — i) + Qiv1,i(Tiv1 — ¥i) — Qin,iTi + Ui + W1 . (9.23)
This shows that 1
T

In fact, the minimizingw clearly requireswr; = w7, whereas the maximizing/ imposes
Qini = 0andu; = u, beingz; > 0. Furthermore, ifc;_1 —x; > 0 (respectivelyg,; 11 —z; >
0), then the maximizing’ yieldsQ;—1,; > 0 (Qi+1,: > 0), otherwiseQ;—1,; = 0 (Qi+1,; = 0).
In any case,

Qi—1,i(zi1 — ) + Qitr,i(Tig1 —xi) >0,
and this shows (9.24). Sineg” + w7 > 0, we have

1%
HZ‘I* (.’B, an (3370)> 2 0.
Ox

One concludes that!* (z,0) > 0 implies.J}* (x, t) > 0 for all ¢t by (9.12), and hencd;}*(z) >
0,i.e.{x : J*(x) >0} D {x : x; — 2™ > 0}. This proves the thesis for£ 1, N. In the case
1 = 1 (respectively; = N), (9.23) becomes

Q21(z2 — 1) — Qinaz1 +ur +wri (Qn-1,nv(@N—1 — ZN) — Qin,NTN + un + WN)

and simple arguments as before show that (9.24) holds eveniwithl, N. The rest of the
arguments go through exactly as in the casel, N.

Lemma9.7.2 Foranyi =1,2,..., N, if
Qe —wit >0, (9.25)

then
{x: J*(x) >0} ={z : —zi+z" >0}. (9.26)

Proof: We proceed in the same way as in the previous lemma. In this case,

24
Hf* <x, M)
ox

writes as

—Qi-1,iTi—1 + Qi,it1%i + Qout,iTi + Qi i—1%Ti — Qit1,iTit1 — Ui — WT; ,
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which immediately yields
2%
Hf* (CL', M) Z %71 [Qout,imi - wé"\/jz
2>

beingxi—1, @i, xit1 > 0, Qiit1,Qii—1 0. Jz‘2*($a 0)
and (9.17) implyJ?* (x,t) > 0 for all t > 0 and J*(z) >
concluded.

> 0 then yieldsz; < zM. This
0. The thesis is then immediately

It turns out that )
Fi=({z : J{"() > 0},
j=1

that is the first part of the thesis. ThaA} is invariant under the action of the controlleis also
easily verified by checking that, thanks to the definition of the controller @rib}, (9.17), the
velocity vector always points inwarH; wheneverz; is on the boundary of;. This also points
out that at each time Zonkis either cooling down or heating up. To prove the last part of the
proposition, we focus on each one of these mutually exclusive cases.

Zonei is cooling down In this case, the computation of the maximizing controllgr) for the
gameJ?* (z, t) reduces to the optimization problem

gleal)} Vglel\rll\/{ Qz 1,iLi—1 + Qz i+1L4 + Qout Ly + Qz i—1L; — Qi+1,i$i+1 — Ui — wTi} .

This admits the solution

* * * M * M
Qifl,z' = Qi+1,i =0, Qout,i = Qout,i , u; =0, wri =wr; ,

whereQ; ;. 1, Q ,—1, Q7. ; are the largest values which satisfy

M
Qi iv1+ Qoutyi + Qiic1 = Qini 5

(i+1)

and comply to the constraints imposed by the neighbors, embodied by thevdoigbleso; ',/

ot o1, oY) Such largest values are achieved by letting

* _ M (i)% (i)%
sz = Qin,i y o O+l — 1, Oii-1— 1.

In fact, by condition (9.15), the choice above yields that

+1
1+1 (i+1) _
Q: i1 = { Z] Qout NEX] fOf Uz( 1+1) =1
5 1+1
0 for o;;. 7 =0
and
Vi 1+1

Qout i—J for U(l 1) =1

2,1 —

Q=1 Zom
o 0 for cr“ 1> =0.

Zonei is heating up The optimization problem in this case takes the form

gleag ul}lem {Qi—1,i(Tic1 — @) + Qig1,i (i1 — ) — Qinyis + ui + wri ) .
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9.7 Proof of Proposition 9.3.1

We have

anz =0, U: = uﬁw . WTie = WP .
The optimal values for the remaining control variables can be decidéldeobasis of the values
of x;_1,x;, 2,41 and of the coordinating logic variables set by the neighbors. The cades to
examined are as follows.

o z;i 1 < xi ANxy > 1. Inthis casel; 1 ; = Qi1 = 0. By (9.3), andQ;, , = 0
established above, it must also be t@g,, ; = Q7 ,—1 = @i +1 = 0. Hence, we set

(i)« _ (i)« __ _(i)* (i)
Oii—1 =031 = 0441, — T4i+1 — =0.

This forbids neighbors to draw (respectively, release) air from (cw)ez.
o x; 1>z ANxi > xiv1. We must have);,  ; = 0, and therefore, by the flow balance,

Qi1 =Qouti +Qiic1 + Qi i1, (9.27)

where all the values in the equation above must be as large as possititat(doy (9.2),
Q7 ;-1 = 0) and conform to the constraints imposed by Zorel.

If o~ = 0, then

Oi—1 )1
szl,i = QZut,i = Qz,ifl = QZ,H»I =0 )

and we must set _ ‘
z<z)*1 = Uﬁl)fi = o—z(zi)il =0.
In this case, it is not necessary to sé’flll) * =0, because
seta(z)* = 1, for, if in the meanwhile Zoneé — 1 happens to switch to a new controller,
(”u = 1 signals to Zone — 1 that Zonei is willing to draw warm air from it, and this

Wiﬁ correctly affect the decision of Zone— 1 regarding which controller to switch.
On the other hand, i#{"") = 1, by (9.27), we must set

i—1,1

(i-1)

1—1,1

= 0 already. In fact, we

( )* _ * _ M (i)
Ji =1 ) Qout,i - Qout,i ] g; i1 T 1.

In this way,
ip1 1 i+1
Q% i+1 — { Z +1 QOut ,J+i for U’%,Hrlz =1
2% it+1
0 for o} 7 =0
and

Q;‘k—l,i = out i+ Qz Jid1 s
is at its maximum given the constraints.
e 11 < x; ANx; < wiy1. Itisthe case symmetric to the previous one and the optimal

solution can be immediately derived.df’;') = 0, then

QZut,i = 513*1 =o}, = O-l(ll):—l =0.

i—1,1

ando7 . = 1.1f (1) = 1, then
z(z)*l =1 ) Q:ut,i = Q(Ih{t’i s U’b(i)i’b =1.
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e x;_1 > x; ANx; < xir1. We distinguish 5 sub-cases:
() o7 =00l = 0. We must have
szl,i = Q:+1,i =0,

and hence
Q;i—l = Q:ut,i = Q;'k,vz+1 =0

as well. To enforce this, we set

() _ (O  _
O-i,li—l = i,li—o—l =0.
; ; it e (e (i-1) _
Even in this case, it is not necessary to sﬁ_flyi = o041, = 0, foroy", ) =
ffllf) = 0, and indeed we set
Uz(i)rz = Ufffz =1.
(i) o)) =1 A0l = 0. This reduces to the case
(i—1)
Ti1 > XTi Ny 2 Tig1 N 01, = 1,
already examined above.
(i) o{") =00t = 1. This reduces to the case
Tic1 L AT < Tig1 A O'Z(:Eyl,b) =1.

(v) ol'7) =1 A0t = 1 Awio1 > @i, Asfor (ii), this reduces to the case

1—1,%

=1,

i—1,

Ti—1 > i \T; 2 Ti+1 N o

M ol =1 A0 =1 Aziy < zis1. As for (i), this case reduces to

i—1,i

(1) _ 1

i1 ST AT < Tig1 Aoy

9.8 Proof of Lemma 9.4.1

We consider combinations of modes for Zone 1 and 2. Note keatrtajority possible
cases are not feasible, and hence the analysis is simpteittbauld appear. We shall
refer to the case in which Zone 1 is in Mode i and Zone 2 is in MjcgeCase i.j For
the convenience of the readers, while the first cases willXdaenaed more in detail,
we shall proceed faster as we get acquainted with the lineasfaning which underlies
the proof. Let us recall that we are to prove that the flow bada(®.3) is fulfilled for
1 =1,2,1.e.for Zone 1 and 2, provided that:
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9.8 Proof of Lemma 9.4.1

e |f Zone 2 isin Mode 1, 4 or 8,
vy
Qas =Y QN s, (9.28)
j=1
with v = (v + 1)y, andQs, = 0
e If Zone 2 isin Mode 2, 3,5, 7 or 10,
Qgg =0 andQ32 =0. (929)

e If Zone 2 is in Mode 6, 9 or 1153 = 0 and

Vs
Q32 = Z ot 3 > (9.30)

j=1
with v5 =5 + 1.

Consider theCase 1.1 Then both zones are cooling down and no air exchange is-possi
ble. Indeed,

7= 07 + Doty = (1 +1)-1-0=0andy, =050y =0-1=0.

As aconsequenc€);, 1 = Q, |. Asfaras Zone 2 is concerned, observe hat; » =
Qout 2 and’y; = (’Y;— + 1) 1 0'53) Hence,
- +

Qin,Q out 2 + Z Qout 2—j + Z Qouf,j+2 ouf 2 + Z Qout J+2

J=1

We conclude that, as a total 1 + QA 5 is removed from Zone 1 and 2, and a

out

total inflow of QJ%, | + Q2L , + Z’* 1 Q(mthr2 is allowed through the 2 inlets, the
flow balance for the 2 zones is fulfllled provided that (9.28)ds. Case 2.1 Mode 2
for Zone 1 imposes tha,.; 1 = Qm 1= 0 As beforqu =0,v = (v + 1)0%‘?,
Qout2 = QYL o andQin 2 = QM 5 + Z QAL 2, we can draw exactly the same

conclusion as above. Th@ase 3.1is not fea3|ble because, Zone 2 in Mode 1 imposes

aél) = 1, and this induces an immediate transition of Zone 1 from M8&de 4. On

the other hand, it is admissible tiase 4.1 As Qout.1 = QM 1 andQ@;,,1 = 0, then

Qa1 = QM, . Consistentlyy; = ol})o5; = 1. Additionally, v = (v +1)-1- 0%

yields

out,

Qi’ﬂ,Q out 2 + E Qout 2—j + E Qout g+2 = out 2 out 1 + E Qout,j+2 ’
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that is, again, the flow balance for the 2 zones is fulfilleds/ated that (9.28) is true.

Case 1.27f = (v + 1)otyold = (v +1)-1-0 = 0yields Qi1 = QM 1,
with Qout,1 = QXY 1. In Mode 2,Qin2 = Qour2 = 0, andy; = 75 = 0, therefore
for the 2 zones to have the flow balance fulfilled, (9.29) mestrbe. UndelCases 2.2
and3.2 (the former is feasible only i1 = 22), Qin.i = Qout,; = 0 for bothi = 1,2.
Hence, for the flow balance in the 2 zones to be fulfilled, (Pra8st hold. TheCase
4.2is not feasible, as Zone 1 being in Mode 4 requb‘éﬁ% = 1 (otherwise, a transition
to Mode 3 would occur), while Zone 2 in Mode 2 imposéé) =0.

Case 1.3 This is unfeasible, for Mode 1 impose§12) = 1, which would imply a
transition out from Mode 3 for Zone 2. Under tBase 2.3Q;y.; = Qout,i = 0 for both
1 = 1,2, and hence the flow balance for Zones 1 and 2 is fulfilled pexvidhat (9.29)
holds. The twdCase 3.3andCase 4.3are not compatible, as it can not be simultaneously
r1 > x9 andzy < wsa.

When Zone 2 is in Mode 4, only tHease 1.4s possible. We have), ., ;, = Q¥

out,i?

fori = 1,2 andQi, 2 = 0. Also, vf = 'yg+ +1,andv = (7F +1)-1-0%,

imply Qin1 = Qout,1 + Qout,2 + Z QM, j+2, from which we conclude that the

flow balance is preserved provided tI@gg =y, QM o

When Zone 2 is in Mode 5, onlZases 1. Eand2 5-3.5must be checked. In the
former caseyfr =0, and henc&);,1 = Qout1 = Q%m- On the other han@);,, » =
Qout,2 = 0, and hence (9.29) must be true. In the latter two cages; = Qout,i =0
for bothi = 1,2, and again (9.29) must be true.

Consider now th€ase 1.6We haveQ,..1 = QM, , 7 = (74 + 1oy o3 =0,

and therefore);, 1 = Q)% ;. On the other handQ,u:2 = Q)L 2, Qin2 = 0, and

vy = v, = 0, whereasy; = a§2)a§32’) = 1, since for Zone 2 to be in Mode 6, it is

requweda32 = 1. We conclude that (9.30) must be true. Un@=arse 2.6(which is
feasible only ifz, = ), it is easily verified thaQs» = QY, ,, 75 = 0andy; = 1.

out,l
Hence, Q32 = Z] 1 Q15 ;. thatis (9.30) Case 3.6s not feasible. We are left with
Case 4.61In this case);,,; = 0 andQoyt,; = Qout , fori = 1,2, so that the fulfillment
of the flow balance require9s, = QJ7, | +Q)L, 5. Asvy; = landy; = (5 +1) =2,
(9.30) is immediately proven. '

We examine now th€ase 1.7 This is not feasible, for Mode 1 imposeé) =1,
which would cause Zone 2 to switch from Mode 7 to Mode 8. Weatid¢heCases 3.7
and4.7 too, as the requirements on the temperaturgse, are contradictory. This is
still true for all the cases for which Zone 1 is in Mode 3 or 4 wda&s Zone 2 is in mode
71011, and these will be ignored in the sequel. The only casesastigate isCase 2.7
It is immediately verified that (9.29) must hold.

When Zone 2 is in Mode 8, the only cases to consideCarges 1.&nd2.8. Under
Case 1.8Qout,i = Q2L ;. fori = 1,2, Qm 1= Qm 1 Qin2 =0,7 =95 +1,and

3 +1
Y5 = (75 +1)-1- ( ) . HenceQin,1 = out 1‘*‘272 out,]+1 Q%t,l +Q%t,2+
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2, Qout j+2» Which gives (9.28)Case 2.8jields )™ = 75 = 0, Qout2 = Q1L 0,
Qm,z = 0,andy} = (y§ + 1)0b), so that (9.28) must hold.

TheCase 1.9s not feasible because there are opposing request%brWe exam—
ine the only possible case, naméase 2.9 We havey;” = 0, Qout.1 = Qin1 = 0,
Qout,2 = Qout 21 Qin2 = 0,75, = 0,75 = 1. The latter 2 equalities in particular allow
to verify (9. 30)

IntheCase 1.10Q ou:,1 = Qo;;t 1, Qing = Qm 1» With Qm , easily computed from

Vo= (i + 1,9 = (3 + 1ol Moreover.Qours = QM 5, Qina = 0, and as
a result the correctness of (9.29) is proven. Tase 2.10s not feasible (compare the

requirements om'>) by the 2 Zones).
We are left with the last feasible case, i@ase 1.11 ThenQ,u:1 = Q%m and

7 =0, s0thatQi,1 = Q) - Moreover,Qoura = Qlhy oy Qinz = 0,7, =0,
75 =0, andy; = 1. The validity of (9.30) is immediately inferred.

9.9 Proofof Lemma9.4.2

We prove that Zones, 2, ...,7 + 1 conditionally satisfy the flow balance, that is, the
flow balance is fulfilled for those zones provided that:

e |[f Zonei + 1isin Mode 1, 4 or 8,
L+1

QZ+1,’L+2 Z Qout j+7,+1 9 (931)

. i+2
with 77, = (s + Dol ,, andQyo,i1 = 0.

e If Zonei + 1isin Mode 2, 3,5, 7 or 10,
QH_LH_Q =0 anin+27i+1 =0. (932)
e If Zonei + 1isin Mode 6, 9 or 11();11,;+2 = 0 and

1+2

Qi+2,i+1 Z Qout i+2—7 > (933)

with v, o = 7,1 + 1.

In principal the proof goes very similar to the one of the jwag lemma, but we change
it to cope with the fact that in the current case the controfiede combinations occur in
larger number. Zoné+ 1 depends on Zoneandi + 2 so in total there arél - 11-11 =
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1331 different modes to consider. Many of these modes are howetefeasible i.e.
specific mode combinations would immediately cause a tiansio a different mode
combination. To narrow the number of combinations to casid suffices to take into
account the possible combinations of coordinating logicatdes for Zones, i + 1
and: + 2. Noticing that simultaneous flow into a zone from both neyiiy zones is
impossible, it is enough to consider the following cases:

1.
G) _(i+1) (i+1)  _(+2)
T it1%ii41 =0 0417490541, =0 (9.34)
(1) _(i+1) _ (i+1) _(i+2) :
0i41,i0i41,4 — 0 0i12i110i42,i41 — 0
2.
(4) (i+1) (i+1) (i+2) _
Tii+1%0,i+1 = 0 Tit1,i+2%i41,i+2 = 0 (9.35)
(i) (i+1) (i4+1) (i142) . .
0i+1,i0i+1,4 — 1 0i42,i+10i+2,i+1 — 0
3.
(@) _(i+1) _ (i+1) _(i+2)
Oiit10iit1 =0 0ig1 49054142 = 1 (9.36)
() (i+1) (i+1) (i+2) _ '
0i41,i0i41,4 — 0 0i42,i+10i42,i+1 — 0
4.
(i) (i+1) _ (i+1) (i+2)
T it1%iip1 =0 Oyt iy90ii1i00 =1 (9.37)
(1) _(i+1) (i+1) _(i+2) :
0i+1,i0i+1,4 — 1 0i42,i+19i+2,i+1 — 0
5.
(1) _(i+1) _ (i+1) _(i+2)
Tii+1%%,i+1 = 1 Titr1,i+2%i41,i+2 = 0 (9.38)
@) LG+ (1) G+2) :
0i41,i0i+1,4 — O0i42,i+19i+2,i+1 —
6.
(1) _(i+1) _ (i+1)  _(i+2)
O—Z& l)+lo—l(_ii‘11) =0 0—1(+J:711)+201Ei-i%-)‘,—2 =0 (939)
i4-1,i0 41, 0 i+2,i+1[ai+2,i+1 =1
7.
() (i+1) (i+1) (i+2) o
94,410,041 = 1 Tit1,i+2%i+1,i+2 = 1 (9.40)
(1) (i+1) _ 0 (i+1) (i+2) =0 '
0i+1,i0i+1,4 — 0i42,i+10i+2,i+1 —
8.
(@) _(+1) _ (i+1) _(i+2)
94i+1%4,i41 = 0 Tit1,i4+2% 41,042 = 0 (9.41)
(@) _(+1) _ (i+1)  _(i+2) :
0i41,i0i+1,4 — 1 0i42,i+19i+2,i+1 — 1

Case (i) In this case, it is immediately seen that = v, = 0 and~;", = 7, =
Yi+o = 0. The former pair of equalities and the hypothesis that Zore. . . , i condi-
tionally satisfy the flow balance yield that necessafdly, 1 = Q.41 = 0. We distin-
guish two sub cases: Zone 1 is heating up and Zongt-1 is cooling down. If Zone+1
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9.9 Proof of Lemma 9.4.2

is heating up, the);, ;+1 = 0, and since no internal ventilation can occur with neigh-
boring zones, necessarily,,; ;-1 = 0 as well. This implie€); 1 ;12 = Qit2,i+1 = 0.
When zoné+1 is cooling down the outflow provided by the far()s,,; i+1 = Qf)‘fmﬂ.
Now (9.34) leads to:

Vit1 Vi
E 2 M

Qin,i+1 = Qout i+1 + Qout i+1—j + Qout,]+z+1 Qout,i—i—l (942)
Jj=1 Jj=1

and hence&); 11,12 = Qi+2,i+1 = 0. The facts above prove that (9.31) and (9.32) are
true. We are left with verifying that Zone+ 1 can not be in Mode 6, 9, or 11, as this

would requireQ; 2 ;+1 # 0 (see (9.33)). Zone+ 1 can be in Mode 6, 9, or 11 only

if o5 10l = 1, which contradicts (9.34)Case (i) It is easily verified that in

this case Zoneécan be in Mode 6,9 or 11 only, whereas Zanel can be only in Mode
1. By hypothesis the former fact gives th@f ., , = ZW’“ out,i+1—;- Because of

(9.35), Z 1“ ont.jrit1 = 0, and the inlet is set to:

L+1

Qin,i+1 out i1 + E out i+1—j

Since zone + 1 is cooling down withQoys,i+1 = Q%t’iﬂ, this givesQ;t1,i+2 =
Qi+2,i+1 = 0. As for the case before, (9.31) and (9.32) trivially hold iieiZonei + 1
can never be in Mode 6, 9, or 1Case (iii) With (9.36), no air exchange between Zone

i andi 4 1 is possible, and in particular Zore- 1 is in Mode 1, i.e. cooling down with
Qout.it1 = Q3,11 Theinletis set to:

- + +
Yit1 Yit1 Vit1

Qin,i+1 = Q%mﬂ + Z Q%t,iﬂﬁ + Z Q%t,j+i+1 = Q%mﬂ + Z Q%Lt,j+i+l
j=1 j=1 J=1

Itis promptly verified that (9.31) holds tru€ase (iv) As before Zoné + 1 is operating

at Mode 1, with the inflow set to:

7.+1 7.+1

Qiﬂ,i+1 out i1 + E Qout Ji+1—j + E out,j+1+1

Zonej fulfills (9.20) because it can be in Mode 6, 9 or 11, and hencl{%holds.Case

(v) In this case, Zonécan operate in Modes 1,4 or 8, whereas Zoné in Mode 4, 8 or
+

10. By hypothesis, the former gives ;1 = >0, QM .., = QM ..\, asv/, = 0.

139



A Distributed Control Algorithm for Internal Flow Managemen tin a Multi-Zon ...

Zonei + 1 in Mode 4, 8 or 10 give®)ous,i+1 = Q%MH andQin i+1 = 0, so that
Qit1,i+2 = Qir2,i+1 = 0, which is precisely (9.31) or (9.32Fase (vi) From (9.39),

no air is exchanged between zarandi+ 1. Furthermoreal(gz)ﬂ- al(f:gi)ﬂ = lgives

that Zone: + 1 can be in Mode 6, 9, 10 or 11. At a second sight, we can rule outeMo
10, as Zone + 1 is in Mode 10 only ifUEQHUE,Z:B = 1, which contradicts (9.39). Zone
i + 1 being in one of these feasible modes gi@s 2,11 = Q... Which proves

(9.33), asy;,, = 1. Case (vii) Here air flows from zonéto i + 1 and fromi + 1 to

i+ 2. In particular, Zone can be in either one of Modes 1,4, 8, whereas Zo#el
can be either in Mode 4 or 10, Witou:,i11 = Q)L ;1. Beingr;™ = 7, + 1, we
conclude that

+
Yit+1
J

Qit1,it2 = Z %t,iJrlJrj
=1
with 7%, = (37, + Dol ot ) = 7, + 1, that is (9.31).Case (viii) This

is the exact opposite case of the previous one. Zoisein Mode 6, 9, or 11, with
Yix1 = 7; + 1. Zonei + 1 is heating up with warm air from zone+ 2 so it operates
the fan at its maximun@%t,iﬂ. In particular, it is in Mode 6 or 9, which implies that
(9.33) is fulfilled. This concludes the proof.
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CHAPTER
TEN

Paper 8: Guided Controller Synthesis for Climate Controller
Using UPPAAL TIGA

Jan J. Jessén Jacob |. Rasmussén Kim G. Larsen
Alexandre Davidl

Abstract

In this paper, we present a complete tool chain for automatic controhénesis
using UPPAAL TIGA and Simulink. The tool chain is explored using an industrial
case study for climate control in a pig stable. The problem is modeled ane, ga
and we use BPAAL TIGA to automatically synthesize safe strategies that are trans-
formed for input to Simulink, which is used to run simulations on the contraler
generate code that can be executed in an actual pig stable providedusyriad
partner Skov A/S. The model allows for guiding the synthesis procabgeamerate
different strategies that are compared through simulations.

10.1 Introduction

Inevitable parts in a traditional control design cycle adeiling, simulations and syn-
thesis. Modelling often results in non-linear continuousdels needing linearization
and/or model order reduction in order to be applicable foiticd, while simulation can

implement both original and linearized models. For consiithesis standard linear
controllers are verified by design, but the control engirstiimeeds to perform the step
of translating a mathematical description of the contrafito an executable application

*Automation and Control, Aalborg University, Denmark, E-mg@@control.aau.dk
TDepartment of Computer Science, Aalborg University, Denmiasinail:illum@cs.aau.dk
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I:j Abstract D Nonlinear
model hybrid model

UPPAAL i i Simulink
Ton D —{ Parse}— D - Sm@—* D :;LL;PS

Strategy S-function
D Control and DQuantitative
guiding obj. measures
Simulink

RTW [ D Executable

|£ Interface
code

Figure 10.1: lllustration of tool chain for model based coht

that can be run on an embedded platform. Additionally, insiéing of hybrid models
controller synthesis itself is a highly non-trivial task.

In this paper, we present a model-based framework for optovgrol using the re-
cently developed controller synthesis toabRAAL TIGA (Homepage, 2006) in combi-
nation with Simulink (SIMULINK, 2007) and Real-Time Worksp (Workshop, 2007)
providing a complete tool chain for modeling, synthesigydation and automatic gen-
eration of production code (see Fig. 10.1). The framewogkiires that two models of
the control problem are provided: An abstract model in teaina timed game and a
complete, dynamic model in terms of a (non-linear) hybrigtegn. Given the abstract
(timed game) model together with logically formulated ecohtind guiding objectives,
UpPPAAL TIGA automatically synthesizes a strategy which is directly gibed into an
S-function representation of the controller. Now using @ink together with the con-
crete (dynamic) model, simulation results for additionadutitative aspects of the syn-
thesized controller can be obtained. Alternatively, giirgerface code for the specific
actuators and sensors, Real-Time Workshop allows for thergéon of production code
implementing the synthesized controller.

The framework is presented through an industrial case stadyed out in collab-
oration with the company Skov A/S specializing in climatenttol systems used for
modern intensive animal production. For such systems it é&weme importance that
the climate control work properly, since a failure can resuthe death of entire batches
of animals and in turn loss of revenue for the farmer. In tlustext aproperly func-
tioning control system should additionally provide a cortdble environment for the
animals.
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10.2 Climate Model

In (Persis et al., 2006, 2007), a dynamic model for a pig sttt is both nonlinear
and hybrid and a verified stable temperature controller eas Ipresented. We show in
this paper that our framework allows for automatic generadif the controller presented
in (Persis etal., 2006, 2007), and moreover that our framemakes it straight forward
to obtain and implement extended controllers, e.g. by tlioly humidity control.

In Section 2 we describe a dynamic, zone-based climate nfiodgie evolution of
temperature in a pig stable. In Section 3 we briefly describeAAL TIGA together with
the notions of timed game, control objective and strate@estion 4 is the main section
giving a detailed description of how the climate controlemodelled and synthesized
with UPPAAL TIGA. Numerical results are presented in Section 5, and corncissre
given in Section 6.

10.2 Climate Model

In this section, we introduce the dynamic climate model desgg the evolution of
temperature in a pig stable. The presented model is zond kmsencept where the pig
stable is divided into distinct climatic zones, and wheeezbnes interact by exchanging
air flow. The idea is illustrated in Fig. 10.2 where a stablgagtitioned intoN subareas,
and where the zones exchange air flow.

Zone 1 Zone2 [ e ZoneN

Figure 10.2:N zones.

Though it would be relevant to model temperature, humidt)2 and ammonia
concentration we initially limit ourselves to modeling griemperature, in order to il-
lustrate the zone concept. It would though be easy to indhédelisregarded climate
parameters since the mixing dynamics are, roughly, idahtic

Assumption 10.2.1 Climatic interdependence between zones is assumed duialygh
internal air flow.

With assumption 10.2.1 we thus neglect radiation and ddfugtc. between zones,
claiming they are negligible compared to the effect fromihginternal air flow. Besides
internal air flow a zone interact with the ambient environtrignactivating a ventilator
in an exhaust pipe and consequently opening a screen testt &ir into the building.
Air flowing from outside into the™ zone is denoted" [m*/g], from inside to outside
Q™" [m? /. Air flowing from zonei toi+1 is denoted); ;41 [m? /s (air flow is defined
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positive from a lower index to a higher index). A stationaowflbalance for each zone
¢ is found:

Qi1 +Q"=Q;iy1 + Q" (10.1)
where by definitior)y ;1 = @n n+1 = 0. The flow balance is illustrated in Fig. 10.3
using the following definitionsfz]* £ max(0, z), [z]~ £ min(0, z).

Tinan
|
[Qi—l,i]+ [Qi,i+1]Jr
> —>
Zone: — 1 Zones Zonei + 1
-1 <1
(Qi—14]" (Qi,it1]™
A
Qr

Figure 10.3: lllustration of flows for zone

In accordance with (Janssens et al., 2004; Arvanitis e2806) and taking into
account the flows leaving/entering ti#@ zone, the following model for temperature
evolution is easily obtained.

dT; :
—V; = TN — T,QR" + [Qi14] T Tim1 — [Qim1,i] T

dt
ul + W}

PairCair

(10.2)
—[Qiir 1) T + [Qirir] Tiga +

whereV; [m?] is the zone volume73™ [°C] is the ambient temperatur§", Q"
is the inflow and outflow respectively:;r [J/(kg'C)] is the specific heat capacity of
air, pair [kg/m?] is the air density. u! [J/g is the controlled heating ant’} [J/9]
is heat production from the pigs. For the actuator signalgimmam values exists
QR ¢ [0,Q™M], Qin e 0,Q™M], ut € [0,ul™]. The disturbance is not known
but boundedV} e (W, WM.

In (Persis et al., 2006) a temperature controller for theehot(10.2) is presented.
The presented controller is a multi-zone controller, itecpnsists of V individual con-
trollers. The controller is event-based, and only chantgesontrol action when certain
boundaries are met or a neighboring zone changes its cautioh. The controller in
(Persis et al., 2006) is designed to solve a two player gagw¢tic problem following
(Lygeros et al., 1999) at each time a state has changed ongelracoordinating vari-
ables take place. Each controller maintains a set of coatidig variables’ that holds
information about the controllers willingness to exchaagdlow with the neighboring
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zones, and only if two neighboring zones agree to the exahaigwill flow between
the zones.

The control actions available to controller is the heatiigopening of the inlets
Q" and turning on the ventilatol®". The controller has two “modes” heating up and
cooling down, and an initial mode set to either one. We rerspdcifically that opening
of the inlet is not enough to force air into the zone. This geanphysical system air
has to be removed either by operating the ventilator or bynigas neighboring zone
extract air. The controller operation in zohis as follows: When heating up ventilation
is closed and heating is turned on. If in addition a neighlmorezhas warmer air than
in the current zone, the controller will inform the neighingrzone’s controller that it
would like to receive the warmer air. Only if the two zonesesgto exchange air will
the controller in zoné turn on its ventilation fan extracting warm air from one oéth
neighbor zones. When cooling down, the heating is turnecttodf,inlets opened and
the ventilation fan is turned on. The controller will in atidin inform the two neighbor
zones, that it would like to “give away” air thus forcing mdresh air into the zone.

10.3 Timed Games, Control Objectives and Strategies

UpPPAAL TIGA is a tool for solving control problems modeled as (networstimed
game automata (Homepage, 2006). As an example consideotilcproblem in
Fig. 10.4, where a central controll€ris to maintain the temperature of two tanis,
andT, above some critical minimum level, sayC.

Each tank is modelled as a timed game automaton with locédi@h indicating
that the temperature in the tank is betw&@hC and100°C. Similarly, theLow loca-
tions indicate a temperature betwelyiC and15°C and theCri t i cal locations that
temperature is below"C. The controlleiC has the possibility for heating either tank
thus lifting (or maintaining) its temperature to tHegh level; the act of heating is mod-
elled as synchronizations on the chanrelsandh,. The guardg > 1 on the clockz
of the controller enforces that heating action£odire seperated by at ledstime-unit.
The dashed edges in the two tanks represeabntrollabldaransitions for lowering the
temperature (fronHi gh to Low and fromLowto Cri ti cal ) in a tank in case no
heating action of the controller has taken place for a aettaie period; e.g. the guard
3 < x AX < 4 indicates that the temperatureTin may drop fromHi gh to Lowat any
moment betweef and4 time-units since the last heating of the tank.

Control purposes are formulated aoht rol :  P”, whereP is a TCTL formula
specifying either a safety propertyA[(] ) or a liveness propertyA<> ¢). Given a
control purpose,control :  P”, the search engine of RPAAL TIGA will provide a
strategy(if any such exists) for the controller under which the bebawrof the model
will satisfy P. Here a strategy is a function that in any given state of timeeg@aforms the
controller what to do either in terms of “performing a cotiible action” or to “delay”.
In our tank example of Fig. 10.4 the control purpose may befdated as¢ont r ol :
A[] not(T;.Critical or T,.Critical)” Endeed there is a strategy guaran-
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h1? x=0 h2? y=0

3<=x&&x<=4 | High h2?

y=0

h1? 3<=y&&y<=4 | High
x=0

x=0 y=0
Low - Low
1<=X && X<=2 | 1<=y && y<=2 !
é Critical é Critical
Decide

c0 : choice_t, c1 : choice_t,

heat : intbool_t, in : intbool_t,

out : intbool_t

flow_balance(c0,c1,in,out)

c[0] = cO0,

c[1l] =c1,

heater = heat,

inlet = in,

outlet = out, C

temp_derivative =
compute_temperature(c0,c1,in,out,heat),

obj_val = obj_func(c0,c1,in,out,heat)

Init ‘ )

Ji)gmded

reset_variables()

state_changed?

Figure 10.4: Two Tank Temperature Control Problem.

teeing the safety property involved (i.e., t@ei t i cal temperature level is avoided in
both tanks). In the case when the two tanks are both havingvatemperature level
the strategy provided by RPAAL TIGA requests the controller to he@t whenever
2<yAnl<zAy <X)V(2<XxAl<z)Aly <1VXx <Yy)). Incase
(2<yAl<zAX <1)the strategy suggest to hélat Interestingly, it may be shown
(as discovered by PPAAL TIGA), that for slower controllers (e.g. replacing the guards
z > 1 byz > 2) no strategy exists which will ensure our control purpose.

UPPAAL TIGA is integrated in the BPAAL 4.0 framework permitting the use of
discrete (shared or global) variables over simple or stirect types (arrays and recods)
including user-defined types. Functions can be declared)Silike syntax and used in
guards and update statements. Edges have an additiorzlstatement as a shorthand
notation for all edges that satisfy the statement.

10.4 Modelling

In this section, we give a detailed description of how thenalie controller has been
modelled in WPPAAL TIGA. We divide the description into a model section and a prop-
erty section with guiding.
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10.4.1 The Models

The compound model consists of three kinds of automata, éflghbor automaton, an
auxilliary automaton, and controller automaton. Each ekthare described in turn in
the following.

Neighbor Automaton

The neighbor model is an automaton with just uncontrollatalesitions that can change
the observable variables of the neighboring zone. The &i@fdr the neighbor automa-
ton is depicted in Fig. 10.5 and is instantiated with a patamed which can take the
values 0 and 1 to indicate the left and right neighbor.

templ[id] = Itemp]id],
check_hotness_integrity()
state_changed!

state_changed!
nfid] =c

Figure 10.5: Neighbor Automaton.

Each neighbor has a varialle@np that discretizes the temperature information of
the neighbor to eithefOTTER or COLDER than the control zone. Furthermore, there
is a variablen that holds the values of the interaction variables of thegmaor. The
variablen, which can take any of the valu®\NT, HAVE andNElI THER (encoded as
the typechoi ce_t), is used to indicate whether the neighbor wants air flow ftben
control zone, wants to deliver air flow to the control zonedoes not want to exchange
air flow with the control zone. To switch the temperature ofegghboring zone, the
environment can take the uncontrollable transition at tpedf Fig. 10.5. The call to
the fucntioncheck _hot ness_i ntegrity() on the transition is explained below.
The bottom transition uses speciaPkhAL TIGA syntax for select statements. This is
shorthand notation for the three cases wiietakes on any of the values ohoi ce_t,
i.e., the environment can set the control variables of thght®r to any kind of desired
interaction. Whenever the environment changes an observatibble it synchronizes
over the channedt at e_changed with the controller, to allow the controller to change
the control strategy. This way we keep a strictly alterratiame where the controller
reacts every time an observable variable changes value.
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Auxiliary Automaton

To manage the other observable variables, we introduce sitiaay automaton that
allows the environment to change these variables. Theiagxhutomaton is depicted
in Fig. 10.6.

temp[0] == temp[1]
hottest = !hottest
state_changed!

objective = lobjective
state_changed!

Figure 10.6: Auxiliary Automaton.

The final two observable variables that can change are tfisstariableobj ect i ve
which determine whether the control zone shddtthTUP or COOL DOAN (bottom tran-
sition of the automaton). The second variable is a resulhefdiscretization of the
temperature information. The control zone needs inforomedibout which neighbor has
hotter air. This is encoded using the Boolean observablahlahot t est where value
0 indicates the left neighbor is hotter and vice versa fou@d. The environment can
change the value diot t est on the top transition only when either both zones are
either colder or hotter, otherwise the value can becomensistent with the tempera-
tures of the neighbors. The function catheck _hot ness_i ntegrity is used by
the neighbor automaton whenever the temperature changestantee thdtot t est
is left in a consistent state.

Controller Automaton

The controller automaton synchronizes with the auxiliarjoanaton and neighbor au-
tomata over the channsk at e_changed whenever an observable variable changes
values. Upon synchronization, the controller enters thamiited stateDeci de and
the setting of the control variables is determined on thesiteon exitingDeci de. The
controller automaton is depicted in Fig. 10.7

The controller automaton determines the value of five contnables: Two vari-
ables for the interaction with the neighboxs 0] andc[ 1] ) and one variable for
each of theheat er, i nl et andout | et (the latter three are all Boolean variables).
The selection statement on the transition frbeci de to Deci ded guarantees that
all possible settings are considered. The guard statehtesw _bal ance guarantees
that no inconsistent control state wrt. air flow is consideiee., whenever air is flow-
ing out of a zone, air is flowing into the zone (see AlgorithmaBjl vice versa. After
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Decide c0 : choice_t, c1 : choice_t,

heat : intbool_t, in : intbool_t,
out : intbool_t

flow_balance(c0,c1,in,out)

c[0] = cO,

c[1l] =cl,

heater = heat,

inlet =in,

outlet = out,

temp_derivative =
compute_temperature(cO,cl,in,out,heat),

obj_val = obj_func(c0,c1,in,out,heat)
Init ‘

Decided

state_changed?

reset_variables()

Figure 10.7: Controller Automaton.

updating the control variables the combined impact of therob variables and the ob-
servable variables on the temperature of the control zooengputed using the function
conput e_t enper at ur e. We refer toobj _f unc later, when we talk about guiding.

Upon entering the committed locatidbeci ded the transition back td ni t is
taken immediately which resets all the control variableBisTs merely a step to min-
imize the state space since, as we shall see, the effect aftiteol decision is only
important inDeci ded.

Algorithm 5 Procedure to guarantee that the flow balance is satisfied.

proc fl ow bal ance(cO,cl,in,out) : bool

1: bool o = out || (n[0]==WANT && c0==HAVE) || (n[1]==
&& c1==HAVE)

22bool i = in || (n[0]==HAVE && cO==WANT) || (n[1]==HAVE
&& c1==WANT)

3 return 0 == i

Discretization of the Temperature Derivative

Since the model is discretized such that the controller dog¢&now the exact temper-
ature of the neighboring zones, this needs to be reflectdtkicamputed temperature
derivative.

We choose to let the different control parameters conteitbat

the temperature derivative according to the table to thet.rig Heater:
The values for the airflows correspond to opening the oudlet f Inlet: -7
and getting air only from the specific source. Given that thé'r?“tfr "t?'ghbor
fan capacities are fixed, getting air from multiple sourcéls w cgldeessf:
share the capacity. E.qg., getting air from both (hotteryhkeors [Coider neighbor
- hottest:

- coldest:

[¢)]

=N

Ho -
S
O
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would yield a contribution of 1 from the hottest and 0.5 from

the coldest, resulting in a total contribution of 1.5. Fertiore,

having multiple sources of outflow increases the inflow dbatron proportionally, e.g.,
allowing the inlet to give a total contribution of -21 by opeq the outlet and providing
air for both neighbors.

Computing the Temperature Derivative

As we saw above, the fans have a fixed capacity that might wedhanong the different
sources of outflow. Since this can result in a non-integralrdoution and WPAAL
TIGA only handles integers, we need to multiply these contrmstivith an apropriate
factor to guarantee integral values. Since a single sodimetfiow can be shared among
up to three sources of inflow, we choose a constafit CONTRI BUTI ON=6 to denote
the available contribution per outflow source as this cambegrally shared among the
potential inflow sources. This has the added effect that veel @ multiply the heater
contribution by six as well, to keep the proportions.

The function for computing the temperature derivativesteld in Algorithm 6. Lines
1 and 2 compute the contributors to air flow in and out of theezdfor outflow, this,
in order, corresponds to 1) is the outlet open, 2) is air flgwfhom the control zone to
the left zone, and 3) similarly for the right zone. The conapion is analogous for air
flowing into the control zone.

The value ofanp computed in line 3 is the contribution for each inflow givee th
total outflow. Now, the return statement computes the tdtateof the control decision
by using the table above and the amplifier for each inflow daution. Note that the
heat contribution is also amplified to keep the the proposgidefined above.

The final two negative parts of the contribution are used tlicate that giving air
away cools the zone. These are used as incentives to let tt@lber offer air when it
wants to cool. The reason is that when the controller is usatl zones we can imagine
the situation when one zone needs to cool and a neighbor Wardit to heat up. In
the control situation when neither are interacting, onehefzones need to intiate the
cooperation, and this is accomplished with the given irigest Note that these values
are negligible in the overall contribution.

10.4.2 The Property

In order to synthesize the controller, we need to specifyptioperty that the resulting
controller should synthesize. An immediate choice would be

¢=control : A[]Controller.Decided inply

10.3
(objective ? 1 : -1)+tenp_derivative >0 ( )

1Recall that we switched the sign of the temperature deratien the objective is to cool down.
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Algorithm 6 Algorithm for computing the temperature derivative.
proc conpute_tenperature(cO,cl,in,out, heat)
i nt
1:int outflow = out + (cO==HAVE && n[ 0] ==WANT) +( c1==HAVE
&& n[ 1] ==WANT)
22int inflow = in + (cO==WANT && n[ 0] ==HAVE) +( c1==WANT &&
n[ 1] ==HAVE)
3int anp = (outflow * OUT_CONTRI BUTION) / inflow
4: return OUT_CONTRI BUTI ONx 5+ heat
anmp* (cO0==WANT && n[ 0] ==HAVE ? (tenp[0]? (!hottest?
:1) : ( hottest? -2:-1)) : 0)
anmp* (c1==WANT && n[ 1] ==HAVE ? (tenp[1l]? ( hottest?
:1) : (!hottest? -2:-1)) : 0)
amp*(in ? -7 : 0)
- (c0==HAVE) - (c1==HAVE)

+ N+ N+

In other words, invariantly whenever the controller entBeci ded, the value of
tenp_deri vati ve should be greater than zero when heating is the objectivéeaad
than zero when the objective is cooling. However, this prgpeould be satisfied by
the simple controller that never interacts with the neighlamd turn on the heater when
the objective is heating and opens the inlet and outlet whembjective is cooling.

Guiding

With the property above we can determine whether we carfétis main objective or

not. Now, we define an objective function calletlj _f unc that will guide the con-

troller synthesis process while also satisfying the priypginoveé. Given an appropriate
objective function, the following property can be used tidgtthe controller synthesis
process:

¢= control : Al] ZC Decided inply forall (cO : <choice_t)
forall (cl : <choice_t) forall (in : intbool _t)
forall (out : intbool _t) forall (heat : intbool t)

flow _bal ance(cO,cl,in,out) inply
obj val >= obj _func(cO,cl,in,out, heat)

In plain words, the property states that it should hold iraatty that whenever the
controller makes a decision and enters the locaileni ded, then for all other possi-
ble controller choices that satisfy the flow balance, the matexd objective function is

2To satisfy both properties we use conjunction, but do nduifethe conjuction to simplify properties.
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smaller or equal to the choice made. In short, the contrall@ays chooses a configu-
ration of the control variables that maximizelsj _f unc among all valid choices.

The simplest objective function is to usenput e_t enper at ur e, but to com-
pensate for the sign depending of the objective as (10.3)eabbhis guiding proccess
will produce a controller that maximizes (minimizes) thenperature derivative for ev-
ery control decision. An alternate strategy is to define thjedive function over some
sort of energy consumption by, e.g., penelizing turninglenteater or fan, thus, opti-
mizing towards energy optimality.

10.4.3 Controlling Humidity

As mentioned in (Persis et al., 2006), the climate contraleuld, ideally, be extended
with the ability to control the humidity in the stable as welowever, the approach
outlined in (Persis et al., 2006) makes this extension ateditrategy, since the increase
in oberservable variables creates exponentially more ganaiions.

Changing our model to accommodate for humidity as well, iregLa slight modifi-
cation to the models along the lines of how the temperatusemadelled. Furthermore,
the objective function needs to represent the effect of egatpre and humidity with a
simple value. Note, that neither the controller automatonthe property changes, as
the set of controllable variables remains unchanged.

To discretize the humidity readings of the neighboring zpranalogously to the
temperature representation, we introduce a Boolaar d variable for each zone and
anor ehum d variable to determine which of the neighbors have air with iilghest
humidity. Obviously, there are constraints on consistamtable assignments for the
three variables in the same way as for the temperature lesiab

To incorporate the variables in the model, we need an extanirollable transition
in the neighbor automaton, that can change the value of #peotivehumi d variable.
This is followed by a consistency check on timer ehuni d variable. Moreover, we
add two extra uncontrollable transitions to the auxiliangyoenaton, one to change the
nor e_huni d variable, and one to change the objective with respect tdditymvhich
is encoded in the variablgecr ease_humi di ty. These are all the changes needed
to the automata.

We incorporate humidity information in the objective fuioct in a similar fashion
the temperature model with the exception that humidity dmg an upper limit, so
the objective is either to decrease the humidity or ignoeehbimidity. Thus, when
decr ease_hum di t y has value false, the humidity contributes nothing to theobj
tive function. Otherwise, the contribution is given as irgétithm 7 where a postive
value indicates a decrease in humidity. In the algorithmp is computed as for the
temperature contribution. The positive contributionsfamen opening the inlet (contri-
bution of 5) and getting less humid air (contribution of 2 floe least humid air and 1 for
the most humid). Receiving more humid air from a neighborages contributes neg-
atively. Finally, we encourage a zone to interact, if a ne@ing zone has less humid
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air, even if the zone does not want to interact (first two pafrthe sum).

Algorithm 7 Humidity contribution to the objective function
1 return ('hum d[0] &% cO == WANT ? 1 : 0) + ('humd[1l] &&
cl == WANT ? 1 : 0)
+ anmp*(cO0==WANT && n[ 0] ==HAVE ? (humi d[0] ?
(! rmorehumi d?-2:-1): ( norehuni d?2:1)) :0)
+ anmp*(c1l==WANT && n[ 1] ==HAVE ? (hum d[1] ? (
nmor ehum d?-2:-1): (! norehum d?2: 1)) :0)
+ anpx(5*in)

The objective function is constructed with a weight paranbetween the tempera-
ture derivative and the humidity parameter with changiregsign of the temperature as
above. The weighing can be altered to generate differeritaters, which later can be
compared in some appropriate fashion as discussed in B4€i6.

10.5 Results

In this section, we present some numerical results whereathieoller generated by iJ
PAAL TIGA has been simulated in Simulink using realistic values ferrttodel (10.2).

The Tool Chain

According to Fig. 10.1, to generate production code for {iveate controller of the pig
stable, we need to transform the output format efPdAL TIGA to input for Simulink.
Simulink allows input of so-called S-functions which arewuprovided C-code that can
be used within the Simulink model. We have build a script Wwhekes WPAAL TIGA
strategies as input and delivers S-functions as output. Silmulink model with the
S-function can be used to either run simulations of the @blst or generate Comedi
compliant production code through Real-Time Workshop. dbee generation is real-
ized through a Comedi library for Simulink (Jessen et alQ6ti).

Numerical Results

We have synthesized two types of controllers using the nsodescribed above. One
controlling only the temperature, and one controlling bismperature and humidity.
In the first experiment, we synthesized a controller for terafure only as explained
in Section 10.4. Due to limited space, we choose not to irclin graphs for the
experiments, as the synthesized controller is identicah&b of, (Persis et al., 2006,
2007). As in (Persis et al., 2006, 2007), the controller kebavell under simulation
and keeps the zone temperatures within the given bounds.
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Figure 10.8: Active time for heaters and fans for differemtrollers. The number (x/y)

indicate an objective function using x percent temeratunetrioution and y percent
humidity contribution.

] | ! s > \
E i z NI g g ' i
[y £ g 3
£ e bR RTINS g g 98 RS
-3 [REIERE T 5 [ £ -] ' |
S b u e e ety 2 IR 5 z AV
= 1855y (R TR i 1 | \ \ ) = o6 N |
A e 10 NI CR 3 F\ ¢ '
RNV SRR R F | ER AR (R y A
v s FARIA
PR VIR S T O 98 A 04 g4
ALY 151 ) W
[ I L Iy }
9.6 ’ | 9.2 | 4
i 3 1
175 1l .
9.4
17 9.2 1 8.8
o 1000 2000 3000 4000 0 1000 2000 3000 4000 0 1000 2000 3000 4000 o 1000 2000 3000 4000

Figure 10.9: Simulation results for temperature and humidhen guiding towards a)
75% temperature and 25% humidity and b) vice versa.

In order to illustrate the guiding specification irrBAAL TIGA a number of different
controllers are simulated in Simulink. A weight is put on tigective function guiding
towards temperature or humidity control. The simulatioansgio is as follows: The
stable is partitioned into 3 zones, and the thermal bountasgt to[18 20] and for
humidity [9 10] for all three zones. The initial conditions are seflto= 19, T = 18
andT; = 17, H; = Hy, = H3 = 11. All the conducted experiments stear the state
to the defined boundaries in finite time, but initially som&tes are steared away from
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the boundary. In order to quantify and compare the diffecemirollers the total time

when the heat or fan are on is recorded. The result is illtetrim Fig. 10.8. The results

show, that the controllers can be divided up into two catiegpione from 0% to 40%

temperature guided, and one from 45% to 100%. The contsaltethe latter category

use less heat and fan capacity than the controllers in tinesfocatagory, indicating that
the former are preferred controllers. However, Fig. 10.8nwshhow the temperature
and humidity are controlled for controllers in both catager As it can be seen, the
controller with more heat and fan activation (25/75) reacaestable state faster than
the controller with less activity of heaters and fansThus, the choice between the
controllers is not immediately clear, but the quatificasiaan be used by the control
engineers to make an informed choice.

10.6 Conclusions and Future Work

In this paper, we have presented a complete tool chain fonaatic controller synthesis
from timed game automata models to production code. Foibstbck production case
study, the controller synthesis process has enabled,ghrguiding, to synthesize an
identical controller do that of (Persis et al., 2006, 200#e controller in (Persis et al.,
2006, 2007) was synthesized in a tedious manual way, whaibadtes the importance of
a simple automated process. Note that the notion of time wasatessary in modelling
our controller, however, we chooserBAAL TIGA because the tool was available and
one the only ones of it’s kind.

Furthermore, the model was easily extended to include htynighich was left as
a matter to explore in (Persis et al., 2006, 2007), but neuesyed due to the heavy
time requirement of the added exponential complexity. Vdithappropriately defined
weighted objective function, RPAAL TIGA was used to synthesize a controller capa-
ble of regulating temperature as well as humidity in a maifeseconds. A number of
controllers were synthesized with variying weights betvesmperature and humidity,
and all were able to reach stable temperature and humiditglitons in Simulink sim-
ulations. Simulink was further used to track the heat andafaivity for the different
controllers, in order to allow for comparison of differemntrollers. This can be a very
effective strateqgy for differentiating controllers andoling an appropriate one among
a number of controllers satisfying the conditions. As fatuork, we want to continue
conducting experiments in the real life pig stable providgdkov A/S in order to eval-
uate the different controllers capacity of controlling ferature as well as humidity in
a real life setting.

3Simulation results for all controllers can be found at thgguowebsite, (Web, 2007).
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CHAPTER
ELEVEN

Experimental Results

An experimental facility has been established in the norntpart of Jutland - see (Jessen
etal., 2006a,b). This chapter presents results from exgats conducted at this facility.

11.1 Game Controller Temperature Results

As described in the enclosed articles the stable is par&tointo three zones, each
having individual ventilation components. There are norats in the stable, instead
a central boiler is used to generate heat in the three zonkereTare no sensors to
quantify the amount of heat delivered to the three zoney, thiel position of the valves

controlling the amount of water to the radiators are knowme €onducted experiments
are summarized in table 11.1.

Exp | Fan | Pig Heat | Zonel Zone2 Zone3
1-1-1| 0-0-0 10-10-10, 8-10 8-10 8-10

1-1-1| 0-0-0 10-10-10f 10-12 10-12 10-12
1-2-1| 4-4-4 6-6-6 | 14-16 12-14  14-16

W N~

Table 11.1: Configurations for conducted experiments.

There are five ventilation outlets in the experimental fagibnd in (Jessen et al.,
2006b) it is illustrated that fan 2 and fan 4 are at the zonentlaty between zone 1
(3) to zone 2. The fan column in table 11.1 refers to the corditpn of fans for the
individual zones where 1-1-1 means that fan 2 and fan 4 ativiean the experiment.
Only the valve position is known, the pig column, therefoeders to the constant offset
in valve position for the three zones that represent the piggt in the stable. A value
of 0, thus, means “no pigs” present. The valve controlling dmount of water to the
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radiators can be set in an arbitrary position between 0édlpand 90 (fully open). From
the computer controlling the actuators and as describedessén et al., 2006b) a value
is set from Matlab between 0 and 10 giving a linear relatiotihéoopening degree. Both
the Pig and Heat column refer to this number.

Following (Persis et al., 2006, 2007) heating should besetaximum whenever
the controller has to heat up. When the fan is operated in a tdsalways set to
maximum speed attracting either warm air from a neighbarge (to heat up) or cold
air from outside (to cool down). The inlets should be set sbttie required flow balance
is fulfilled, but how this is accomplished in practice is ntdgas. Local controllers are
implemented around the inlets taking a reference valuedsivd and 10 giving a linear
relation between closed and fully open (Jessen et al., 2008ball the experiments
inlets are set to 5 when they only deliver cold ambient to thieezin which they are
placed. If more than one zone needs air, inlets are set toua wdl10. The sampling
interval is set to 1 [min].

11.1.1 Experiment 1

Figure 11.1 illustrates the recorded temperature in theetkiones for the configuration
in table 11.1.

Temperature [°C]
~
T
L

0 20 40 60 80 100 120 140 160 180 200
Time [60s]

Figure 11.1: Experiment 1. Zone temperature and ambierieesture.
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In this experiment the temperature interval is sef8tol0] “C for the three zones.
As figure 11.1 illustrates, the controller seems to fulfi# dualitative requirements: 1)
The temperature oscillates between the upper and loweidhana 2) The temperatures
in the three zones are “close” to thlgermal region Figure 11.1 shows that there is
an undershot when hitting the lower bound. To inspect thismane detail figure 11.2
illustrates a zoom on the time intenj@b 40] for temperature (T), inlet (1) and heating
(H) for zone 1, 2 and 3.

12 1 12t 1
10 | 10 {—"7 10 [ —
| .l |
— 8 8 | 8t B
o |
| (. |
g - \
g 6 6 ‘ 1 s
5 ‘ \
— — —
4t ‘ 4t | ab ‘
| H |
. | . I I
| | =
| 1 —
\ ——H
0 ‘\\ 0 i H 0 T
20 30 40 20 30 40 20 30 40

Time [60s]
Figure 11.2: Experiment 1. Zoom on time interval from figuiell

As seen in figure 11.2 there is a small delay after the lowendas hit before
heating is turned on. This is caused by the implementatioth@fcontroller, which
causes a 2 sample delay from measurement to actuation, exptdins the undershoot.
After the lower bound is hit all three zones are heated up,batld zone 1 and zone 2
consequently hit the upper bound and then start to cool dgamaln figure 11.1 it is
seen that zone 3 does not reach the upper bound but still dowis after approximately
85 minutes. To investigate this in more detail figure 11 issiitates a zoom on the time
interval [75 100].

As figure 11.3, shows the temperature in zone 3 “just misselsit the upper bound,
and after zone 1 and zone 2 are cooled down heating is aplyairadequate to raise
the temperature.
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Figure 11.3: Experiment 1. Second zoom on time interval ffigowre 11.1.

11.1.2 Experiment 2

Experiment 2 is a replica of the configuration in experimerexcept that the specified
temperature interval is changed[i® 12]°C. The resulting temperatures for the three
zones are illustrated in figure 11.4.

Experiment 2 illustrates the same kind of qualitative béraivom the controller as
seen in experiment 1. Figure 11.5 presents a zoom of figuee fidm the first time
the temperatures are close to the specified lower bound. Hree graphs in figure
11.5 are from zone 1, 2 and 3 respectively. The second aratighaphs illustrate that
approximately after 45 minute%; is greater tharf’s while the controller in zone 2 is
trying to cool down and the controller in zone 3 is trying t@hap. The inlets in zone
2 are consequently opened fully. As the temperature in zohi#s2he lower bound
heating takes place with warm air from zone 1. As seen in teednaph in figure 11.5
the temperature in zone 1 “just misses” to hit the lower beand after both zone 2 and
zone 3 are heated up the controller in zone 1 is unable to @ahdZone 1 is actually
trying to cool down even though the temperature is rising.

160



11.1 Game Controller Temperature Results

Temperature [°C]

4 1 1 1 1
0 50 100 150 200 250

Time [60s]

Figure 11.4: Experiment 2. Zone temperature and ambiernieesture.
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11.1.3 Experiment 3

In experiment 3 the pigs are set to a constant offset of 4 ithedke zones. Subsequently,
when heating is turned on it is set to 6, thus, having maximeatihg capacity. Figure
11.6 illustrates the outcome of the experiment.
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Figure 11.6: Experiment 3. Zone temperature and ambiergeesmture.

As seen on figure 11.6 zone 1 and zone 3 are unable to main&ieriperature
within the thermal region, in fact both zones are trying tathep during the entire
experiment. Zone 2 on the other hand shows the desired lmelmaaind from inspecting
figure 11.6 it is clear that the controller in zone 2 goverres likhavior in zone 1 and
zone 3. Though zone 2 influences zone 1 and zone 3, it is clatittis possible to
maintain different temperature in the zones, but the reguémts given in table 11.1 can
not be fulfilled.

11.1.4 Discussion of Game Controller Temperature Results

The temperature controller presented in (Persis et al§,20007) was originally moti-
vated by the following:

e Zone based control requires more sensors

e Installation costs are high
- Many safety requirements for cabling
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e Battery powered wireless sensors
e Send limited information
e Event based control

The sought solution of the controller is illustrated in figurl.7 where the red circles
illustrate a change in control action.

Tmax

Tmin

Figure 11.7: Wanted solution for game temperature comtroll

Though not all aspects of the presented controller havera#ied with experimen-
tal results, the presented results indicate that the dévéesaperature controller has the
qualitative property as sought in figure 11.7. It is, howeekzar from the experiments,
that a total separation of thermal regions is not possibth thie current configuration
in the experimental facility. The conducted experimentidate that there are some un-
modeled dynamics that influence the experiments. A basimgston in the enclosed
articles is that zones only affect each other by the presefioéernal air flow. But from
the presented experiments this can not be verified or provedgy The key issue here
is the presence of internal air flow, for which no detectorlhesn available. This means
that for a given configuration of fan and inlet settings ité known if the desired flow
balance actually is fulfilled.

The experiments indicates a strong synchronization fothhee zones. This syn-
chronization is caused by the fact that there is not enouglirtgecapacity available in
the experimental facility. At present it is not possible étmclude if this phenomena will
occur if implemented in a real pig stable.
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CHAPTER
TWELVE

Conclusion and Recommendations

In this thesis various aspects related to climate contrva@stock buildings have been
presented along with a survey on literature within climatatml/modelling. The en-
closed articles cover both development environment for clemate control algorithms,
early ideas for performing system identification and a ganeeretic approach to cli-
mate control.

12.1 Summary of Contributions

e In (Jessen et al., 2006b) it was demonstrated how to builtlagfelimate control
system based on readily available hardware and softwarpaoents (COTS). An
experimental facility has been established as a showcasbaifa future system
can offer. This includes a complete tool chain from simolasi using Simulink
to actual implementation on the target platform using Reéale Workshop. The
development of the controller also allows remote moniend control indepen-
dent of the client hardware e.g. a mobile phone or PDA (Jesisah, 2006a).

¢ A novel model for climate dynamics has been introduced basetie concept of
zones. The model is considered both nonlinear and hybrétisdrased on air flow
in 2 dimensions, and is as such a simplification of actual fiwsidie a stable. In
(Jessen and Schigler, 2006c¢) a simulation algorithm usialgstic actuator signals
is presented, along with a technique to build a graphicaletiiog interface in
simulink for zone based climate dynamics.

e Under the assumption of well defined internal flows, it hasnb&t®own (Jessen
and Schigler, 2006a) how to perform parameter estimaticm lofbrid dynam-
ical model. A simple signal vector construction is presériteat easily allows
inclusion of e.g. humidity modelling or heat loss through Building envelope.
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e A verified safety controllerfor temperature is presented yielding a closed loop
hybrid and decentralized control law (Persis et al., 2006g decentralized con-
troller only uses information from neighboring zones ariéetavalues in a finite
set. The controller assumes that flows can be set so thatgheead flow balance
is fulfilled, and it is explicitly proven thaall decentralized controllers jointly ful-
fill the required flow balance.

e A complete tool chain from abstract modeling in UPPAAL TIGAoth simula-
tions and production ready code via Real-Time Workshop mulink has been
presented. The tool chain allows to do easy experimentswfdties for control-
ling both temperature and humidity.

12.2 Conclusion

The very existence of the constructed experimental fadailitd the corresponding com-
puter control of the actuators, proves that it is possibles® freely available software
(e.g. Linux, Comedi, Apache, MySQL, PHP, ssh) and cheapwerelto build a com-
puter system that can deliver the functionality expected fafture climate control sys-
tem. In this thesis it was chosen to use Mathworks productscase for the controller
development cycle. But the use of Matlab and Simulink (andlRéne Workshop) is
not necessarily the best choice for developing future dénantrol systems. Matlab
is an excellent tool for rapid prototyping of new algorithnasd with many build-in
functions for e.g. control engineering it is often the firlsbice for solving a given task.
Adding the fact that one byes Matlab, good support is ndjueapected. However, two
critical points should be considered: Price and modellorgialism. Matlab is reputed
as beingreryexpensive, and for smaller companies this cost could beigdodompared
to the benefits from using this tool. In the Linux and open selwommunity a Matlab
clone like Scilab (website, 2007c¢) is getting more and moatune with respect to sta-
bility, support and user community and with Scicos (wehs2@07b) a complete tool
chain exists that delivers the same functionality as M&8abulink/RTW. With respect
to modelling formalism, Simulink is restricted when modwil e.g. hybrid systems,
since the top level of simulation always is in a time domainthvthe StateFlow tool-
box it is possible to model events, but the level hierarchymat be changed e.g. as in
Ptolemy Il (website, 2007a).

The presented model for temperature dynamics was init@hystructed with the
ambition of having aimplemodel as basis for corresponding simple controllers. It has
however, not been possible to perform experiments to euhklate or reject the pro-
posed model. For control engineering purposes models gh@mdufficiently accurate
meaning that it should be possible to construct a contréllétling certain objectives,
based on the given model. The conducted experiments iedibat it is possible to
maintain the temperature within the thermal zone, whictpsuis the proposed model.
It is, however, necessary to perform more experiments eith aweal stable in order
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to conclude further on the proposed model. In respect of xperémental facility there
are indications that the partitioning into three zonesasrtmuch, yielding a middle zone
that simply is too small.

The parameter estimation technique was motivated by tleedtibaving a step re-
sponse kind of experiment, giving as output all the possitelel combinations of the
dynamic climate model. Initially, an experiment was cortdddeading to the param-
eters of the model for specific internal flow directions usethie experiment. Due to
practical problems with the experimental facility, a set@xperiment with the same
flow direction was never performed, which should have beeud ts validate the found
parameters from the first experiment. Consequently, the cfteleducing all possible
dynamic models was never taken.

When this project was started it was envisaged that a futimexté control system
would use a wireless sensor network to inform about bothatknas well as animal
welfare conditions. This fostered the idea of sending Behinformation in order to save
battery power, which again led to the idea of event basedaorithe game theoretic
approach to temperature control proved to be a sound frankdwodeveloping a rule
based controller capable of maintaining the temperatutieinvihe defined boundaries.
But, a drawback of the presented approach is that it uses 8a@acantrol signal instead
of actuator signals. Due to limited available heating cépait has not been able to
conclude if it will be possible to maintain different therimagions in different zones.
Testing in real life pig stables can reveal this. With resgednternal flow direction
it is should be noted that controller takes values in a finge dt should, therefore,
be possible to verify that the desired flow directions arélfed using e.g. a smoke
generator.

In the introduction it was stated that this thesis would otiysider temperature
and humidity, but humidity has in reality been disregard@&tiis thesis has primarily
dealt with ideas and visions for future climate control sys$, hence, the proposed
techniques are still in a prototype phase. But as demogstimatthe COTS articles it is
straightforward to include humidity both in the developmenvironment of controllers
and in the user interface for monitoring purposes. In theeZdn article, inclusion
of humidity is merely a matter of expanding the vector betweenes, and is, thus,
left for possible future development of ZoneLib. With respt the control of both
temperature and humidity, it was planed to expand the gaewétic approach to also
include humidity as well as temperature. But the time-camag and cumbersome
required work led to the investigation of an automated meder yielding the control
rules. The found tool was kPAAL TIGA, a tool developed at Aalborg University. As
presented in the article submitted for CAV 2007, the tool endigpossible to perform
simulations in which both temperature and humidity is nmeiimed within the defined
boundaries. Whether or not it is possible to maintain bothptmature and humidity
from the rule based controller in a real pig stable, is nowvkmat present time. This is
left for future testing to conclude on.
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12.3 Recommendations

For further work and possible product implementations thlewing recommendations
are given:

168

Perform experiments to validate the feasibility of usingn&bib. Development of
new climate controllers using ZoneLib could possibly rezldevelopment time,
since the simulation can use real actuator signals. Zonehiltd also be useful
for modelling unconventional building structures. Thedity should, however, be
expanded to include more types of actuators.

The results from the parameter estimation should be firthtizgield all possible
models based on the outcome of one experiment. If a simpkoseould be de-
veloped that only had to inform about the direction of theflaiv, the assumption
of guaranteed internal airflow would no longer be neededll gassible models
were deduced, a controller could choose the model that ledsett fit to control
the climate after - see e.g. (Jessen, 2006).

The game theoretic approach to controller synthesis iscbasean ideal model
with flow as a control signal. If the parameter estimationceoure could be
linked to the game controller, this synthesis procedurelevautomatically give
the actuator signals, thus, giving a fully automated cadletirgynthesis.

Farmers learn that draught is lethal for the pigs and it shtel avoided at all
times. With the parameter estimation model it is possibléeduce the influence
from operating actuators in one zone on a neighboring zoieis,Ta controller
can be made that solves a constraint that all actuator sighalld yield zero flow
between zones.

If the every day life of the farmer should change in order toage larger pro-
duction facilities, the entire production needs to be aw@i®n. Before this can
happen, welfare sensors are needed as well as the pogsibilitonitoring the
production status. The presented framework is ready fdn sugystem, once it
becomes available. The idea of using a database as inteloc@mipintegrator (or
“glue”) easily allows for the inclusion of different simalteous controllers. The
climate controllers do not need to know if the reference pfainclimate (in the
database) is set by a farmer or a different control loop.

This thesis has not dealt with fault detection, but the zareept facilitates this,
using the extra sensors. It is, therefore, recommendedséstigate this in more
detail and let the result be linked to the computer systenichvtould automati-
cally inform the farmer, in case of a fault, or the company®éng the ventilation
system.

During a blizzard, a snow scraper truck destroyed a telecamcation box at
the roadside to the experimental facility, leaving the rentirea without wired



12.3 Recommendations

communication. In the proposed setup the computer systesithe Internet for
remote monitoring, but in the reported incident, commutidcewith the computer
was impossible. For a farmer monitoring the climate thisldde severe, and it
is, therefore, recommended to install e.g. a gprs modens, gfiuing an extra
communication line from the computer.
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