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A Temporal Convolutional Network for EMG
Compressed Sensing Reconstruction

Abstract

Electromyography (EMG) plays a vital role in detecting medical abnormali-
ties and analyzing the biomechanics of human or animal movements. How-
ever, long-term EMG signal monitoring will increase the bandwidth require-
ments and transmission system burden. Compressed sensing (CS) is attrac-
tive for resource-limited EMG signal monitoring. However, traditional CS
reconstruction algorithms require prior knowledge of the signal, and the re-
construction process is inefficient. To solve this problem, this paper proposed
a reconstruction algorithm based on deep learning, which combines the Tem-
poral Convolutional Network (TCN) and the fully connected layer to learn
the mapping relationship between the compressed measurement value and
the original signal, and it has been verified in the Ninapro database. The
results show that, for the same subject, compared with the traditional re-
construction algorithms orthogonal matching pursuit (OMP), basis pursuit
(BP), and Modified Compressive Sampling Matching Pursuit (MCo), the re-
construction quality and efficiency of the proposed method is significantly
improved under various compression ratios (CR).

Keywords: FElectromyography; Compressed Sensing; Temporal
Convolutional Network; Reconstruction

1. Introduction

The health detection system [1] has gradually formed a trend of collect-
ing the physiological signals of the human body with small and portable
biosensors. It transmits the data wirelessly through the central node to the
telemedicine center and provides it to doctors for data analysis and medical
diagnosis. The monitoring system has less load and impact on the human
body and can implement real-time monitoring through continuous and un-
interrupted signal transmission.
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As a bioelectrical signal, EMG can be processed to detect medical abnor-
malities, activation levels, recruitment orders, or the biomechanics of human
movement [2]. Catacora et al. [3] proposed a novel dual differential amplifier
for electromyography (EMG) measurement, which uses only three electrodes
to measure sEMG signals and is suitable for portable and wearable sys-
tems. Charn et al. [4] proposed a capacitive electromyography monitoring
system that overcomes the limitations of contact electromyography moni-
toring systems by using capacitive sensing methods. However, long-term
EMG monitoring will generate large data storage, and wireless transmission
will consume vast energy for real-time monitoring signals [5, 6]. Therefore,
compressing EMG signals is needed to reduce energy consumption. Discrete
wavelet transform [7, 8, 9], discrete cosine transform [10, 11, 12], discrete
fourier transform [13] and other lossy compression techniques based on do-
main transform are widely used in signal compression. However, these meth-
ods are based on fully sampled signals, which is inefficient [14]. In addition,
the sampling frequency in Nyquist sampling [15] must be greater than twice
the maximum frequency of the sampling signal to accurately recover the
original signal, which will lead to a waste of resources.

As an emerging data compression technology, compressed sensing (CS)
[16] solves this problem well. It performs linear measurements on the origi-
nal signal through under-sampling technology [17] and reconstructs it using
several measured values. Therefore, CS can be applied to remote EMG mon-
itoring. Since compression is a simple linear operation, the complexity of the
calculation at the acquisition end can be reduced.

The CS theory mainly includes three aspects. The first aspect is to an-
alyze the sparsity of the signal. The sparsity of the compressed signal is a
prerequisite for applying compressed sensing technology. However, in prac-
tical applications, there are very few signals sparse in the time domain, so
there is research on signal sparsity. Most signals that are not sparse in the
time domain can be transformed into sparse ones in other domains. The
commonly used sparse basis is the Fourier orthonormal basis, discrete co-
sine orthonormal basis, wavelet orthonormal basis,etc. The second aspect
is the design of the measurement matrix. When the measurement matrix
compresses the original data, it retains the original signal’s core information
and reduces the signal’s data volume. The measurement matrices can be ei-
ther a random measurement matrix or a deterministic measurement matrix.
The advantage of the random Gaussian matrix and the random Bernoulli
matrix is that they can satisfy Restricted Isometry Property (RIP) [18] with
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overwhelming probability. RIP is a beneficial condition that ensures good re-
covery performance. The deterministic-based measurement matrices are very
useful because random matrices require embedded microcontrollers equipped
with floating-point units to perform operations with floating-point numbers.
If the measurement matrix is deterministic, the embedded microcontrollers
do not need to generate or store random numbers, so the encoder is sim-
ple. The third aspect is the selection of the reconstruction algorithm. The
function of the reconstruction algorithm is to reconstruct the original signal
according to the original signal information contained in the compressed mea-
surement value. So far, the commonly used reconstruction algorithms mainly
fall into three categories: convex optimization algorithm, greedy algorithm,
and combination algorithm.

As an algorithm with high reconstruction accuracy, the convex optimiza-
tion algorithm transforms the solving of non-convex optimization into convex
optimization. It uses the minimized norm instead of the norm. The most
commonly applied convex optimization algorithm is basis pursuit (BP) [19].
The greedy algorithm orthogonalizes the new atoms generated after the iter-
ation, and the least square method is employed to approximate the optimal
solution of the original signal. It reduces the number of iterations and ac-
celerates the convergence, and its representative algorithm is the Orthogonal
Matching Pursuit (OMP) [20]. Compared with convex optimization algo-
rithms, it simplifies the operation at the loss of reconstruction accuracy.
Nowadays, some greedy class reconstruction algorithms have the same accu-
racy as convex optimization, such as subspace pursuit(SP) [21]. The combi-
nation algorithm reconstructs the original signal through the grouping test
of the signal. Although the calculation of this type of algorithm is simple,
the reconstruction accuracy is low, leading to relatively little research and
application. These algorithms are based on sparse prior knowledge and re-
construct the original signal by solving the optimization problem. However,
CS cannot be used for real-time reconstruction since the solution is iterative
and hence time-consuming [22].

Currently, the research on the compression and reconstruction of EMG
signals is less than that on EEG and ECG. Casson et al. [23] explored the
compression sensing performance of EMG signals. They calculated the re-
covery of the EMG signal under various CR. However, compared with the
original signal, the PRD value is at least 50%. The calculation results show
that several traditional reconstruction algorithms cannot reconstruct good
EMG signals. Darren et al. [14] do not recommend using compressed sens-
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ing to collect EMG signals because of the poor reconstruction quality of
EMG signals. Dixon et al. studied EMG signals’ compression performance.
Their experimental results show that a 1-bit Bernoulli measurement matrix
can produce up to sixteen compressions for EMG biosignals [24]. Bharat Lal
et al. [25] summarized the recent research on compressed sensing of EMG
signals, including the advantages and disadvantages of sensing matrix, sparse
basis, and reconstruction algorithms. The article mentions an Analog-based
CS architecture proposed by Mo et al. [26] , which consists of three novel
algorithms for the design and implementation of wearable wireless sEMG
biosensors, achieving PRD=24% at CR of 60%. Balouchestani et al. pro-
posed using a K-means clustering algorithm [27] and compressed sensing to
improve the classification speed of healthy people, people with muscle lesions,
and people with neuropathy. Krishnan et al. proposed a simulation-based
CS algorithm [2] the transmitter of wearable and wireless biosensors to pre-
vent the loss of important information in the case of high CR. Zhang et al.
28] conducted a study on the compression perception performance of EMG
signals using 52 different wavelet bases and five traditional reconstruction al-
gorithms. They found that the db2 wavelet bases and the BP reconstruction
algorithm were the most suitable for EMG signals. However, the recon-
struction accuracy still needs to be improved. Lorenzo Manoni et al. [29]
presented a comprehensive comparative study of computational methods for
CS reconstruction of EMG signals. They compared three sparse bases, DCT
(Discrete Cosine Transform), HAAR, and DBA4, as well as four reconstruction
algorithms, ¢;, OMP, CoSaMP, and NIHT. The results showed that the DB4
wavelet basis had advantages, while ¢; reconstruction algorithm had the most
accurate reconstruction quality and the least reconstruction time. Chen et
al. [30] explored the compressive sensing performance of EMG signals. Stud-
ies have shown that EMG is not sparse in the time domain, and is sparser
in the wavelet domain than DCT and DFT (Discrete Fourier Transform).
In addition, the Bernoulli matrix is less computationally complex than the
Gaussian matrix, so the Bernoulli matrix is selected as the measurement ma-
trix of the EMG signals. Based on the CoSaMP algorithm, they proposed an
modified CoSaMP algorithm, which obtained a reconstruction quality sim-
ilar to that of the BP reconstruction algorithm. In summary, most studies
suggest that the traditional reconstruction algorithm is unsuitable for EMG
signal reconstruction.

Currently, some researchers have applied deep learning to reconstruct
ECG signals. Hong et al. [31] proposed a deep learning reconstruction al-
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gorithm combined with a convolutional neural network (CNN) and a long
short-term memory (LSTM) network that is applied to the recovery process
of an ECG signal. Specifically, firstly, the ECG signal is synchronously sam-
pled and compressed using the measurement matrix. Then the compressed
signal is transposed and projected to ensure that the transposed projection
signal has the same size as the original ECG signal. Then, CNN is used
to learn the mapping relationship between the transposed projection signal
and the original signal to initially reconstruct the ECG signal. Finally, the
signal reconstructed by CNN is rebuilt twice by LSTM. Compared with the
traditional algorithm, it improves the accuracy of the signal under each CR
and the reconstruction efficiency. Mangia et al. [32] reconstructed ECG and
EEG using a deep neural network. However, their method depends on the
sparsity of physiological signals, and the result is different from the actual
reconstructed signal, which needs reprocessing. Muduli et al. [33] proposed
a method of using deep learning to compress and recover the fetal electrocar-
diogram signal, improving the remote monitoring system’s calculation speed
and obtaining good reconstruction quality.

In recent years, the Temporal Convolutional Network (TCN) [34] has
been applied in the field of EMG signals. In the prediction, recognition and
classification of EMG, TCN can be used to train and test the model together
with the corresponding labels. The trained model can be used to automati-
cally identify different muscle activities or movement types, thus playing an
important role in medical, rehabilitation, motion analysis and other applica-
tions. In paper [35], it was demonstrated that an encoder-decoder temporal
convolutional network model can provide predictions that are both more con-
sistent and precise compared to alternative framewise or sequential models
when analyzing EMG signals. Joseph et al. [36] compared the TCN with
other state-of-the-art methods and proved that the use of temporal convo-
lutional networks has better accuracy and stability for the classification of
EMG signals. Panagiotis et al. [37] applied temporal convolutional networks
for electromyography-based gesture recognition as a sequence classification
problem. The proposed network outperforms the state-of-the-art reported in
the literature by nearly 5% in gesture recognition.

To solve the problem that traditional reconstruction methods are unsuit-
able for EMG, inspired by the deep learning reconstruction algorithm of ECG
signals, we explored a data-driven deep learning method to reconstruct the
compressed EMG signals without considering any prior information about
EMG. Specifically, we multiplied the original EMG signals with the mea-



surement matrix to obtain the measurement value and then employed a deep
learning framework combining TCN and fully connected layers to learn the
features and reconstruct the original signal. Since the TCN network does not
require prior knowledge of the input signal, we did not use a wavelet sparse
basis to decompose the signal. Instead, we directly compressed the EMG
signal using the measurement matrix to obtain the measured value, which is
applied as the input of the network.

The contributions of this work are mainly in two aspects.

1. A novel EMG CS8 reconstruction method using a temporal convolu-
tional network and a full connection layer called TCNN is proposed to deal
with the main challenges in EMG compressive sensing: Traditional CS re-
construction algorithms do not achieve satisfactory EMG recovery results.
Compared with the traditional CS reconstruction algorithm, the reconstruc-
tion quality and efficiency of the artificial intelligence algorithm are greatly
improved.

2. The reconstruction quality of the proposed network under various CR
was tested, and the CR most suitable for EMG signal recovery was obtained
according to the reconstruction quality.

The remainder of this paper is structured as follows. In the methods
and materials section, the basic concept of CS and the structure of TCN are
elaborated. In the results section, the dataset and network configuration used
in the experiment are first introduced, and then the calculation results are
presented. In the discussion and conclusion section, the experimental results
are summarized, the deficiencies are put forward and future implementation
plans are formulated.

2. Methods and Materials

As shown in Fig.1, the entire experimental process is shown. Firstly,
the original signal is randomly projected to calculate the measured value y.
Then, the measured value y is reconstructed using OMP, BP, MCo and deep
learning frameworks to obtain the reconstructed signal.

2.1. Random projection

The Compressed sensing proposed by Donoho et al. [16] makes full use
of the preliminary information that most signals can sparsely represent on a
predetermined set of bases, and uses random projection to realize the direct
collection of compressed data at a sampling frequency far lower than the
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Nyquist frequency. It effectively reduces the sampling frequency and storage
space.

Fig.2 shows the CS sampling process, where the sparse signal x to be
collected is non-zero only for & times (k is the sparsity), and the remaining
points’ values are 0 or close to 0. If the signal  is non-sparse in the time
domain, it is sparsely decomposed with a specific sparse basis, as shown in
formula (1)

T = Qs (1)

where s is the sparse coefficient.

y ¢ 0}

X=@s

Fig. 2. The CS sampling process



According to the previous research results of Zhang et al. [28], the db2
wavelet base is employed to decompose the EMG signal sparsely, and then
it is projected on a given set of sensed waveforms to extract meaningful
information in x. After that, the measured value y is obtained, as shown in
the formula (2)

Y =9z = dps (2)

The most commonly used measurement matrices are the Gaussian ran-
dom matrix and the Bernoulli matrix, which are unrelated to sparse basis.
According to the previous work [30, 38, 39], the Bernoulli matrix has lower
computational complexity than the Gaussian matrix. Therefore, we choose
the Bernoulli matrix as the sensing matrix.

2.2. Reconstruction algorithms

Compressed sensing reconstruction aims to reconstruct the original sig-
nal & from the measured value y. There is an undetermined problem in
solving the original signal from the measured value, but since the signal’s
sparsity is k, there are only k41 degrees of freedom. Therefore, if the num-
ber of measurements exceeds k+1 times, the original signal can be recovered
nonlinearly.

When any k41 columns of the perception matrix are linearly independent,
solve the signal with the sparsest features satisfying the condition of y = ¢ps,
that is, optimize the following formula

minlsll, sty = ops 3)
where ||s]|, is the number of non-zero values in s.

2.2.1. Orthogonal Matching Pursuit

OMP is representative of the greedy algorithm, and Table 1 shows its
process. Firstly, the column in the measurement matrix that best matches
the signal « is selected to construct a sparse approximation and calculate the
signal residual. Then select the column that best matches the signal residual
and iterate repeatedly. In each iteration, a Schmidt orthogonalization oper-
ation is performed on all selected columns to ensure that the result of each
loop is the optimal solution.



Table 1. Pseudocode of Orthogonal Matching Pursuit Algorithm

Algorithm 1 Orthogonal matching pursuit (OMP)

Input: matrix ¢,measurements y, sparsity K
Output: sparse reconstruction i
Initialization

r? =y and 170 =0

for i=1 ..., K do

P argmaz;| (=1, ¢;)] Find best fitting column
=Tty N
x' <= argming||[r't — ¢piz||o LS optimization
1t = ri7l — g Residual update
end for

The signal  can be represented by the linear sum of these columns plus
the final residual value. In Table 1, the input are ¢, y,K, which represent the
measurement matrix, measurement value and sparsity, respectively. In the
initialization, r¥ is the residual value, T'° is the index set, and the initial is an
empty set (). In the loop, A is the subscript corresponding to the maximum
value of the product of the residual r and the column ¢; of the measurement
matrix, and then update the index set I'* and record the reconstructed atomic
set ¢pi found in the measurement matrix. Then get x' by the least square
method (LS), and finally update the residual r'. The output is a K-sparse
approximation of z* .

2.2.2. Basic pursuit

The essence of CS reconstruction is to solve the underdetermined equa-
tion system y = ¢ps. This is a zero-norm minimization problem, which
is NP-hard (without a fast solution). It can be solved by using the convex
optimization method to convert the £y minimization to the solution of a ¢
minimization, as shown in the following formula

minls], sty =ops (4)

As a classical convex optimization method, BP algorithm is applied in this
study. Here we use the ¢;-magic toolbox [40].



2.2.8. Modified Compressive Sampling Matching Pursuit(MCo)

CoSaMP (Compressive Sampling Matching Pursuit) is an iterative sparse
signal recovery algorithm for reconstruction of compressed samples from
sparsely represented signals. Chen et al. [30] modified the CoSaMP al-
gorithm and proposed the MCo algorithm. Compared with the CoSaMP
algorithm, it improved the reconstruction accuracy of the EMG signal. The
algorithm recovers the target signal from a given sampling matrix, noise

sample vector and sparsity level. The pseudo-code of MCo is shown in Table
2.

Table 2. Pseudocode of Modified CoSaMP Algorithm

Algorithm 2 Modified CoSaMP(MCo)

Input: Sampling matrix A, Noisy sample vector u, Sparsity level s
Output: An s-sparse approximation a of the target signal

Initialization
ag— 0, v u, k<0
Repeat
Yy Axv Form signal proxy
W+ supp(ya2s) Identity large components
T < W U supp(ak_1) Merge supports
bT + Af *xu Signal estimation
b|T. 0
ayp, < by Prone approximation
v<—u— Ax*ayg Update current samples

When the first type converges
P <« supp(ag—1)

W <« supp(yo.5s) Signal estimation with smaller set
T+ WUP
ap < b Taking all values

Until halting criterion true

2.2.4. The temporal convolutional network and full connection layer

The TCN uses dilated causal convolution, which can be used to solve
time sequence prediction. It has the following advantages: a. In the training
and evaluation stage, unlike the sequential processing of RNN [41], the long
input sequence can be processed as a whole in TCN. The training time can
be shortened by parallel computing and convolution. b. TCN reduces the
problem of gradient explosion and gradient vanishing. ¢. TCN changes the
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size of its receptive field by stacking more expansive (causal) convolution
layers and using larger expansion factors. Therefore, TCN can reduce the
memory required by the model.

(1) Dilated causal convolution

The purpose of the causal convolution layer in the TCN is to obtain
important information from historical data. Fig.3 is the causal convolution
in the TCN architecture. It can be seen that the value at time ¢ of each layer
only depends on the input value at time ¢ and before time ¢ of the previous
layer. The definition of one-dimensional discrete convolution is as follows

y(k) = h(k) s a(k) =S bk — i)a(i) (5)

=0

where z and y are the input and output of the network, respectively, * is
the convolution operator, and & is the kernel function used for convolution.
Each layer adopts zero padding at the edge, which retains the boundary
information and makes the input dimension and output dimension of the
convolutional layer consistent.

000000000000 0000 ouput

v Hidden Layer
S5 b b ESE ST LD i
ofcfefefofofefcfefefefcf et o

O
O
O
Ok
-
O
O

Input

Fig. 3. Visualization of a stack of causal convolutional layers

The dilated convolution adds a dilation into the standard convolution to
increase the receptive field and capture more features in the long historical
time sequence and information. The dilated convolution has one more hyper-
parameter, the partition rate, which refers to the number of intervals in the
kernel.In particular, for a one-dimensional time series X = (z1, z, ..., 7) and
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filter £(0,1,...,k — 1) — R, the dilated convolution operation F' on element s
of the sequence is defined as

F(s) = (X * f)(s Z ) & e (6)

where d is the dilation factor, * is the convolution operator, k represents the
size of the filter, and s — d @ i accounts for the direction of the past.

Fig.4 is a schematic diagram of causal dilated convolution. Each layer
extracts the information of the previous layer in a skipping manner. The
expansion factor d increases with an exponential of 2 layer by layer as the
network layer increases, which can ensure that the convolution kernel can
flexibly select the length of historical data information and cover all historical
information inputs. If d = 1, the causal dilated convolution degenerates into
a general causal convolution operation.

EE L Ll oww
Padding=8 I
] [ L T v
Padding=4 -
=7 A T T visen
Padding=2 .

TP AT oo

Fig. 4. Visualization of a stack of causal dilated convolution layers

(2) Residual block

Causal dilation convolution makes neural networks complex. Adding
residual connections in the output layer of TCN can avoid the problem of
gradient disappearance. And residual connections have been proven to be
an effective method for training deep networks, which improves the training
speed of the network and enables the network to transmit information in a
cross-layer manner. It can be expressed as

O = Activation(xz + F(x)) (7)
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Fig. 5. The structure of the residual block

where O is the output, F(z) represents the residual map to be learned, and
the activation function is represented by Activation().

The right part of Fig.5 is the structure of the residual module. Each resid-
ual block contains two layers of dilated convolution, weight normalization,
and activation function. Here, the Relu is used as the activation function,
which can increase the nonlinear relationship between the layers of the neural
network and adjust the output value. In addition, a Dropout layer is added
after each residual mode convolution to achieve regularization and avoid over-
fitting. Here, we set the dropout value to 0.5. Since the dimensions between
z and F(z) may be different, a 1 x 1 Conv is designed here to make a simple
transformation of = so that the transformed x and F(z) can be added.

TCN makes the input and output the same length. We take 1024 points
from the dataset at a time. First, use the 1024 x1024-dimensional sparse
basis to decompose it, and then the observation matrix is multiplied by the
decomposed result. The CR is set to 10%, 30%, 50%, 70%, and 90%, respec-
tively. When CR is 50%, the compressed input data is 512 points, and the
result after training by the TCN is also 512 dimensions. In order to get the
same 1024 points as the original, it is necessary to make a full connection to
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the 512-dimensional data, as shown in Fig.6. It is shown that it is a fully
connected layer structure when CR=50% and the same dimension can be
obtained by adding a fully connected layer based on the TCN.

Input Fully Connected Output
Layer Layer Layer

Fig. 6. Full Connection layer when CR=50%

3. Results

In this part, we assess the effect of deep learning on the reconstruction
process in EMG compressed sensing. First, we introduce the dataset em-
ployed for training and testing and list the evaluation indicators. Next, we
present the training details and the hardware configuration used in the calcu-
lation. In the end, the reconstruction performance is shown through a series
of experiments.

3.1. Description of the EMG datasets

The Ninapro database [42] was applied to verify this experiment’s pro-
posed deep-learning reconstruction algorithm. Specifically, we selected the
E2 myoelectric signal data of the first eight subjects in the DB2, and the
E2 data of each subject includes electromyographic signals collected at 12
electrode positions. Each channel of each subject has over 2 million points of
data and the data sampling rate is 2 kHz. Eight subjects included seven men
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and one woman, and one of them was left-handed. The specific situation is
shown in Table 3.

Since the study by Wu et al. [43] mentioned that the EMG signals mea-
sured from different persons are different, and the EMG signals measured
from different state of the same individual may be different, we conducted
three experiments. The training and test sets used in each experiment are
as follows, 1. The first 80% of the data measured by the same subject’s elec-
trode at the same position is applied as the training set, and the last 20%
is applied as the testing set. 2. Datasets are from different electrodes(DE).
The first 80% of the data from the 12th channel of the same subject is used
as the training set, and the last 20% of the data from the 2nd channel is
used as the test set. 3. Datasets are from different people(DP). The first
80% of the second channel data from different individuals is employed as the
training set, and the last 20% is employed as the testing set (The first 80%
of the second channel data from the second subject is used as the training
set, the last 20% of the second channel data from the first subject is used
as the testing set; the first 80% of the second channel data from the third
subject is used as the training set, and the last 20% of the second channel
data from the second subject is used as the testing set, etc.)

Table 3. Subjects’ characteristics.

Parameters Mean+SD
Age(year) 31.445.8
Height(cm) 175.6£10.0
Weight(kg) 72.94£10.9

3.2. Performance indicator

In this research, several performance indicators are employed. CR is
utilized to express the compression degree of the signal, which is expressed
by formula

M

where N represents the number of points of the original EMG signal, and M
is the number of sampling points projected by the measurement matrix. N is
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set to a fixed 1024, and the CR is changed by adjusting the value of M. Here,
CR of 10%, 30%, 50%, 70%, and 90% are tested. Percentage Root-mean-
squared Difference (PRD) is applied to represent the difference between the
reconstructed signal and the original signal, and it defined as

HX—X
2. 100 9)

PRD =112
X1

where X and X are the reconstructed and original signals, respectively. The
smaller the value of PRD, the better the reconstruction effect. Signal-to-
Noise Ratio (SNR) are utilized to evaluate the quality of signal reconstruc-
tion, as defined below

X,

HX—X

2

The coefficient of determination is applied to judge the degree of fit be-
tween the reconstructed and actual signals. It is mainly evaluated by R? and

the formula is
A 2
e (11)
Si(yi —Y)

where y; represents the value of the ith sampling point of the actual signal,
and the corresponding reconstructed signal is represented by ;. ¥ is the
average value of the actual signal. From the above expression, we know that
the value range of R? is from 0 to 1. The closer it is to 1, the better the
model fits the original data.

The correlation coefficient (expressed by r) indicates the degree of linear
correlation between two quantities. Its formula is

P Cov(X,Y)
VVar [ X|Var[Y]

where Cov(X,Y) is the covariance between X and Y, Var[X] and Var[Y]
are the variance of X and Y, respectively. Therefore, r can be expressed as

YY)
VE K- XS - v

16

(12)

(13)




X, and Y; represent the ith value of X and Y respectively, and X , Y represent
the mean value of X and Y respectively. Generally speaking, the closer r is
to 1, the better the correlation between X and Y.

3.8. Training settings and hardware platform

The epoch of the TCN is 500 with a batch size of 16, and the loss function
used in training is MSE. The framework is executed on Windows 10 64-bit
control system, and the back end is Pytorch. The experiment runs on a
laptop with an Intel Core i7-8650u, CPU of 1.9 GHz,16G memory, and 512G
hard disk.

3.4. Comparison with traditional reconstruction algorithms

In this part, we compare the deep learning reconstruction algorithm with
the traditional greedy algorithm (OMP,MCo)and convex optimization algo-
rithm (BP). Firstly, the reconstruction accuracy of these four algorithms is
evaluated by calculating the PRD and SNR between the reconstructed signal
and the original signal. Secondly, the difference between the reconstructed
and original signals is assessed by calculating R? and r. Thirdly, the effi-
ciency of the four reconstruction algorithms is determined by the time of the
reconstruction process. Finally, we analyze the reconstructed signals of dif-
ferent methods according to the clinical needs and summarize the CR most
suitable for EMG signals.

3.4.1. Reconstruction accuracy evaluation

In this experiment, the PRD and SNR were utilized as index to evaluate
the accuracy of the reconstructed signal. We set five CR and calculated the
average PRD and SNR of reconstructed EMG signals from eight subjects.
The results are shown in Fig.7 and Fig.8. The PRD value and standard devi-
ation in Fig.7 show the signal recovery accuracy of these four reconstruction
algorithms under different CR. The deep learning algorithm achieved lower
reconstruction error than the other three traditional algorithms when using
the same person’s data as the training and testing sets (regardless of whether
it is data from the same location).

From Fig.8, the signal quality reconstructed by the TCNN is better than
the other three reconstruction algorithms under various compression ratios
when the training and testing sets are from the same subject. As expected,
the rebuild signal loss dropped following the TCNN implementation. How-
ever, the reconstruction quality of DL (DP) is not as good as traditional
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reconstruction algorithms in all CR, and even performs worse. Furthermore,
three traditional algorithms for reconstructing the EMG signal at CR = 50%
for 0.5 seconds in record 1 are shown in Fig.9. It can be seen from the
comparison between the reconstructed signal and the original signal that the
signal waveform through TCNN reconstruction is more similar to the orig-
inal signal. Therefore, the TCNN is superior to traditional methods when
the model is employed for the same position of the subject.

3.4.2. Coefficient of determination and correlation coefficient of the recon-
structed signal

To judge the correlation between the reconstructed signal and the original
signal, we calculate the coefficient of determination and correlation coefficient
between the reconstructed signal and the original signal.

As shown in Fig.10 and Fig.11, it is the histogram of the average value
of two parameters under each CR. It can be seen that the two parame-
ters increase with the increase of CR. Under the same CR, the R? and r
values of DL and DL(DE) are significantly higher than those of the other
three algorithms, which shows that the signal reconstructed by the TCNN
reconstruction algorithm is closer to the original signals. Therefore, TCNN
outperforms traditional methods when the test set data and training set data
come from the same person. However, the performance of DL (DP) was not
satisfactory.

3.4.3. Fvaluation of reconstruction efficiency

When many EMG signals are collected, the reconstruction efficiency of
compressed sensing is a crucial factor. We evaluate the computational ef-
ficiency of the three reconstruction algorithms by calculating the average
reconstruction time of eight data groups under each CR (each data group is
about 10 minutes). The specific consumption time is listed in Table 4. Under
each CR, the TCNN (test) method’s reconstruction time of EMG signals is
significantly shorter than that of the other three reconstruction algorithms.
Additionally, the TCNN model has float32 parameters of 0.47MB, 1.27MB,
2.07MB, 2.86MB, and 3.67MB at CR of 10%, 30%, 50%, 70%, and 90%,
respectively. As expected, the TCNN performs speedily and dramatically
improves efficiency.
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Table 4. Time (in seconds) of four algorithms for reconstructing a record (about 10 min).

Reconstrction CR
Algorithm 10% 30% 50% 70% 90%
OMP 318.54+55.42 310.03+64.80 331.27+£71.29  341.46+81.86  360.78+83.82
BP 58.58+16.74 64.99+18.49 75.41+24.44 237.62+70.65  238.32+35.52
TCNN(train) 349.98+£37.20 498.964+47.92 530.09 £48.29 588.68 £77.07 639.68 £94.31
TCNN(test) 0.740.06 2.21+0.63 3.57+1.20 3.924+1.17 3.9340.59
MCo 381.34+£79.7 420.48+68.4  426.77+£109.2  460.97+110.5 757.64+176.1

3.4.4. CR applicable to EMG signals

The quality of EMG signal acquisition determines its value in clinical
applications. Zigel et al. [44] evaluated the value of the signal in the clinical
application according to different ranges of PRD values. Specifically, when
the value of PRD is less than 9, it can be considered that the reconstructed
signal has good quality. Based on the previous research, we take PRD = 9 as
the evaluation standard and determine the lowest CR suitable for the EMG
signals. When PRD=9, each TCNN, OMP, BP and MCo corresponding CR
record in the dataset is shown in Table 5.

Table 5. Optimal CR of different methods for PRD = 9.

Data TCNN  TCNN(DE) TCNN(DP)  OMP BP MCo

1 62.57% 85.20% 95.04% 95.28%  90.30%  89.55%
2 53.51% 74.09% 91.39% 05.78%  88.41%  87.66%
3 52.46% 74.24% 94.17% 94.87%  87.82%  86.83%
4 57.48% 75.23% 92.18% 95.51%  83.39%  82.57%
5 63.31% 91.77% 92.65% 93.62%  67.67%  67.49%
6 60.11% 79.45% 88.81% 93.38%  T79.05%  T7.89%
7 50.97% 80.27% 92.32% 95.32%  91.41%  90.46%
8 78.89% 92.51% 94.48% 96.31%  91.01%  90.02%
Average  59.91% 81.59% 92.63% 95.01%  84.88%  84.06%

It is evident from Table 5 that the CR of TCNN and TCNN (DE) is
lower than the traditional three algorithms, with 59.91% and 81.59%, re-
spectively. This means that in practical application, compared with the tra-
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ditional Nyquist sampling method, it will reduce the number of acquisitions
by more than 40% and 18%. Meanwhile, BP, OMP, and MCo need more
acquisition points to achieve qualified reconstruction quality, and the CR are
95.01%, 84.88% and 84.06%, respectively. Compared with TCNN and TCNN
(DE), the other three traditional reconstruction methods increase sampling
points by more than 24% and 2.4%. However, the performance of TCNN
(DP) is not satisfactory. Although it is better than OMP, it is not as good
as the other two reconstruction algorithms.

4. Discussion and Conclusion

Long-term physiological signal acquisition and wireless transmission will
depend on a large number of node resources. As an effective physiological sig-
nal acquisition method, CS can reduce power consumption and significantly
improve the efficiency of physiological signal acquisition. For EMG signals,
the researchers have analyzed the compression sampling performance.

Casson et al. [23] used the BP reconstruction algorithm and cubic B-
spline dictionary sparse basis to conduct compression sensing sampling test
on EMG signals. However, the results showed that EMG signals could not
be recovered (the PRD values were above 50 in all cases). Zhang et al.
[28] obtained the sparse basis db2 and reconstruction algorithm BP most
suitable for EMG signals, but the reconstruction effect is still inaccurate.
Mohammadreza et al. [26] presented an analog-based Compressed Sensing
(CS) architecture, which consists of three novel algorithms for the design
and implementation of wearable wireless EMG biosensors. Compared with
Casson et al.’s research, their proposed structure improves the reconstruction
effect, achieving a PRD of 24 at a CR of 60%.

This study examined the effectiveness of the depth learning algorithm
based on the TCN in the EMG signal compression sensing sampling re-
construction process. It directly learns the mapping relationship between
the measured value and the original signals and reconstructs the EMG sig-
nal without prior knowledge. The TCNN has been verified in the Ninapro
database. When the training set and test set data come from the same
measurement location of the same subject, the experimental results show
that, compared with the traditional reconstruction method, it significantly
improves the reconstruction accuracy at various CR. At the same time, when
reconstructing the same signal, TCNN is at least 29 times, 87 times, and 117
times faster than BP, OMP, and MCo algorithms respectively. Therefore,
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the TCNN reconstruction algorithm dramatically improves efficiency. From
another point of view, the TCNN can achieve good reconstruction quality
with a small number of acquisition points. Compared with Nyquist sampling
and the other three traditional reconstruction algorithms, TCNN reduces the
number of sampling points by more than 40% and 24%, respectively. Com-
pared to the results of others, our proposed TCNN network can achieve a
PRD value less than 50 when the CR is over 30%, which has a significant
improvement compared to the research results of Casson et al. When the
CR is 50%, PRD=15.7 can be achieved, which improves the reconstruction
effect while reducing the collection volume compared to the results of Mo-
hammadreza et al. When the training and testing sets are from different
measurement positions on the same subject, the reconstruction quality of
our proposed network is still better than the other three algorithms under
each CR, but not as good as the experimental results of the previous dataset.
When using datasets from different subjects, the reconstruction quality of our
proposed method is not significantly higher than traditional algorithms un-
der certain CR, and even weaker than that of traditional methods. Peter et
al. [45] pointed out that the human body is a good electrical conductor, but
the electrical conductivity varies with tissue type, thickness, physiological
changes, and temperature. These conditions can greatly vary from subject
to subject (and even within subject). Song et al. [46] mentioned that the
muscle mass varies from person to person and the EMG signal can be differ-
ent for each electrode attachment position. Therefore, this may be the reason
why the latter two groups of experiments did not achieve similar effects to
the first group.

Nonetheless, compared with previous conclusions that EMG signal restora-
tion is not good, the deep learning reconstruction algorithm based on TCN
proposed in this paper achieves more efficient and high-quality EMG signal
reconstruction when employing a single-person personalized model and this
compression method provides a key+encoded signal method for transmission,
which reduces the amount of data transmitted while ensuring security. Our
work enables more accurate, real-time monitoring of the generated EMG sig-
nals. In clinical practice, doctors can analyze the characteristics of the EMG
to determine whether muscles are damaged or diseased. .

However, there are still some limitations in this work. It may be time-
consuming in practical applications since the subject-dependent model has to
construct separate models for each subject. In addition, when dealing with
data from large-scale populations, personalized models may not be practical
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enough, as each individual needs to be processed separately. This is the
problem that we need to solve in the next step.

For future expectations, firstly, we will test the method proposed in this
study on a dataset with added noise and attempt to use other networks to
accelerate training speed and improve reconstruction accuracy. Secondly,
the review paper [25] summarized a DBBD determination matrix suitable
for physiological signals proposed by Andreaniaina Ravelomanantsoa et al.
[47], which can achieve good results and is easily implemented in hardware
(38, 47, 48]. In paper [49], Nguyen et al. pointed out that using deterministic
matrices in compressed sensing can further improve reconstruction efficiency
and accuracy. In addition, the deterministic measurement matrix proposed
by Wang et al. [50] has minor mutual coherence and superior reconstruc-
tion capability of CS signals. Therefore, using a deterministic-based mea-
surement matrix for EMG signals CS is an attractive research direction. We
will compare the deterministic-based measurement matrices with the random
measurement matrices in future work. Thirdly, we will conduct larger-scale
experiments to further optimize and even attempt to establish a universal
model suitable for everyone.
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Fig. 7. PRD (mean+SD) of reconstructed signal and original signal by four reconstruc-
tion algorithms. Wilcoxon rank-sum test for differences in the PRD between groups. ‘*’
indicates statistical significance (p<0.05). “**’ indicates statistical significance (p<0.01).
SR indicates statistical significance (p<0.001). Not statistically significant is represented
by 'n.s.’. (a),(b) and (c) are the comparisogé)f three reconstruction algorithms with DL,

DL(DE), and DL(DP), respectively.
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Fig. 10. R%*(mean+SD) of reconstructed signal and original signal by four reconstruc-
tion algorithms. Wilcoxon rank-sum test for differences in the coefficient of determination
between groups. ‘*’ indicates statistical significance (p<0.05). “**’ indicates statistical
significance (p<0.01). “*** indicates statistical significance (p<0.001). Not statistically
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Fig. 11. r (mean + SD) of reconstructed signal and original signal by four reconstruction
algorithms. Wilcoxon rank-sum test for differences in the correlation coefficient between
groups. ‘* indicates statistical significance (p<0.05). “**’ indicates statistical significance
(p<0.01). “*** indicates statistical significance (p<0.001).Not statistically significant is
represented by 'n.s.’. (a),(b) and (c) are the gmparison of three reconstruction algorithms
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