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Abstract. We investigated the performance of Segment Anything Model (SAM) 

— the first promptable foundation model for image segmentation — for optic 

disc (OD) and optic cup (OC) segmentation when fine-tuned on progressively 

smaller number of fundus images. Three different implementations of SAM with 

an input prompt were considered: (1) SAM with an OD/OC-centred bounding 

box (SAM GT); (2) SAM with a noise-added (e.g. displacement, size variation) 

bounding box (SAM Noise); and (3) SAM with an automatically predicted (using 

Faster R-CNN) bounding box (SAM Auto). Two popular pre-trained semantic 

segmentation models, DeepLabV3 with a MobileNetV3-Large backbone and 

DeepLabV3 with a ResNet-50 backbone were used as baseline models. For OD 

segmentation, ResNet-50 exhibited comparable if not higher data efficiency (i.e. 

good performance despite limited training data) than even the most optimal 

implementation of SAM (SAM GT), although SAM was evidently more robust to 

small training set sizes, e.g. 25, than MobileNetV3-Large and in eyes with more 

challenging OD morphologies, e.g. significant peri-papillary atrophy. For OC 

segmentation, however, SAM GT and SAM Noise consistently demonstrated 

higher data efficiency, particularly in eyes with relatively small cup-to-disc ratio 

and ill-defined OC margin.  

Keywords: Segment Anything Model, Optic Disc, Optic Cup 

1 Background 

Foundation models are changing the landscape of artificial intelligence [2]. Trained on 

enormous quantities of data on a scale hitherto unimaginable, these models, with such 

prominent examples as BERT and GPT-3, are designed to be adaptable/transferrable to 

a wide range of downstream tasks [2]. In computer vision, the recently introduced 

Segment Anything Model (SAM) has stirred interest as the first foundation model for 
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image segmentation [9]. SAM was trained on more than 1 billion masks and 11 million 

predominantly non-medical images. This, coupled with its ability to take input prompts 

including bounding boxes and foreground/background points, gives it tremendous zero-

shot capabilities on diverse segmentation tasks involving natural images.  

However, several preprints [6, 7, 15, 27] have shown that SAM’s zero-shot 

performance is unsatisfactory when applied to medical imaging modalities including 

chest X-ray (lungs), MRI (hippocampus), ultrasound (breast tumour and nerve), 

colonoscopy (polyps) and whole slide imaging (renal tissue), although it performs well 

on hip X-ray and spleen CT [15]. Furthermore, SAM does not have good zero-shot 

performance for optic disc (OD), optic cup (OC) and retinal vessel segmentation when 

applied to fundus photographs [18, 19]. Despite these unfavourable results, simple fine-

tuning has been shown to be highly effective in improving SAM’s performance to 

levels comparable to, if not better than, the state-of-the-art medical image segmentation 

models [14, 25].   

The ability to transfer SAM to the medical domain is a promising prospect, not least 

because its promptable nature allows for a “human in the loop”, enabling greater trust 

to be fostered between clinicians and the system [17]. SAM’s prompt engineering may 

also give it an extra edge over conventional pre-trained models in terms of data 

efficiency (i.e. robustness to limited training data), since its ability to query prior 

knowledge from domain experts may enable it to work with more limited or less diverse 

training data. To the best of our knowledge, though, no work has empirically 

investigated whether SAM offers any added value in terms of data efficiency in the 

medical domain. Here, we evaluated SAM’s robustness to limited training data, with a 

specific focus on OD and OC segmentation due to the importance of these features for 

glaucoma (an eye disease associated with increased cup-to-disc ratio) assessment, not 

to mention that manual segmentation is labour intensive and annotated data from 

particular populations at risk of glaucoma, e.g. persons of African [1] and Latin 

American [23] descent, are extremely scarce. 

Our main contributions are: (1) fine-tuning SAM’s lightweight mask decoder is a 

highly effective transfer learning approach, as it yields competitive OD and OC 

segmentation performance; (2) fine-tuned SAM is not necessarily more data efficient 

than a pre-trained DeepLabV3 model with a ResNet-50 backbone insofar as OD 

segmentation is concerned, but it is evidently more data efficient when it comes to OC 

segmentation; and (3) SAM is more robust to challenging OD or OC morphologies.  

2 Methods 

2.1 Datasets 

374 macula-centred colour fundus photographs (2048×1536 pixels) from the UK 

Biobank (UKB) were randomly sampled from a total of 117,175 participants 

(predominantly White British) who took part in a baseline ophthalmic assessment [5]. 

An annotator (F.Y) manually segmented the OD in each image using the Image 

Segmenter app in MATLAB, which allowed regions of interest to be drawn 

interactively using waypoints. OD margin was defined as the inner margin of the 
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Elschnig’s scleral ring per the conventional ophthalmoscopic definition. A random 

subset (N=50) of images were re-annotated at least 1 week after the first annotation to 

assess the intra-rater agreement (Dice score: 96.4%). OC segmentation was not carried 

out due to time constraints.  

Two other publicly available datasets, namely DRISHTI-GS [20] and PAPILA [10], 

were also used in this work. DRISHTI-GS contains 101 OD-centred colour fundus 

photographs (2896 × 1944 pixels) taken from patients at Aravind Eye Hospital in India. 

Most eyes (N=70) in this dataset have glaucoma. PAPILA, on the other hand, consists 

of 488 OD-centred colour fundus photographs (2576 × 1934 pixels) taken from 

predominantly non-glaucomatous patients (N=333) seen at an ophthalmology 

department in Spain. Ground-truth OD and OC masks were available from both 

datasets. 

2.2 Experiments 

UK Biobank images were first cropped to 1400 × 1400 pixels to remove the black 

border around each image, before being resized to 560 × 560 pixels. Images from 

DRISHTI-GS and PAPILA were resized to 523 × 613 pixels and 580 × 772 pixels, 

respectively. UK Biobank images were split into 299 training images and 75 test 

images, whereas 50 and 51 DRISHTI-GS images were used for training and testing per 

the original train/test split prescribed by the data provider [20]. The first 300 PAPILA 

images were used as training images, leaving 188 images for testing. In each 

experiment, different implementations of SAM and two baseline models were fine-

tuned and tested using a pre-defined number of training images from one of the 3 

datasets above. Training set size was progressively reduced after each experiment, i.e. 

each time choosing the first N images in the training set, down to a minimum of 25. 

Implementations 

We considered three different implementations of SAM at inference:  

(1) SAM GT: SAM with an OD/OC-centred, tight-fitting bounding box manually 

given as input prompt to simulate the most ideal (noise-free) user scenario. 

(2) SAM Noise: SAM with noise added to the ground truth bounding box. Noise 

refers to random addition of up to 10 pixels to each point coordinate of the box, 

resulting in displacement, size variation and orientation variation.  

(3) SAM Auto: SAM with an automatically predicted bounding box given as input 

prompt. The bounding box was predicted using Faster R-CNN (with a ResNet-

50-FPN backbone) [11] pre-trained on the COCO dataset [12]. In each 

experiment, Faster R-CNN was fine-tuned for 10 epochs using a batch size of 10. 

ADAM optimizer (initial learning rate: 5e-4; weight decay: 1e-2) with a cosine 

annealing scheduler was used. Data augmentation including random changes of 

brightness/saturation, horizontal flip and rotation up to ±60 was applied on the 

fly. The model at the last epoch was used at inference. Note that similar training 

set size was used to fine-tune Faster R-CCN and SAM in each experiment.   
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Two popular semantic segmentation models, DeepLabV3 [3] with a MobileNetV3-

Large backbone and DeepLabV3 with a ResNet-50 backbone (hereafter known as 

MobileNet and ResNet-50), both pre-trained on the COCO dataset [12], were used as 

baseline models. The official PyTorch implementations of these models were used in 

this work. All experiments were conducted using a NVIDIA RTX A5000 24GB GPU. 

Training Details 

The mask decoder of SAM with the smallest (91M parameters) backbone size (ViT-

B image encoder) was fine-tuned due to its lightweight nature. Empirical evidence also 

indicates that the smallest model is more computationally efficient, as the largest 

backbone (ViT-H) is slowest at inference and does not have significantly better 

performance [8]. Noise-added bounding boxes were used as input prompts during 

training to improve SAM’s robustness at inference. Unless otherwise stated, the 

following training details and hyperparameter settings were consistently applied. Five-

fold cross validation was used for hyperparameter tuning and model selection, i.e. 

model with the lowest validation loss used at inference. Each model was trained for 10 

epochs (for each fold) using a batch size of 15, except when fine-tuning ResNet-50 on 

PAPILA where a batch size of 12 was used (maximum possible size permitted by the 

GPU memory). ADAM optimizer (initial learning rate: 5e-4; weight decay: 1e-4) was 

used with a cosine annealing scheduler. Binary cross-entropy loss was used as the loss 

function, weighting the foreground (OD or OC) pixels by the median ratio of 

background to foreground pixels due to significant class imbalance. Data augmentation 

including random changes of brightness/saturation, horizontal flip and rotation up to 

±60 was applied on the fly.  

Evaluation Metrics 

Average Precision (AP), commonly used to summarise a precision-recall curve, was 

adopted as the primary performance metric because it is not contingent upon an 

arbitrary binary threshold:  

 𝐴𝑃 =  ∑ (𝑅𝑛 − 𝑅𝑛−1)𝑃𝑛𝑛  (1) 

where 𝑅𝑛 and 𝑃𝑛 denotes recall and precision at the nth threshold. We also computed 

the Dice score to facilitate comparison with other studies, using 0.95 as the binary 

threshold (based on the observation that this gave the most clinically accurate binary 

masks on average):  

 𝐷𝑖𝑐𝑒 =  
2 𝑥 𝑇𝑃

(𝑇𝑃+𝐹𝑃)+(𝑇𝑃+𝐹𝑁)
 (2) 

where TP, FP and FN denote true positives, false positives and false negatives. 

Unless otherwise stated, all results were summarised as mean ± standard deviation. 
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3 Results 

3.1 OD Segmentation 

As shown in Table 1 and Figure 1, ResNet-50 almost invariably demonstrated higher 

data efficiency than even the most optimal implementation of SAM, i.e. SAM GT. For 

example, while the AP achieved by ResNet-50 remained largely unchanged on the 

UKB test set (around 90%) when the training set size was reduced from 299 to 50, an 

appreciable reduction in SAM GT’s AP, i.e. from 90% to 86%, was observed with a 

similar reduction in training set size. The AP achieved by ResNet-50 was also 

noticeably higher than SAM GT, e.g. 93.0% vs 90.9% when the training set size was 

equal to 25, on the DRISHTI-GS test set. That said, a qualitative assessment of the 

predicted masks (some examples shown in the top panel of Figure 2) suggested that 

SAM was more robust to challenging (also more unusual) OD morphologies, such as 

when the margin was ill-defined due to significant peripapillary atrophy, which could 

be seen as irregular pigmentation/brightness in the area adjacent to OD in the presence 

of high myopia (second image of the UKB image pair in Figure 2). However, this was 

contingent upon good bounding box placement, a point best illustrated by the fact that 

the reduction in SAM Auto’s performance when the training set size was decreased 

(irrespective of dataset) could be attributed to a drastic drop in Faster R-CNN’s 

performance when there was limited training data (Supplementary S1)  

3.2 OC Segmentation 

SAM GT/Noise consistently yielded superior performance on the DRISHTI-GS test 

set, with the gain being most evident when the training set size was reduced to 25 (Table 

2 and Figure 2). On the PAPILA test set, SAM (irrespective of implementation type) 

demonstrated disproportionately better performance than the baseline models. Of note, 

significant discrepancies in model performance were observed between datasets. On 

the DRISHTI-GS test set, for instance, where 50 training images would suffice to yield 

a high AP of 88.1% using SAM GT, a similar level of performance on the PAPILA test 

set was far from evident even with 300 training images (AP equal to 72.8%). In keeping 

with this, Moris et al. [16] also observed that their best model yielded significantly 

poorer performance on the PAPILA test set than DRISHTI-GS (more than 20% 

difference in median Dice score) and other test sets (Figure 2 in their paper). These 

discrepancies are attributable to the fact that a higher proportion of eyes in the 

DRISHTI-GS dataset have a large cup-to-disc ratio (large OC relative to OD) due to 

glaucoma, giving rise to a “deeper” cup appearance and more defined OC margin. A 

qualitative assessment of the predicted masks (some examples shown in the bottom 

panel of Figure 1) also revealed that small cup-to-disc ratio — commonly found in 

PAPILA — was generally detrimental to segmentation quality, although SAM 

(irrespective of implementation type) was more robust to such cases (i.e. PAPILA 

images) than the baseline models. 
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Table 1.   Optic disc segmentation: mean test performance (standard deviation in parentheses) of 

different implementations of SAM and two DeepLabV3 baseline models (one with a MobileNet 

backbone, B1, and another with a ResNet-50 backbone, B2) across training set sizes (N). Best 

test performance is highlighted in maroon and bold (note that in the printed version this is only 

highlighted in bold). 

Dataset N 

Average Precision (%) Dice (%) 

SAM 

GT 

SAM 

noise 

SAM 

Auto 

B1 B2 SAM 

GT 

SAM 

noise 

SAM 

Auto 

B1 B2 

UKB 

299 
90.2 

(3.5) 

82.3 

(6.0) 

88.1 

(6.1) 

91.1 

(4.1) 

90.0 

(4.4) 

94.8  

(1.9) 

90.4 

(3.5) 

93.6  

(3.7) 

95.3 

(2.3) 

94.7  

(2.5) 

200 
89.3 

(3.8) 

82.1 

(6.8) 

87.3 

(5.5) 

89.4 

(4.6) 

90.7 

(4.2) 

94.3 

(2.1) 

90.3 

(3.9) 

93.2 

(3.2) 

94.4 

(2.6) 

95.1 

(2.3) 

100 
88.2 

(4.3) 

80.2 

(6.7) 

83.9 

(11.8) 

85.1 

(7.5) 

90.0 

(4.4) 

93.7 

(2.4) 

89.1 

(4.1) 

90.6 

(11.4) 

91.8 

(4.7) 

94.7 

(2.5) 

50 
86.2 

(4.7) 

80.3 

(5.9) 

84.5 

(7.7) 

78.4 

(15.6) 

89.7 

(6.1) 

92.6 

(2.7) 

89.2 

(3.6) 

91.5 

(4.8) 

86.6 

(15.6) 

94.5 

(3.6) 

25 
82.5 

(4.6) 

77.1 

(7.2) 

79.3 

(7.4) 

68.2 

(14.9) 

86.7 

(7.7) 

90.6 

(2.7) 

87.3  

(4.3) 

88.5 

(4.6) 

79.9 

(15.0) 

92.8 

(4.7) 

DRISHTI-

GS 

50 
92.3 

(3.3) 

91.3 

(3.5) 

91.4 

(4.3) 

89.0 

(7.0) 

95.3 

(2.4) 

95.9 

(1.9) 

95.3 

(2.0) 

95.4 

(2.5) 

93.9 

(4.4) 

97.5 

(1.3) 

25 
90.9 

(9.1) 

88.7 

(9.3) 

88.3 

(14.7) 

87.0 

(5.8) 

93.0 

(3.3) 

94.8 

(7.5) 

93.5 

(7.8) 

92.5 

(14.6) 

92.9 

(3.4) 

96.3 

(1.8) 

PAPILA 

300 
93.2  

(2.4) 

89.9 

(3.4) 

89.8 

(3.3) 

92.3 

(3.6) 

93.1 

(3.5) 

96.4 

(1.3) 

94.6 

(1.9) 

94.6 

(1.8) 

95.9 

(2.0) 

96.4 

(1.9) 

150 
92.2 

(2.6) 

89.1 

(3.4) 

88.8 

(3.6) 

90.6 

(4.6) 

93.1 

(3.2) 

95.8 

(1.4) 

94.2 

(1.9) 

94.0 

(2.0) 

95.0 

(2.6) 

96.3 

(1.8) 

50 
91.8 

(3.1) 

87.9 

(4.2) 

87.7 

(4.2) 

85.0 

(11.3) 

90.5 

(4.7) 

95.7 

(1.7) 

93.5 

(2.4) 

93.4 

(2.4) 

91.3 

(10.5) 

94.9 

(2.6) 

25 
90.9 

(3.3) 

88.0 

(3.8) 

88.1 

(3.9) 

76.4 

(10.3) 

89.9 

(5.2) 

95.2 

(1.8) 

93.6 

(2.1) 

93.6 

(2.2) 

86.2 

(7.8) 

94.6 

(3.0) 

 

Table 2. OC segmentation: mean test performance (standard deviation in parentheses) of 

different implementations of SAM and two DeepLabV3 baseline models (one with a MobileNet 

backbone, B1, and another with a ResNet-50 backbone, B2) across training set sizes (N). Best 

test performance is highlighted in maroon and bold (note that in the printed version this is only 

highlighted in bold). 

Dataset N 

Average Precision (%) Dice (%) 

SAM 

GT 

SAM 

noise 

SAM 

Auto 

B1 B2 SAM 

GT 

SAM 

noise 

SAM 

Auto 

B1 B2 

PAPILA 

300 
72.8  

(10.7) 

60.4  

(18.3) 

61.4 

(17.9) 

56.2 

(21.1) 

56.2 

(22.1) 

84.0 

(7.3) 

74.7 

(16.4) 

75.7 

(15.1) 

70.3 

(19.0) 

69.9 

(20.1) 

150 
72.8 

(13.1) 

58.0 

(20.0) 

58.7 

(20.2) 

51.0 

(24.2) 

54.1 

(23.8) 

83.5 

(12.5) 

72.5 

(19.1) 

72.6 

(20.7) 

64.9 

(23.7) 

67.8 

(22.3) 

50 
69.7 

(13.3) 

57.4 

(19.7) 

57.3 

(19.3) 

31.4 

(20.5) 

40.1 

(26.1) 

81.5 

(12.0) 

71.7 

(19.7) 

72.1 

(18.7) 

44.8 

(23.3) 

52.6 

(28.8) 

25 
60.7 

(17.2) 

51.9 

(21.0) 

52.9 

(20.6) 

22.2 

(16.6) 

29.6 

(20.2) 

74.0 

(17.2) 

66.6 

(21.9) 

67.5 

(21.6) 

33.9 

(20.0) 

42.2 

(23.7) 

DRISHTI-

GS 

50 
88.1 

(5.7) 

82.4 

(9.1) 

78.2 

(16.1) 

75.9 

(15.4) 

82.5 

(12.1) 

93.6 

(3.4) 

90.3 

(5.9) 

86.7 

(12.2) 

85.5 

(11.1) 

90.1 

(7.7) 

25 
84.4 

(9.7) 

82.0 

(10.1) 

77.1 

(16.8) 

72.3 

(17.0) 

79.3 

(15.3) 

91.2 

(6.4) 

89.9 

(6.4) 

85.9 

(12.9) 

82.7 

(13.1) 

87.5 

(11.5) 
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Fig. 1. Optic disc segmentation: mean average precision (%) by training set size and dataset. 
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Fig. 2. Top panel (above dotted line) displays some examples of OD segmentation masks (UK 

Biobank) predicted by different models. The first image in each image pair is more typical, while 

the second image with significant peri-papillary atrophy (bright area adjacent to OD margin) is 

more unusual. Bottom panel displays some examples of OC segmentation masks (DRISHTI-GS 

and PAPILA) predicted by different models. The first image in each DRISHTI-GS image pair 

with a large cup-to-disc ratio (“deeper” cup and more well-defined margin) is more typical of 

DRISHTI-GS due to more eyes being glaucomatous. Conversely, most eyes in PAPILA have a 

normal (small) cup-to-disc ratio, and thus more ill-defined OC margin, as represented by the 

second image in the PAPILA image pair. Predicted masks are represented by blue overlays; 

ground truth (OD or OC) margin is circled in red; bounding box (predicted or otherwise) is 

displayed as appropriate.  
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Fig. 3. Optic cup segmentation: mean average precision (%) by training set size and dataset. 

4 Discussion and conclusions 

In this work, we demonstrated that fine-tuning SAM’s lightweight mask decoder was a 

simple yet highly effective transfer learning approach. On the DRISHTI-GS test set, 

for instance, we improved SAM’s out-of-the-box Dice score from 55.6% (OD) and 

57.1% (OC) [19] to 95.3-95.9% and 86.7-93.6% (depending on the implementation 

type) after fine-tuning it on just 50 images.  
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However, insofar as data efficiency for OD segmentation is concerned, SAM offers 

little added value because an existing model like DeepLabV3 (with a ResNet-50 

backbone), coupled with appropriate data augmentation and transfer learning 

techniques, is already optimised and robust to limited training data. To illustrate, the 

Dice score achieved by our ResNet-50 model on the benchmark DRISHTI-GS test set 

using only 50 (97.5%) and 25 (96.3%) training images is comparable to the current 

state-of-the-art result, i.e. 97.8% [13, 24], and to studies working with significantly 

more training data. Yu et al. [26], for example, reported a Dice score of 97.4% on the 

DRISHTI-GS test set by fine-tuning a U-Net pre-trained on more than 600 fundus 

images (designated for OD segmentation task). Similarly, Sun et al. [21] achieved 

97.0% on the same test set using a fine-tuned U-Net pre-trained on 400 fundus images. 

Moreover, using only 25 images from the PAPILA train set, our ResNet-50 yielded a 

similar Dice score (94.6%) to that recently reported by Moris et al. (94.5%) [16], who 

used a combined total of 1169 training images from different datasets. Having said that, 

our qualitative assessment of the predicted masks indicated that SAM’s ability to tap 

into domain-specific prior knowledge (mask prediction from bounding box), rendered 

it more robust to images with challenging OD morphologies (ill-defined margin).   

For OC segmentation, though, SAM (irrespective of implementation type) is 

evidently more data efficient than the baseline models across datasets and training set 

sizes. In addition, SAM GT and SAM Noise (fine-tuned on 50 DRISHTI-GS images) 

yielded superior/comparable Dice score (93.6% and 90.3%) to the state of the art 

(92.4%) reported by a study that used a larger (internal) training set (70/30 train/test 

split) [22] and studies that tapped into more (external) training data, e.g. Sun et al. 

(87.7%) [21]  and Yu et al. (88.8%) [26]. The retinal ganglion cell axons exit the eye 

via the OD and descend (as seen en face) into the central pale/whitish excavation that 

forms the OC [4]. On a colour fundus photograph, therefore, the contrast between OC 

and its surrounding tissue is intrinsically more attenuated (as some depth information 

is inevitably lost because of 2D projection) compared to that between OD and its 

surrounding tissue [4]. As such, the uncertainty in ground truth is invariably higher for 

OC than that for OD segmentation. For example, in the PAPILA dataset, the intra-

observer agreement ranges from 82.7% to 83.4% (Dice score) for OC segmentation, 

similar to what our fine-tuned SAM GT achieved, compared to 95.5 to 95.8% for OD 

segmentation. The fact that SAM offers a clear added value when used for OC but not 

OD segmentation suggests that it only has an extra edge when the boundary of the 

region of interest is not well defined (also tying in with the observation that SAM is 

more robust to challenging OD morphologies). Indeed, as discussed earlier, SAM’s 

added value is most evident when applied to PAPILA — where most eyes have a 

normal (small) cup-to-disc ratio, and therefore (naturally) ill-defined OC margin — 

which stands in contrast to DRISHTI-GS in which the majority of eyes have a “deeper” 

and more well-defined OC appearance due to glaucomatous retinal ganglion cell loss.  

Taken together, SAM does not offer higher data efficiency when it comes to OD 

segmentation, although with good bounding box placement it is more robust to 

challenging (and more unusual) OD morphologies. When it comes to OC segmentation, 

though, SAM is evidently more data efficient. SAM holds potential as a clinician-in-
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the-loop tool to facilitate accurate OD and OC segmentation in the presence of ill-

defined boundaries without necessarily requiring huge amounts of training data.  
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