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The present study tests a prediction from the prevalent Autosegmental-Metrical (AM) model of American English

intonation: the existence of distinct phonological contrasts among nuclear tunes composed of a pitch accent (here

H*, L+H*, L*+H), phrase accent (H-, L-) and boundary tone (H%, L%), which in combination yield an inventory of 12

tonally distinct nuclear tunes. Using an imitative speech production paradigm and AX discrimination task with L1

speakers of Mainstream American English (MAE) we test the extent to which each of 12 predicted tunes is distinct

from the others in the production and perception of intonation. We tackle this question with a series of analytical

methods. We use GAMM modeling of time-series F0 trajectories to test for differences among all of the twelve

nuclear tunes, and compare these results to a method that does not rely on pre-defined tune categories, k-

means clustering for time-series data, to discover emergent classes of tunes in a “bottom-up” fashion. We com-

plement these time-series analyses with an analysis of the temporal tonal center of gravity (TCoG) over the F0

trajectories of nuclear tunes to assess tonal timing distinctions and their relation to top-down tune classes (defined

by the AM model) and bottom-up classes (emergent from clustering). Production results are further compared to

perceptual discrimination responses, which together point to a hierarchy of distinctions among nuclear tunes: a set

of primary tune distinctions are emergent in clustering and always distinct in perception. Other tune distinctions,

although evident in top-down analyses of (labeled) F0 trajectories, are lost in emergent clusters, limited in magni-

tude and scope, and often confused in perception. Results are discussed in terms of implications for a theory of

intonational phonology.

� 2024 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).
1. Introduction

A recurrent question in intonation research concerns the
relationship between abstract and categorical intonational dis-
tinctions, on the one hand, and the continuous nature and
dynamics of prosodic characteristics (especially F0) in speech,
on the other. One widely accepted approach to this issue is for-
mulated in autosegmental metrical (AM) theory. In the broadest
terms, the theory proposes that F0 patterns at the phrase level
can be described in terms of sequences of abstract and cate-
gorically distinct H(igh) and L(ow) tones which map onto F0 tar-
gets, and which associate in a predictable fashion with the
segmental string (see e.g. Jun, 2005, 2014 for descriptions
of systems in various languages formulated in the AM frame-
work). In the prevalent AM model of “Mainstream” American
English (MAE) intonation (Pierrehumbert, 1980; Beckman &
Pierrehumbert, 1986), tones associate with metrically strong
syllables to mark prominence (in which case they are called
pitch accents, indicated with an asterisk, e.g., H*). Tones also
associate with the edges of prosodic domains, marking the
edge of a smaller ‘intermediate’ phrase, in which case they
are called phrase accents (indicated as H- or L-), or a larger ‘in-
tonational’ phrase, in which case they are called boundary
tones (indicated as H% or L%). We use the term ‘edge tones’
to refer to the sequence of phrase accent and boundary tone at
the end of an intonational phrase. In this model, the phonolog-
ical make-up of the F0 contour over a stretch of speech corre-
sponding to an intonational phrase is accordingly a sequence
of pitch accent(s), phrase accent(s) and boundary tone. The

http://crossmark.crossref.org/dialog/?doi=10.1016/j.wocn.2024.101310&domain=pdf
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phonetic implementation of tunes is described in terms of
(only) F0: H and L define relative F0 targets within a speaker’s
pitch range, with interpolation providing F0 values over regions
that lack tonal specification. The sequence of a phrase-final
pitch accent, phrase accent, and boundary tone is referred to
as the “nuclear tune” due to the fact that the pitch accent marks
obligatory phrase-level (“nuclear”) prominence. Every intona-
tional phrase thus contains a nuclear tune in the AM model,
and it may also include optional pre-nuclear pitch accents
and the possibility of additional phrase accents if made up of
multiple intermediate phrases.

In what follows we refer to this model of MAE intonation as
“the AM model”. A core feature of the AM model is that phono-
logical/categorical distinctions among nuclear tunes are the
result of differences in (phonologically distinct) pitch accent,
phrase accent, and boundary tones. All possible combinations
of these phonological units generate a set of nuclear tunes and
corresponding F0 trajectories in the language. The model thus
defines a set of tunes that are distinct from one another in
phonological units (tones), and which are associated with dis-
tinct F0 trajectories as produced by native speakers and which
are heard as distinct by native listeners. In other words, the
model is explicit in defining the contrast space of phonologi-
cally distinct forms, and the corresponding distinctions in the
space of F0 trajectories. The present study focuses on three
pitch accents, H*, L+H*, L*+H,1 which have been subject to
substantial debate in the literature. All three pitch accents con-
tain a H(igh) tone and engender a pattern of rising F0. Combin-
ing these three pitch accents with phrase accents and boundary
tones, the AM model generates a set of 12 phonologically dis-
tinct nuclear tunes (3 pitch accents � 2 phrase accents � 2
boundary tones), all of which are included in the tune inventory
proposed for American English (Pierrehumbert, 1980; Beckman
& Pierrehumbert, 1986).

The AM model has been widely adopted as a standard for
the study of intonation in American English, though relatively
little work has provided a rigorous test of its core assumptions,
or empirical validation that the large number of predicted tune
distinctions are recoverable from F0 signals. The literature on
intonational meaning offers support for some of the distinctions
proposed in the AM model, in showing associations between a
particular tune and the pragmatic meaning of an utterance
related to illocutionary force (speech act), or the speaker’s
epistemic state. However, such studies typically investigate a
distinction between a limited number of tunes, often only two.
Further complicating the picture, many studies of intonational
meaning do not offer a clear description of the tunes under
investigation, either in terms of a phonological (tonal) specifica-
tion or the F0 characteristics, which limits their usefulness in
testing the predictions from the AM model. Pierrehumbert &
Hirschberg (1990) offer a more comprehensive account of into-
national meaning for pitch accents, phrase accents and bound-
ary tones, however there is to date no empirical study that
1 There are 5 pitch accents in the AMmodel’s inventory for MAE: L*, H*, L+H*, L*+H, H+!H*
(ignoring a downstepped !H*, which may occur only after another H). In these pitch accents the
tone marked with a star is the one associated to the syllable with nuclear stress: for example L*
+H and L+H* contain the same sequence of tones, but differ critically in how the L and H tones
are associated with, or aligned to, the segmental string.
validates each of the predicted tune-meaning distinctions from
that work. An added challenge is the claim that pragmatic and
discourse meaning may be conveyed by gradient phonetic
variation, instead of or in addition to categorical distinctions
in intonational form (e.g., Calhoun, 2012, Ladd, 2022). The
intonational meaning literature thus supports the existence of
contrasts among some tunes as conveying distinction in prag-
matic meaning (e.g., Hirschberg, 2004; Prieto, 2015; Westera,
Goodhue & Gussenhoven, 2020), though not for all of the
tunes generated by the model and claimed to be part of the
inventory.

The aforementioned challenge for the AM model concerns
the evidence for discrete categories as a function of their prag-
matic and discourse functions, but there also exists a related,
perhaps more fundamental challenge to the model from the
now well-documented variation in phonetic form (in F0 in par-
ticular), which calls into question the discreteness of proposed
intonational distinctions. In a previous study, Cole, Steffman,
Shattuck-Hufnagel, & Tilsen, 2023 explored this issue, using
the same basic experimental methodology we use here (de-
scribed below). In that study, the authors were concerned with
the 8 nuclear tunes created from the combination of high (H*)
and low (L*) pitch accents, with all boundary tone configura-
tions (2 pitch accents � 2 phrase accents � 2 boundary tones).
Using clustering and neural-net classification analyses over
time-series measures of F0 in the tunes, Cole et al. (2023)
found that three pairs of tunes were highly confusable: {H*L-
H%, H*L-L%},{L*H-L%, L*L-H%},{H*H-H%, H*H-L%}. The
two tunes in each pair were grouped together in the clustering
analysis, resulting in only five emergent clusters from the pre-
dicted set of eight. The tunes in the same three pairs were also
often confused in the neural net classification of the data. How-
ever, in other more targeted analyses of the same data, the
authors found that there were measurable differences in the
F0 trajectories of tunes that clustered together, though they
were relatively small, and clearly insufficient to define separate
clusters or to promote accuracy in the classification of the con-
fusable tunes.

At a general level, the lack of robust distinctions in pro-
ductions of certain proposed-to-be-distinct tunes highlights
the issue of phonetic (F0) variability and intonational dis-
creteness. However, one notable distinction evident in that
study was between pitch accents H* and L*: tunes that dif-
fered in their pitch accent never clustered together, were
successfully distinguished by the classifier, and were reliably
perceived as distinct by listeners. Thus, while Cole et al.
(2023) calls into question distinctions pertaining to edge tone
configuration in nuclear tunes, their data offers clear support
for a robust difference between high (H*) and low (L*) pitch
accents. Our review of the literature (summarized in part
below) suggests that the supposed difference between H*
and L* pitch accents is indeed uncontroversial. Conversely,
a clearly more contentious distinction is that between pitch
accents that contain a high (H) target, and which vary in
F0 alignment and scaling: H*, L+H* and L*+H (Beckman &
Pierrehumbert, 1986; Silverman & Pierrehumbert, 1987).
These distinctions, in particular, have been a longstanding
topic of debate in the literature and their status as distinct
intonational elements has been examined to some extent
in previous studies.
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American English. They found that speakers from Southern California exhibited overall
later alignment of both high and low targets as compared to speakers from Minnesota, for
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Cole et al. (2023) thus provides a jumping off point for the
present study, in which we use a similar methodology to focus
on H*, L+H* and L*+H.2 Here we briefly review the way in which
these pitch accents have been described as phonetically dis-
tinct. H* is a high target affiliated with the stressed syllable
and is canonically described as containing a small rise to a peak
within or after a stressed syllable, though as noted in the ToBI
guidelines the actual timing of the peak can vary substantially
(Beckman & Ayers Elam, 1997, p 15). The guidelines state that
the critical distinction between H* and L+H* is the following:
“. . .the essential difference [between L+H* and H*] is what hap-
pens before the high tone. The leading L tone in L+H* is meant
to transcribe a rise from a fundamental frequency value low in
the pitch range that cannot be attributed to a L* pitch accent
on the preceding syllable or to a L- phrase accent or to a L%
boundary tone at a preceding intermediate-phrase or
intonation-phrase boundary. For H*, by contrast, there is at most
a small rise from the middle of the speaker’s voice range” (pp
15–16). Though not explicit in the guidelines, these accents
may also be differentiated by F0 peak height, where for exam-
ple, Burdin, Holliday & Reed (2022) found that L+H* shows a
reliably higher F0 peak than H* in three varieties of American
English. L+H* and L*+H are distinguished by the alignment of
a low F0 region (often described as a low target) with respect
to the stressed syllable. Whereas the L tone is at or preceding
the onset of the stressed syllable in L+H*, a low F0 region
occurs within the vocalic portion of the stressed syllable in
L*+H, with a rise that starts late into or after the stressed sylla-
ble. In terms of F0 scaling, the L tone in L+H* has been shown
to be higher than that in L*+H with a larger difference between L
and H targets for L*+H (Arvaniti and Garding, 2007). To the
extent that these three pitch accents are different phonological
categories, we predict that each should evidence categorical
behavior in production and perception, with F0 shapes that differ
systematically in production and are reliably perceived as dis-
tinct by listeners. As noted by Dilley & Heffner (2013), despite
the general acceptance of these categories, “little empirical evi-
dence exists about how many accents truly underlie English
intonation; for the most part, claimed distinctions have been
based on descriptive evidence and theoretical arguments” (pp
7–8), a statement which, in our assessment, remains true almost
a decade later.

There has been considerable debate in the literature relat-
ing to the claim from the AM model that H* and L+H* are two
distinct accent categories (e.g., Calhoun, 2004, 2012; Ladd,
2008, Ladd & Schepman, 2003). Ladd and Schepman (2003)
argue for a single category based on the existence of a low-
ered F0 which often precedes H* pitch accents, described in
earlier work as a “sagging transition”, and which behaves like
a low target in that its alignment is conditioned by phonological
factors and is relatively stable with respect to the following H
tone. The alignment of the L target is also a perceptual cue
to the presence of a word boundary for listeners. In their anal-
ysis, this low target constitutes a part of a (L + H) pitch accent,
2 In addition to being an empirical extension of Cole, Steffman, Shattuck-Hufnagel, &
Tilsen, 2023 to different pitch accents and tunes, the present study also contains some
different analytic methods, described in the methods section. One large addition is a focus
on tonal timing and a more in-depth analysis of speech perception data. It should be noted
that both this paper and Cole et al. (2023) make use of k-means clustering and GAMM
modeling.
which also includes L+H*. In this analysis, there is a distinction
in the span of the F0 rise, which varies along a continuum with
canonical H* and L+H* as endpoints (cf. Calhoun, 2012, Dilley,
2005). Interestingly, these fundamental issues remain when
discourse function and meaning are considered. It has been
claimed that H* and L+H* accents are distinguishable in terms
of their discourse function (e.g., Büring, 1997; Steedman,
2000). However, Watson, Tanenhaus & Gunlogson (2008),
showed that while it is true that L+H* is interpreted as convey-
ing contrastive focus, H* was also compatible with this inter-
pretation. H* further was compatible with the presentation of
a discourse-new referent, such that the discourse functions
of the two pitch accents were not identical but were overlap-
ping. In other words, interpretation in discourse context was
not sufficient to distinguish the two pitch accents. This finding
highlights that the mapping from pitch accent (if presumed to
be a discrete category) to meaning/function is not one-to-one
(see also Chodroff & Cole, 2019b; Im Cole & Baumann,
2023). Though not explored in Watson et al. (2008), these
overlapping interpretations could also be seen as related to
within-category phonetic parameter variation for a single
accent category.

Though perhaps a lesser focus in the literature, the distinc-
tion between L+H* and L*+H has also been a topic of investi-
gation. Arvaniti and Garding (2007) present evidence that
these two pitch accents have largely different temporal align-
ment patterns, which is taken as evidence for two categories.
However, one caveat in that study is that each pitch accent
was elicited in the context of a different edge tone sequence:
L+H* in the context of L-L%, and L*+H in the context of
L-H% or H-L%. The distinctions in measured F0 parameters
thus co-occur with variation in nuclear tune shape
overall.3 Although the differences in temporal alignment
between the pitch accents are convincing, it is difficult to make
generalizations about their distinctiveness across edge tone
contexts, or when controlling for edge tones. In earlier work,
Pierrehumbert & Steele (1989) carried out an imitative produc-
tion task in which a peak alignment continuum between L+H*
and L*+H was imitated in the context of an L-H% edge tone
sequence. Imitations from three speakers showed a bimodal dis-
tribution of peak delay values, rather than the continuous varia-
tion along the steps of the peak delay continuum used as
imitation stimuli. This is taken by the authors as evidence for a
binary alignment distinction as the basis for the difference
between L+H* and L*+H. Dilley & Heffner (2013) also examined
the imitated productions of a low target continuum in a rising
edge tone (H-H%) context. In the earliest alignment of the con-
tinuum, the low target preceded the stressed syllable, while in
the latest alignment the rise occurred after the stressed syllable.
Though described as an L* alignment continuum by the authors,
both pitch accents, though relative timing differences between accents were preserved in
both dialects. This shows the need to consider dialect-specific implementations of
intonational elements, which in this case varied in the overall timing of tonal targets for the
two pitch accents but could conceivably also influence relative differences between them.
This constitutes an additional challenge for the understanding of claimed intonational
categories to their phonetic manifestations in speech. The present study does not address
dialectal variation, though we note that future work may build on these results to examine
such questions.



4 J. Steffman et al. / Journal of Phonetics 104 (2024) 101310
the early alignment end point is similar to L+H*H-H%, with the
continuum ranging from this to L*(+H)H-H%. The authors
showed that listeners’ perception of valley alignment in two con-
tinua of this sort was less accurate than that of peak alignment
continua. They also found more graded variation in the produc-
tion of valley alignment in an imitation task similar to that used in
Pierrehumbert & Steele (1989). The data from Dilley & Heffner
thus suggest a lack of a discrete distinction in F0 valley align-
ment in the context of an H-H% rising edge tone. The result from
Dilley & Heffner, in comparison to the data from Pierrehumbert &
Steele, shows that the evidence in favor of a categorical distinc-
tion is dependent on edge tone context. As with the H* versus L
+H* distinction, the AM model for MAE proposes two categories,
while other accounts of the distinction between L+H* and L*+H
have invoked the notion of a phonetically gradient peak delay
spanning the ranges between these two accents, with possible
ideal or typical values (Gussenhoven, 1984). As stated by Pier-
rehumbert & Steele (p. 193), distinguishing between these
accounts is not straightforward: “There is perhaps some concep-
tual difference between proposing two categories and proposing
a gradient dimension with two preferred positions. However, it is
unclear what experiments for deciding this could be realistically
performed”.4 In another domain, speech technology research
has also grappled with the issue of prosodic categories (e.g.,
Wightman & Campbell, 1995; Wightman & Ostendorf, 1994).
Pitch accent categories are a recurrent theme here too. For
example, findings of low inter-labeler reliability for ToBI labeling
in text-to-speech applications led to collapsing among labels and
the use of so-called “ToBI-Lite” annotation which only distin-
guished only two types of pitch accents (Syrdal & McGory,
2000; Wightman, Syrdal, Stemmer, Conkie & Beutnagel,
2000). Classifiers have also been developed to identify intona-
tional features (e.g., Rosenberg, 2010; Schweitzer & Möbius,
2009). Setting aside the issue of labels within training corpora,
confusions in pitch accent classification and detection are evi-
dent in American English (in e.g., Rosenberg, 2010). This gen-
erally lines up with classifier confusions for whole tunes seen
in Cole et al. (2023).

In addition to the question of discreteness in tune form and
function, a related issue merits consideration here. This might
be called “probabilistic tone phonotactics”, or the probabilities
that certain tonal combinations will occur. The AM model pro-
poses that all tone sequences are possible, but makes no
claims about their relative frequency, which may be expected
to impact the extent to which they are readily perceived and
produced. In our reading of the literature remarkably little work
has explored this question beyond Dainora (2001, 2006) who
proposed a probabilistic grammar for intonational tunes based
on the analysis of a ToBI-labelled corpus of radio news speech
of two speakers. The grammar identified probabilistic depen-
dencies between sequences of pitch accents, phrase accents,
and boundary tones in nuclear tunes. Some, like H*L-L%, were
very common, while others, like L*+H H-H% never occurred in
the corpus. In the context of the literature reviewed above and
the present study, this finding can be considered in two lights.
First, and importantly, the probabilistic grammar takes the ToBI
4 Some perceptual evaluations of categoricity have been carried out for edge tones,
using identification and discrimination tasks for F0 continua (Remijsen & van Heuven,
1999; Schneider & Lintfert, 2003) though the crux of the debate has been focused around
pitch accents in our reading of the literature.
labels at face value and presumes that they represent discrete
tones which combine to form tunes. Thus, unlike the questions
of gradience raised above, this work presumes the existence
of these tones as phonological units. Nevertheless, the key
finding that tone sequences are highly variable in their fre-
quency raises the possibility that the attested frequency of a
tune may relate to its separability in production or perception.
In other words, a particular pitch accent may be frequently real-
ized in a given tune (H*L-L%) but not another (e.g., H*H-H% in
Dainora, 2006), and this in turn may predict the extent to which
it is distinguished from other pitch accents across contexts.
This is an issue we return to in the discussion of the results
presented here.

In sum, the literature offers mixed evidence for some of the
predicted category distinctions of the AM model for American
English. A critical gap is the generalizability of a proposed dis-
tinction across intonational edge tone (phrase accent + bound-
ary tone) contexts (also highlighted by frequency
discrepancies for certain pitch accent and edge tone combina-
tions shown in Dainora, 2001, 2006). In each of the perception
and imitation experiments reviewed above, the edge tone con-
text was held constant, with potentially important differences
suggested by the comparison between Pierrehumbert and
Steele (1989) and Dilley and Heffner (2013). Moreover, co-
variation of pitch accent and boundary tone in Arvaniti and
Garding (2007) makes apparent the need to examine pitch
accent-based distinctions across edge tone contexts (and con-
versely, edge tone distinctions across pitch accent contexts).
Building on these previous studies of categories and continua
in intonational form, the present study is a test of the proposed
phonological tune distinctions in American English, as an
empirical test of the AM model. We test the predicted 12-way
distinction between tunes constructed from one of three rising
pitch accents H*, L+H* and L*+H with all possible edge tone
combinations, with a large sample of speakers of the lan-
guage. By testing the existence and nature of these distinc-
tions we take a first step towards testing the range of nuclear
tune shapes that are available as discrete categories in pro-
duction and perception, and the scope of variation between
and within them.
1.1. The present study

To elicit productions of American English intonation we car-
ried out an imitation study, which follows previous work in using
imitation as a method to gain insight into the phonological sta-
tus of intonational features (e.g., Braun, Kochanski, Grabe, &
Rosner, 2006; Chodroff & Cole, 2019a; Dilley & Heffner,
2013; Cole and Shattuck-Hufnagel, 2011). An alternative
approach for eliciting intonational tunes would be to provide
an explicit discourse context to elicit the production of an indi-
vidual tune. However, the lack of a comprehensive under-
standing of the relationship between tune and discourse
context for the full set of tunes we are interested in, as outlined
above, makes this challenging. Moreover, previous empirical
work investigating the meaning of rising intonation also
focuses on only a small set of tunes, or a single aspect of prag-
matic meaning (e.g., Burdin & Tyler, 2018; Jeong, 2018; Rudin,
2022). As such, we lack a clear basis for creating reliable dis-
course information for the 12 tunes of interest in this study.
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We assume that tune imitation involves, as a first step, an
encoding of its phonetic properties and associated phonologi-
cal categories, which are subsequently implemented by the
speaker in their imitative production of the tune. An imitation
task thus allows us to focus on the phonological and phonetic
form of the tunes in the AM model, which will provide a basis
for future research to examine the mapping from tune to dis-
course context, and the pragmatic function of tunes. This
should be kept in mind throughout as a caveat of the present
study, which, for the reasons noted above, is a first step
towards a broader goal of establishing the system of intona-
tional contrasts in AE. The tunes in this study were presented
without discourse context, as a test of the hypothesis that
speakers and listeners should be able to access phonological
tune categories in the absence of a meaningful discourse, in at
least some of the phonological contexts in which they may
occur. For instance, to support a categorical distinction
between H* and L+H* pitch accents in nuclear position, we
seek evidence that they are reliably produced and perceived
as distinct in at least one context of a following phrase accent
and boundary tone. Our decision to test tune distinctiveness in
the absence of a discourse context is motivated on analogy
with segmental phonological contrasts; while a contrastive
relationship between features, gestures or phones may be
marginal or even reduced in certain phonological contexts,
contrastive status rests on there being at least one phonolog-
ical context in which the distinction manifests in production and
is recognized in perception.

Previous studies on the imitation of intonation show that not
all aspects of a stimulus F0 contour are imitated; and that imi-
tative productions are, in this sense, not a veridical rendition of
the stimulus F0. For example, as reviewed above, it seems the
alignment of F0 peaks is imitated consistently (with possible
category-based discontinuities), but F0 velocity and (vertical)
scaling along a continuum of low to high F0 values is not
(Dilley & Heffner, 2013; Dilley, 2010; Tilsen, Burgess &
Lantz, 2013). Imitation thus offers a window into the mental
representations that are involved in the imitation process: the
encoding of a tune in perception and the reproduction of that
encoded information in production. Braun et al. (2006) showed
that iterated imitation of randomly varying phrasal F0 patterns
leads to the emergence of stable attractor patterns that corre-
spond to predicted intonational distinctions, while also showing
substantial within-attractor variability. In this sense imitation
data also has the potential to capture variation within a cate-
gory as well (cf. Calhoun, 2012, Ladd, 2022). An imitation task
thus allows us to test distinctions among tunes absent an
understanding of their discourse function and offers a test of
the existence of discrete tune categories and possible variation
within them. In the present imitation task we additionally sought
to diminish the role of stimulus-specific episodic detail in sev-
eral ways. In each trial (described in more detail below) partic-
ipants heard two auditory models which presented the same
intonational tune in two lexically different, though syntactically
and metrically similar, sentences. Participants were then
prompted to reproduce the tune on a new sentence using
the same intonational melody they heard, such that the pro-
duction is not, strictly speaking, an imitation of the stimulus.
Each trial also presented stimuli from two different model
speakers who had different pitch ranges, providing the partici-
pant with acoustically different realizations of the same tune.
We complement this imitation study with a perceptual discrim-
ination task testing discrimination for all pairwise combinations
among the 12 nuclear tunes that comprise our stimuli. With
these methodologies we examine the core questions outlined
above. Our specific research questions can be summarized
as follows:

1. How well does the AM model predict the observed dis-
tinctions in the shape of nuclear F0 trajectories produced by
speakers as imitations of the 12 nuclear tunes formed using
the rising pitch accents H*, L+H* and L*+H?

2. What acoustic parameters characterize the observed F0
distinctions in imitated productions, within and across the cat-
egorically distinct tunes proposed in the AM model?

Given the preceding discussion and these research ques-
tions, it is important to consider here precisely what categories
are being sought, and how the present study aims to contribute
to our understanding of intonational phonology. First, as stated
above, the present study is not concerned with intonational
meaning. It is fundamentally a study of intonational form,
examining the intonational forms that speakers produce and
perceive as distinct. This distinctiveness can be considered
at two levels of description, the level of the tone (a phonologi-
cal unit) and the tune (a more complex phonological structure
composed of sequenced tones). Our analyses focus on the
nuclear tune as a whole, given our interest in how intonational
features (e.g., pitch accents) are distinguished in context (i.e.,
within a tune). To the extent that two tunes differing in a single
intonational feature are distinct in production and/or percep-
tion, we have evidence supporting the categorical status of that
intonational feature (as a phonological unit). For example, if
L+H* and L*+H were distinct (in production and/or perception)
in all edge tone contexts, this would qualify as a robust and
cross-context distinction in intonational form. Conversely, if
they are only marginally distinguished in few contexts, or are
not well distinguished in any, this calls into question their status
as unique intonational forms, i.e. as intonational categories. If
they are robustly distinct in only some contexts, this could be
viewed through the lens of contextual neutralization, a point
which we return to in the discussion.5

Following this line of reasoning, one key part of our analysis
is concerned with the intonational form distinctions that are
emergent in the data, that is, the distinctions that appear from
an analysis that is blind to the AM labels of the model tunes
that speakers were imitating. We implement clustering analysis
with this goal in mind, to partition speakers’ productions into
clusters on the basis of how distinct they are from one another
(described in detail below). The clustering analysis reveals the
distinctions that emerge from the data without recourse to
information about the AM labels of the model, and in our view
constitutes the most appropriate approach for assessing tune
distinctions without assuming a set of a priori tune categories.
In addition to the bottom-up, data-driven clustering analysis,
we carry out additional analyses to compare the F0 trajectories
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of imitated productions when identified with the AM tune label
of the corresponding stimulus. These analyses of labeled data
are AM-model-driven (or top-down, in contrast to the bottom-
up clustering analysis). They allow us to assess the extent to
which speakers imitate what they have heard, how their imita-
tions deviate from the F0 trajectories of the model tunes pre-
sented as stimuli, and if imitations of different AM tunes can
be distinguished from one another at all. We also relate these
analyses of labeled data to the emergent clusters. However,
unlike the clustering analysis, we do not consider the analyses
of labeled data as the best method to answer the question of
how many and which distinctions are emergent in the data.
The analyses of labeled data assign a priori AM labels to imi-
tated productions on the basis of distinctions present in the
stimuli (by design), comparing F0 trajectories of imitations on
the basis of those labels as a complement to the clustering
analysis, which is neutral in regard to the AM labels. In sum-
mary then, the present study sets out to answer the question
of which intonation forms are well separated in the production
and perception of nuclear tunes, and the extent to which these
comport with the 12 proposed nuclear tunes of interest. Impli-
cations of these results for intonational phonology, and intona-
tional meaning are broached in the discussion section.
2. Methods

The model stimuli, the data reported in this paper, and the
scripts for analysis and data visualization may be accessed
from an open-access repository hosted on the OSF at https://
osf.io/ehx7w/.

2.1. Stimuli

The speech materials used to create the stimuli were spo-
ken by one male and one female speaker of American English.
From these we synthesized twelve nuclear tune F0 trajectories
using the PSOLA method and a custom Praat script (Moulines,
& Charpentier, 1990; Boersma & Weenik, 2019). The two sen-
tences were “He answered Jeremy” and “Her name is Marilyn”.
The files were recorded in a sound-attenuated booth, using a
Shure SM81 Condenser Handheld Microphone and Pop Filter,
with a sampling rate of 44.1 kHz. Table 1 shows elicited
nuclear word durations produced by each talker from aggre-
gated productions of each word in the 12 nuclear tune condi-
tions. The table also shows the duration of the selected base
file for resynthesis. This selected base file had relatively low
and flat F0 for both speakers, which was judged to sound
the most natural with the range of resynthesized tunes.

In creating the F0 patterns for the 12 tunes our goals were
two-fold. First, we wanted tunes to be an accurate reflection of
Table 1
Durational information (in ms) for nuclear word in the files which were recorded in the process o
creation of all resynthesized tunes is shown at right.

Speaker Nuclear word mean(sd)

female Jeremy 547(41)
female Marilyn 587(40)
male Jeremy 649(65)
male Marilyn 654(71)
the proposed distinctions from the AM model, for which targets
and turning points correspond to the canonical description of
each. To this end, the F0 patterns were created based on
schema in the ToBI training materials (Beckman & Ayers,
1997; Veilleux, Shattuck-Hufnagel & Brugos, 2006), which in
turn are based on schema in Pierrehumbert (1980). Our sec-
ond goal was to ensure that each of the 12 tunes was maxi-
mally distinct from the others in F0 space. In other words, we
wanted to ensure that the loss of a given distinction in imitative
productions was not due to the stimuli not having sufficiently
distinct F0 trajectories. All resynthesized tunes were judged
by the authors (all ToBI-trained prosody researchers) to sound
like plausible productions of the tunes, which were perceptu-
ally distinct. Notably, Cole et al. (2023) also elicited productions
of H* tunes, though the H* tunes used in this study are slightly
different than those in Cole et al., to maximize differences with
L+H* (not a concern in Cole et al.; cf. Fig. 1 in this paper and
Fig. 1 in Cole et al.). There is no overlap in the analyzed data
between that study and this one, which recruited a fully new set
of participants.

The resynthesized tunes were created based on 6 target
heights distributed within each model speaker’s pitch range.
The mapping of target height to F0 in Hz is shown in Table 2.
Each model speaker had different target heights, with maxima
and minima approximately matching natural variation in their
pitch range, as determined from the model speakers’ natural
renditions of each of the tunes. Intermediate targets were set
to allow for fairly even spacing within the pitch range, with
some values adjusted to improve the naturalness and the dis-
tinctiveness of the tunes, following perceptual evaluation by
the three authors of this paper. The 12 tunes as represented
schematically by F0 target heights are shown in Fig. 1. In
describing the stimuli and tunes in the remainder of the paper
we use a tune label without diacritics (+ - %) such that for
example L*+H H-H% is displayed as L*HHH, L+H* H-H% is
displayed as LH*HH, and so on. The timing of targets was
based on temporal landmarks corresponding to syllable
boundaries that were identified auditorily and by visually
inspecting spectral transitions in the sound files. One addi-
tional temporal landmark in the nuclear region was used for
L*HLH (L*+H L- H%), which necessitated an additional turning
point. This additional landmark was set to one third of the dura-
tion through the final syllable (see Fig. 1), which based on audi-
tory assessment of the three authors, sounded the most
natural compared to earlier or later timing in the final syllable.
Note that the ToBI training materials only provide alignment
information with respect to the stressed syllable, and do not
provide additional alignment landmarks. Alignment of the sec-
ond turning point in Fig. 1 (rightmost dashed vertical line in
each panel), was established as the transition between the
f stimulus creation. The duration of the file which was selected to be the based file for the

min max selected base file

421 609 560
529 639 527
550 770 633
561 770 712

https://osf.io/ehx7w/
https://osf.io/ehx7w/


Fig. 1. Schematic representations of the model stimuli in the nuclear (final) word, with vertical lines indicating alignment with segmental material in terms of syllable boundaries.

Table 2
Hz and ERB values for the targets used in the model stimuli.

Male model speaker Female model speaker

Hz ERB Hz ERB

Target level 1 80 2.79 100 3.37
Target level 2 105 3.51 160 4.93
Target level 3 130 4.18 200 5.84
Target level 4 225 6.36 300 7.79
Target level 5 240 6.67 350 8.62
Target level 6 265 7.15 380 9.09
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second and third syllable in the nuclear word, as this location
was judged to sound natural and to be systematically identifi-
able for the resynthesis.

In addition to the variation in the nuclear region shown in
Fig. 1, we varied F0 in the preceding words, which we refer
to as the “preamble”. For a given pitch accent, the preamble
was always the same across the two stimulus sentences, but
the preamble varied by pitch accent. For the H* accent the
preamble stayed at the target 2 level throughout until the
nuclear word. For the L+H* accent the preamble started
20 Hz above the target 3 value and fell linearly to the target
2 value at the start of the nuclear word (note that this 20 Hz
was the same value for both the female and male model
speaker, and thus may be perceived slightly differently based
on the different pitch ranges in the stimuli). The preamble for
the L*+H accent started at this same point and fell to the target
1 value at the beginning of the nuclear word for that pitch
accent. These additional manipulations of the preamble were
found to be required for the onset of each nuclear region to
start at a level that sounded natural, and to make the nuclear
pitch accent more natural in relation to the preamble. The tra-
jectories for the 12 tunes, including the preamble, are given in
the appendix in Fig. A1.
2.2. Speech production experiment

2.2.1. Participants

We recruited a total of 70 speakers for the experiment, all of
whom were self-reported monolingual speakers of American
English, with no hearing deficits. Participants were recruited
from two platforms. 35 participants were recruited from the
subject pool at Northwestern University (17 women, 17 men,
1 non-binary, mean age = 19.7), and received course credit
for their participation. The additional 35 speakers were
recruited from Prolific (19 women, 14 men, 2 non-binary, mean
age = 23.7), and were paid for their time. A preliminary analysis
did not find any systematic differences between these two
groups’ tune productions. We carried out this analysis by fitting
a GAMM model to trajectories for each tune, for each group
(same structure as GAMM described below, but split by group
as well). We then compared the production of a given tune
across groups by examining difference smooths. This effec-
tively compares if/where along a trajectory in normalized time,
the groups differ from one another in their production of a par-
ticular tune. Examination of difference smooths revealed no
significant differences in tune production between groups for
11 of the 12 tunes (no region of significant difference in the dif-
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ference smooths). For one tune, L*HHH, there was a small
region where F0 in the rising F0 movement was slightly lower
for the group recruited from the Northwestern University sub-
ject pool. However, the difference was very small in magnitude
and only persisted for approximately 20% of the tune (from the
interval of approximately 60%–80% in normalized time), lead-
ing us to conclude it did not constitute a substantial difference
across groups. This, in combination, with no difference
detected for the other 11 tunes, led us to combine the groups
in the remainder of the analysis. We further performed a qual-
itative screening of participants’ productions to exclude any
participant who did not produce substantial F0 variation during
the experiment, i.e. a consistent monotone production across
trials, which would reflect a misunderstanding of, or inattentive-
ness to, the task. This screening was accomplished simply by
plotting each speaker’s F0 trajectories for all trials, and
inspecting them. We found that all speakers produced sub-
stantial variation across trials, with a particularly clear visual
separation between monotonically rising and rising-falling F0
shapes, leading us to retain all participants for data analysis.
A figure included online in the supplementary materials shows
these by-speaker plots (averaged by tune for visual clarity).
2.2.2. Procedure

Participants completed the experiment remotely and were
instructed to be seated in a quiet room and to wear a pair of
headphones during the experiment, with recording done using
their own computer hardware. The experiment started with a
headphone check during which participants were presented
with audio (piano music). Participants confirmed that they
could hear the audio, and set their headphone volume to a
comfortable level. There was an additional microphone check
in which participants were prompted to speak and were shown
a dynamic registration of the volume of their speech, to confirm
that it was being recorded and was not too loud or quiet.

Participants were told that they would hear “computer gen-
erated speech” and that they should listen to the model utter-
ances for a given trial and then produce a new sentence with
the same melody “said the way you think it should sound if it
were spoken by a human English speaker”. This was intended
to allow for participants to modify or enhance their production
of the tune, and not focus on producing a phonetically precise
imitation. A trial consisted of the auditory and orthographic pre-
sentation of two model sentences, each with the same nuclear
tune, separated by one second. We refer to these as the expo-
sure tunes for a given trial. The model sentences varied both in
model speaker gender, and model sentence order (i.e., a par-
ticipant never heard the same speaker gender or sentence
twice in the same trial). With this design there are thus four
possible configurations for the model stimuli (2 speaker
orders � 2 sentence orders), which were paired with each of
the 12 tunes for a total of 48 unique model stimulus presenta-
tions (i.e., 48 unique exposure tune conditions). These were
matched with the three target sentences (produced by the par-
ticipant) “He modeled harmony”, “She remained with Madelyn”
and “They honored Melanie” for a total of 144 trials. The target
sentence was presented orthographically, with a reminder text
that read “I would say it this way”. The experiment took approx-
imately 25 minutes to complete.
2.3. Speech perception experiment

To examine the perceptual discriminability of these tunes,
we carried out an AX discrimination experiment in which listen-
ers were presented with pairs of tunes from the pitch-
resynthesized model stimuli and responded with a
“same”/“different” decision. We opted for an AX paradigm in
lieu of an AXB or ABX design largely because we assumed
that three full sentences in a trial (six syllables per sentence)
would induce high memory demands and be a challenge for
listeners to store and compare each stimulus. Because our
stimuli were sentences (not single syllables), the simplicity of
the AX task is appealing in this regard. Use of the AX para-
digm, however, does have the drawback that “different” judg-
ments may only be given in cases of high certainty, with the
relative differences across trials establishing a benchmark for
the range of stimulus variability (see e.g., Gerrits &
Schouten, 2004 for discussion). In this sense, a “same”
response may reflect uncertainty about a subtle difference,
though we assume that, when aggregated across participants,
the rate of “same” responses should index the relative salience
of differences among pairs of tunes.

In each trial, two model stimuli were played in succession,
separated by an inter-stimulus interval of 500 ms. They were
matched in terms of the model speaker gender and the model
sentence, such that in a given trial only the tune (F0) varied.
Tunes were paired with one another in all possible order-
sensitive combinations (12 � 12) for a total of 144 pairs, includ-
ing the pairing of the tune with itself (a “same” trial). To increase
the proportion of same trials we doubled them, for a total of 24
same trials, and 156 total pairings (132 different trials, 24 same
trials). These 156 parings constituted the 156 trials in the
experiment.

Recall that for a given tune there are four files: two model
speakers and two sentences. Including all combinations of
these four files with the tune pair manipulation would have
greatly increased the number of trials in the experiment.
Accordingly, four different lists that contained the 156 pairings
were created. Each list counterbalanced model speaker gen-
der and sentence such that across the four lists all possible
combinations were attested, and within a list there was an
equal number of stimuli with each model speaker gender and
model sentence. Over the course of the experiment, partici-
pants thus heard both model speakers and both sentences,
though not every possible unique combination of these and
tune pair. We recruited a total of 60 participants (44 women,
14 men, 2 non-binary, mean age = 28.7) and assigned 15 par-
ticipants to each of the four lists, such that, across participants,
every possible combination of model speaker, sentence and
tune pair was attested. None of the participants from the
speech perception experiment took part in the speech produc-
tion experiment.

All participants were self-reported monolingual speakers of
American English recruited from Prolific and were paid for their
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time. The experiment took approximately 15–20 minutes to
complete. There was a headphone check at the start of the
experiment, as in the imitative speech production experiment.
2.4. Analyses

To address the questions laid out abovewe carry out comple-
mentaryanalysesof speechperceptionandproductiondata.We
will begin the results section with the inspection of the speech
perception data and its relation to phonetic differences between
pairs of model tunes. This will allow us to characterize the extent
to which measurable F0 differences in the stimuli used for both
perception and production analyses were perceived. We then
turn to the production data, using GAMM modeling. Building on
these results we carry out the “bottom up” clustering analysis,
which is blind to the tune label associated with the stimulus
(based on the AM model) for a given imitated production. This
defines emergent distinctions between the imitations based on
differences between them in F0 space. We then assess distinc-
tionsamong imitated tunes in termsof their TonalCenter ofGrav-
ity (Barnes, Veilleux, Brugos & Shattuck-Hufnagel, 2012;
Barnes, Brugos, Veilleux & Shattuck-Hufnagel, 2020).

As noted above, whereas the “bottom-up” clustering
approach identifies an optimal partition of the data that is blind
to AM tune labels, the “top-down” modeling approach with
GAMMs and Tonal Center of Gravity allows us to relate these
emergent cluster distinctions to the AM model. At a basic level,
the two “top-down” approaches also allow us to test if a partic-
ular pair of AM tunes can be distinguished at all, e.g. it may be
the case that H*LL and LH*LL cluster together, but they have
some detectable difference in either Tonal Center of Gravity
or in the time-series trajectories submitted to the GAMM anal-
ysis. Relating these two approaches to data analysis thus
allows us to assess claims of categoricity from both perspec-
tives and to test for the extent to which AM-label-based distinc-
tions are preserved both within and across emergent clusters.

Finally, we will return to the speech perception data, exam-
ining how listeners’ perceptual discrimination of tunes can be
related to the speech production results. In the remainder of
this section we give the details and motivation for each of
the analyses.

The analyses presented here examine phonological tunes
in relation to a single acoustic parameter, F0. In focusing exclu-
sively on F0, we follow a large body of prior research on into-
national phonology that takes F0 as a primary (or only) object
of analysis, though in doing so we do not intend to suggest that
other cues are unimportant for conveying distinctions among
tunes. Two obvious candidates to consider are duration and
voice quality. Our decision to limit our focus to F0 is based in
part on the fact that in the phonological model we are testing,
the AM model, tunes are characterized solely in terms of F0
targets and trajectories. An additional consideration is that fur-
ther empirical work on how other acoustic parameters vary
between and within tunes is needed before those parameters
can be included as co-variates of F0 in experiments such as
we present here.
2.4.1. Measurement and data processing

Audio files were force-aligned using the Montreal Forced
Aligner (McAuliffe, Socolof, Mihuc, Wagner & Sonderegger,
2017). Each file was subsequently checked by trained audi-
tors, who corrected alignment in the nuclear word and the
alignment of phone boundaries from the phone tier (used to
indicate syllable boundaries in the nuclear word) when
needed. In this process files that contained disfluencies, mis-
productions of the target sentences or clipped or otherwise cor-
rupted audio were excluded (3.7% of files). We extracted F0
using the STRAIGHTalgorithm as implemented in VoiceSauce
(Kawahara, Cheveign, Banno, Takahashi & Irino, 2005; Shue,
Keating, Vicenik & Yu, 2011), measuring F0 at every 10 ms
across the file. In our analyses that deal in normalized time,
these F0 measures were converted to 30 time-normalized
samples across the nuclear word.

We then excluded files that contained unreliable F0 esti-
mates. Because our measures are coming from a phrase-
final word, we expected that non-modal phonation may be pre-
sent which renders F0 estimation difficult (see e.g., Penney,
Cox & Szakay, 2020). To identify files that contain F0 estima-
tion errors, we used an algorithm that computes sample-to-
sample differences in F0 (Steffman & Cole, 2022) and flags
files with differences that exceed a threshold based on physi-
ological thresholds from speech production research quantify-
ing the maximum rate of change in F0 (Sundberg, 1973). The
files that were flagged by the algorithm were subsequently
inspected by trained auditors for possible re-inclusion in the
data set. Files were re-included only if the F0 estimates did
not show sudden discontinuities (i.e., upward or downward
jumps) and comported with the perceived pitch in that region.
In total 8.8% of the files were excluded using these criteria.
We retained 8,913 files for analysis.

Speaker means and grand means for each tune are shown
in normalized time in Fig. 2, plotting ERB scaled within speaker
to normalize for different F0 heights and ranges. This can be
compared to Fig. 1 to give a rough sense of how the model
tunes were reproduced by our participants, and it can be
remarked that the imitated productions overall correspond to
the distinctions present in the model stimuli, though evidently
with large variation across speakers.

2.4.2. Analysis of speech perception data

The modeling of speech perception data focused on “differ-
ent trials”, that is, trials in which the pitch-resynthesized tunes
presented to the participant differed acoustically and in their
phonological tune label (“same” trial results were essentially
at ceiling in terms of accuracy). We modeled the perception
results using Bayesian mixed effects logistic regression mod-
els (Bürkner, 2018). Several different models are presented
and explained in the results section, however they all have
the following in common. The binomial “same”/“different”
response was predicted as a function of acoustic distance
between the two tunes presented on a given trial, where dis-
tance was computed using the standard formula for root-
mean square difference (RMSD). This metric has been shown
to correspond well with perceptual ratings of intonational dis-
tinctiveness (e.g., Hermes, 1998), and offers a straightforward
way of capturing overall differences between two F0 contours.
The formula is given in (1) below:

RMSD ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1 xi � yið Þ2
N

s
ð1Þ



Fig. 2. Means for each tune (dashed lines) and each speaker (solid colored lines).
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In (1), xi is the ERB of one model tune at time n (for 30 time-
normalized samples per nuclear word), and yi is ERB of the
other model tune at the corresponding normalized time.6

Greater RMSD values indicate a greater distance between two
model tunes in F0 space. For the purpose of statistical modeling
only, the RMSD values are subsequently centered such that a
value of zero is the mean RMSD for all tune pairs, which facili-
tated setting priors in the model. Importantly, we plot non-
centered RMSD in the figures in this paper. Note that because
each tune pair was presented in four different files (crossing
the two model speaker genders with the two sentences) a given
tune pair has four different RMSD values. Additional variables
based on clustering results are included in some models of
the perception data, which will be described in subsequent sec-
tions. For all perception models, random effects consisted of a
random intercept for participant, and a random intercept for
“base item”, that is, the audio file from which all tunes were syn-
thesized (one of four files, which crossed model speaker gender
and sentence). To allow for the possibility that listeners may be
influenced differently by variation in RMSD, a by-participant ran-
6 These were represented as speaker-centered ERB values (0 = speaker mean ERB),
however, both centered and non-centered values render the exact same RMSD, as the
differences between tunes does not change as a function of centering.
dom slope for centered RMSD was additionally included in the
model. In models with other fixed effects (described in subse-
quent sections), these effects were additionally included in the
model as by-participant random slopes. Priors for the perception
models were set to be normally distributed with a mean of 0 and
standard deviation of 1.5 (in log-odds) for both the intercept and
fixed effects. These can be considered “weakly informative” pri-
ors in that they encode no prior expectation of a fixed effect (with
high uncertainty); the prior for the intercept is essentially flat in
probability space (McElreath, 2020), allowing a wide range of
possible intercepts.
2.4.3. GAMM modeling

Our first analysis of the speech production (imitation) data
makes use of a Generalized Additive Mixed Model (GAMM).
The principal goal of this analysis will be to arrive at a charac-
terization of the imitations according to the exposure tune
label, and to see if there are measurable differences among
all AM tunes. Though it is also possible to compute RMSD
for pairwise combinations of tunes from the speech production
data (like we did for the model stimuli), RMSD as a holistic
measure would fail to capture where in the F0 trajectory differ-
ences exist and would be more difficult to compare across
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tunes when dealing with many possible tune pairings. This led
us to opt for using a GAMM, modeling F0 as a time-series over
the nuclear word, to provide view of the imitations as labeled
by exposure tune.

The GAMM model was fit to predict speaker-centered ERB
over normalized time (in 30 samples), using the R packages
mgcv and itsadug (van Rij, Wieling , Baayen & van Rijn,
2020; Wood, 2017). The GAMM was an AR1 error model, fit
with parametric terms for tune category (coded with H*HH as
the reference level7), and smooth terms for tune category over
time. Random effects were specified as reference/difference
smooths for speaker and tune and a random smooth for word,
following Sóskuthy (2021). The default number of basis func-
tions for each smooth term was found to be adequate, as deter-
mined by the gam.check() function. As the coefficients for the
parametric or smooth terms are not particularly informative for
the questions we ask here (Sóskuthy, 2021), we rely on visual
inspection of GAMM fits and 95% confidence intervals to evalu-
ate the significance of differences between tunes and to give a
qualitative overview of the distinctions present in the data. The
full model can be found on the open access repository.
9 The Caliński-Harabasz criterion is defined by the ratio of between-cluster variance
(distance between cluster centroids) to within-cluster variance (distance between an
observation and the centroid of the cluster it is assigned to), also considering the number of
observations and number of clusters. The optimum clustering solution is identified by a
peak in the CH criterion calculated over an increasing number of clusters and corresponds
to a solution with clusters that are both maximally dense and well-separated.
10 In comparison, hierarchical clustering does not entail specification of k or optimization
2.4.4. Clustering

We assess emergent distinctions in imitative tune produc-
tions using k-means clustering for longitudinal data using the
R package kml (Genolini, Alacoque, Sentenac, & Arnaud,
2015). The algorithm identifies distinctions among imitated
F0 trajectories that are sufficiently large and robust to define
distinct shape-based clusters. We inspect the output of the
optimal clustering solution to determine how the emergent
clusters relate to the twelve AM-defined model tunes, examin-
ing the proportion of imitations of a particular tune that are
assigned to the same cluster. We also qualitatively describe
the shape of the average trajectory for each emergent cluster.
The clustering algorithm operates by comparing clustering
solutions that are seeded using different numbers of clusters.
Each clustering solution represents the optimal grouping of
observations (i.e., F0 trajectories, each a vector of 30 F0 val-
ues) into k clusters.

One feature of k-means clustering that is different from
other methods such as hierarchical clustering,8 is the require-
ment that a specific k (number of clusters) be set at the start
of the analysis. Choosing the best number of clusters for a par-
ticular data set thus becomes an important consideration in the
analysis, and for this reason, clustering solution optimization
constitutes a vital part of the k-means analysis. We accordingly
ran the analysis with a range of ks, and then selected the optimal
solution (using the functionalities in the kml package). We tested
models using 2–12 ks (clusters), two representing the logical
minimum number of clusters in the data set and 12 representing
the total number of tunes in the input, which in theory could each
define a separate cluster. The optimal solution in k-means clus-
tering is defined as the partition of the data that minimizes within-
cluster variance while maximizing between-cluster variance.
7 Re-leveling the reference level will change the estimates for parametric terms in the
model, but does not impact the visualization of the smooth terms which are presented and
discussed in the results.

8 Kaland (2021) provides an introduction to time-series F0 hierarchical clustering using
the agglomerative method with complete linkage and accompanies an excellent user-
friendly tool for the method.
Among these solutions, the optimal number of clusters was
determined using the Caliński-Harabasz criterion (Caliński &
Harabasz, 1974), to identify the value of k that results in the
highest ratio of between- to within-cluster variance.9 The cluster-
ing solution we report in the paper is the one that best separates
the data, though it is only one of the eleven possible solutions
(several additional solutions are mentioned in the results sec-
tion, and contained as figures on the open access repository).
We viewed this feature of k-means clustering, and the optimiza-
tion component of the process, as a way to examine the
category-like structure in the data, reasoning that emergent clus-
ters in the data set are good candidates for categorical intona-
tional (form) distinctions, and the number of clusters in the
optimal solution represents the best category candidates based
on cluster separation.10

The clustering analysis was carried out on speaker means
for each tune (each speaker contributing 12 means), such that
there were a total of 840 trajectories submitted to the algorithm.
F0 was represented as ERB, and scaled within speaker, to
remove differences in F0 height and range across speakers.

2.4.5. Modeling tonal timing using Tonal Center of Gravity

The GAMM modeling analysis presents a characterization
of each imitated tune in terms of its dynamic F0 trajectory,
allowing us to compare overall tune shapes, while the cluster-
ing analysis serves a similar purpose though without a pre-
specified category (i.e., tune label) for each tune.

Given that both the clustering analysis and GAMMmodeling
operate over time-normalized trajectories, a natural comple-
ment to these analyses is one that captures temporal distinc-
tions among tunes in real time. As discussed above, a
common approach to investigating temporal distinctions in
intonation is in the analysis of peak and valley alignment
(e.g., Dilley & Heffner, 2013; Ladd, Mennen & Schepman,
2000, Pierrehumbert & Steele,1989). For the present study,
the alignment of F0 peaks and valleys is predicted to distin-
guish nuclear tunes, with, for example, the alignment of F0
peaks for an L*+H accent later than those for and L+H* accent.
However, recent work in the intonation literature has called into
question the primacy of turning points (peaks and valleys) in an
intonation contour as the key parameter distinguishing pitch
accent categories. The alternative Tonal Center of Gravity
model (Barnes et al., 2012,2021) proposes another approach
for investigating tonal timing. As described in Barnes et al.
(2012), the Tonal Center of Gravity (TCoG) within some inter-
val localizes an F0 event in time and in F0 space. There are
two parameters that measure this localization. One is TCoG
in the frequency domain, “frequency TCoG”, which can be
among clustering solutions that vary in the number of clusters. Instead, there is a single
clustering solution, represented by a dendrogram, which may be “cut” in different locations
to yield various numbers of clusters. Optimization among these different cuts of the solution
can also be caried out in various ways. Given that k-means clustering explores and
evaluates different solutions (different values of k), we thought it a more appropriate way to
address our questions here. The open access repository contains visualization of
hierarchical clustering analysis of the data, carried out using the tool described in
Kaland, 2021; this is referenced below as well in light of the clustering results.



11 Segmentation of the first/second syllable boundary based on acoustic landmarks was
straightforward in the target words “har-mony” and “Ma-delyn” because the onset on [m]
and [d]/[ɾ] was consistently clear. In the case of “Melanie”, the F2 minimum was selected as
the most readily identifiable acoustic landmark for [l], which means that the “syllable
boundary” in this word is essentially the apex of F2 movement. This makes TCoG
measures across target words slightly different in nature, though consistent within a word.
12 In all of the Bayesian modeling we report here, the model was fit using a no U-Turn
sampler with an adapt_delta parameter setting of 0.99. The models drew 4,000 samples in
each of four chains, with a burn in period of 1,000 samples to ensure adequate
independence of from the starting values of the Markov chains, effectively retaining 75% of
the samples for inference.
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computed as the average F0 of the interval under considera-
tion, or in a more complex fashion, can also incorporate
weights that emphasize particular regions in the signal. The
second parameter, which we focus on, is “temporal TCoG”:
the temporal location of TCoG within a particular interval.
Given, e.g., an H* pitch accent, temporal TCoG measures
when (in time) the F0 “bulk” or “mass” of the pitch accent
occurs and can be computed with the equation given in the
appendix. What the TCoG computation captures is a holistic
characterization of where F0 is highest, along the course of
an F0 movement. The TCoG measure is influenced by the
shape (domed vs. scooped) of the F0 trajectory. Fig. A1 in
the appendix provides an illustrative example of this effect,
similar to examples given in Barnes et al. (2021). These sorts
of shape-based distinctions have been attested in speech pro-
duction and shown to be important in speech perception
(Barnes et al., 2021; ’t Hart, 1991; d'Imperio, 2000; Knight,
2008; Niebuhr, d'Imperio, Fivela, & Cangemi, 2011). Notably,
the shape-based distinctions among rising tunes that are cap-
tured by the TCoG measure are not predicted by the AM
model, which implements F0 interpolation between successive
tone targets. Most relevant to the point made here, Barnes
et al. (2021) show that shape modulations impact how listeners
perceive the timing of an F0 peak (even when actual peak tim-
ing is fixed). Such results support the idea that the timing of
tonal events is computed by listeners as something akin to
TCoG, in lieu of actual peak timing. We take this result and
related ones in the intonation literature to favor temporal TCoG
as a measure of tonal timing in tunes, and we therefore apply
this measure in our the search for predicted distinctions among
them.

The TCoG analysis presented in this paper is aimed at
exploring how TCoG relates to both the emergent distinctions
in the clustering analysis and the AM tune labels. First, in sim-
ilar fashion to the GAMM analysis, we can ask how TCoG dif-
ferentiates imitations when labeled by AM model tune, i.e. are
there detectable differences among each of tunes? Second,
we ask: is tonal timing, as measured with TCoG, a parameter
that captures the emergent clustering distinctions? If yes, we
can infer that emergent partitions of the data are based (in part)
on tonal timing. Finally, in relating both the clustering and AM-
based distinctions, we will consider how TCoG predicts varia-
tion in a particular AM model tune when it is split across multi-
ple clusters. The logic of these comparisons will be described
in more depth in the results section below.

In implementing a TCoG analysis, a practical question is
what interval should be selected for the purpose of computing
TCoG, though it appears that TCoG measures are fairly
robust to this choice (Barnes et al., 2012). We believe analyz-
ing the nuclear tune as a unit offers a natural answer to this
question, as it defines a linguistically meaningful interval that
contains a pitch accent followed by a boundary marking
event. In this case, a pitch accent with a later peak and a
rising-falling F0 shape, e.g., L*+H L-L%, will have later TCoG
within the nuclear tune interval than L+H* L-L%. Moreover,
any shape-based variations in the tunes will be captured in
this metric making it potentially superior to an analysis of
F0 peak timing. Finding a systematic effect on TCoG for
these tunes with a rising-falling F0 pattern would replicate
findings in previous studies, where for example Barnes
et al. (2012) show that L*+H entails a later TCoG than L
+H*. Additionally, we believe that the usefulness of the TCoG
model extends beyond the analysis of rising-falling F0
shapes. As will be shown, monotonically rising nuclear tunes
also differ systematically in shape, some containing domed
rises, others containing scooped rises. In the present study
we utilize TCoG as a tool to quantify these shape-based dis-
tinctions in rising F0. This latter application of TCoG is, to our
knowledge, a novel extension of its use as a parameter for
quantifying differences in tonal timing.

TCoG was computed within the nuclear word, with F0
measured in ERB. We “anchored” the TCoG measurement
to a landmark in the segmental string, namely the boundary
between the first (pitch-accented) syllable, and the following
syllable. This was accomplished by subtracting the timepoint
at the end of the first syllable from the temporal TCoG value
(in ms). This landmark struck us as a practically useful one in
the sense that negative values of TCoG alignment will mean
that the temporal TCoG is within the first syllable, and posi-
tive values will mean it is after the first syllable.11 Secondly,
this anchor point strikes us an important one considering the
tunes under analysis: in the model tunes, the placement of
the peak, or the rise varies systematically around this syllable.
Statistical analysis of the TCoG data was carried out using
Bayesian mixed-effects regression, fit to predict the dependent
variable as a function of pitch accent and edge tone, and the
interaction of these effects. The random effects in this model
included intercepts for speaker, with by-speaker slopes for
pitch accent, edge tone, and their interaction. Additional ran-
dom intercepts were included for the word over which each
tune was produced (harmony, Madelyn, Melanie), allowing for
the possibility that the segmental material in each word influ-
enced TCoG. We carry out an additional TCoG analysis
informed by the clustering results, which is described in more
detail in Section 3.4.

In reporting results from Bayesian models,12 we provide the
posterior median estimate and 95% credible intervals (CrI).
When CrI exclude the value of zero, we take them to provide
compelling evidence for an effect, i.e. a clearly non-zero effect
size (see e.g., Vasishth, Nicenboim, Beckman, Li, & Kong,
2018). For the purposes of effect interpretation, we focus on
effects that meet this criterion. We additionally report pd, com-
puted with the bayestestR package (Makowski,Ben-Shachar,&
Lüdecke, 2019). This metric gives the percentage of a posterior
which shows a given directionality, ranging between 50% (a dis-
tribution centered exactly at zero: no effect) and 100% (a distri-
bution which excludes zero entirely: a clear effect). The models
and model summaries are included in the open access
repository.
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3. Results

3.1. Perception data: Effect of RMSD

In this section we examine one analysis of the speech per-
ception results, which will be referenced in the subsequent
speech production analyses. Fig. 3 shows the perceptual dis-
criminability for all tune pairs, where the y axis plots the propor-
tion of a correct “different” response for different pairs in the
perception experiment, with the specific tune pair labelled on
each point.

One consideration in our modeling of perceptual discrimina-
tion responses was whether to include RMSD in the preamble
(the two unaccented words preceding the nuclear word) as a
predictor in the model. We compared two models, one with just
nuclear RMSD and one with both nuclear and prenuclear
(preamble) RMSD, plus the interaction of these two fixed
effects. The model including preamble RMSD found that higher
preamble RMSD in fact predicted poorer discrimination perfor-

mance (bb = -0.28, 95% CrI = [-0.53,-0.04], pd = 99). This is
likely related to the fact that, within a pitch accent, the pream-
ble is identical (0 preamble RMSD), and yet tunes with the
same pitch accent may vary largely as a function of edge
tones.13 Henceforth we model RMSD in the nuclear region only
(the model with preamble RMSD can be found on the open
access repository). The relationship between nuclear RMSD
and preamble RMSD is shown in Fig. A3 in the Appendix.

Recall that the RMSD measure we use in modeling the per-
ceptual discrimination results also crucially captures variation
due to the model sentence (among two) and model speaker
gender, as each tune pair RMSD measure was computed four
times: once for each combination of model speaker and sen-
tence in the stimulus set. We show how the tunes vary in both
of these parameters in panels B-D in Fig. A3 in the Appendix,
where it can be noted that there is a minimal influence of either
sentence or model speaker on tune discrimination. In the
remainder of the paper we thus focus on tune pair effects,
though it should be kept in mind that four separate RMSD mea-
sures for each tune pair are input to the statistical model of the
perception data.

Returning to Fig. 3, the key observation is the general rela-
tionship between pairwise RMSD and perceptual discrimina-
tion performance. This was confirmed in modeling, whereby
there was a credible effect of (nuclear) RMSD on the log-
odds of a correct “different” response: listeners are more accu-
rate discriminating a pair of tunes on a given trial when the

tunes have larger RMSD (bb = 0.72, 95% CrI = [0.63,0.81],
pd = 100; this notably agrees with the estimated effect of
nuclear RMSD in the model that also includes preamble

RMSD, where bb = 0.76). This result shows that the phonetic
distance between tunes, as computed with RMSD, goes far
in predicting listeners’ discrimination performance. However,
13 Successful discrimination of tunes that share a pitch accent but differ in edge tones
could lead to this negative effect of preamble RMSD. For example, the pair {LH*HH, LH*LL}
(top-right quadrant of the Fig. 3, near the intersection of 0.7 on the y axis and 5 on the x
axis) is well discriminated as shown in Fig. 3. Conversely, tunes with different pitch accents
will have different preambles, but may otherwise have perceptually confusable nuclear
regions. Fig. 3 shows that the tune pair {L*HHH, LH*HH} (bottom-left quadrant of Fig. 3,
with the second-lowest position on the y-axis), which differs only in the alignment of the
accentual peak, is poorly discriminated, with RMSD =2 on the x-axis.
we also observe a wide range of discrimination accuracy
among tune pairs with roughly the same RMSD, particular
around RMSD values of 2. We conclude that RMSD leaves
substantial variability unaccounted for, suggesting there is
additional information that is relevant to listeners’ discrimina-
tion of tunes. In other words, if discrimination of tune pairs
was strictly a function of the distance between tunes in F0
space, we would expect less variability in responses within a
similar RMSD region. With this in mind, we turn to the speech
production results.
3.2. GAMM fits: A first examination of tune imitation

The main goal of GAMMmodeling was to assess the overall
extent to which speakers produced different tunes, as labeled
by the model (exposure) tune. Fig. 4 shows the GAMM fits for
imitations of the 12 model tunes grouped by edge tones, with
three trajectories in each panel showing the three pitch
accents for that edge tone condition. Given that many pairwise
comparisons are possible (66 in total) we do not step through
each of these individually. Fig. A4 in the Appendix shows differ-
ence smooths for pairwise comparisons of interest.

Fig. 4A shows three trajectories for tunes that end in the HH
(H-H%) edge tones, each of which shows the expected rising
shape. A pitch accent distinction is also present among the
three trajectories in this panel, with LH* showing an earlier rise
than L*H. We also note a difference in the curvature of each
rise, whereby LH*HH shows a more domed rise, and L*HHH
shows a more scooped rise. H*HH shows an unexpected pat-
tern in that its overall shape is similar to the trajectory with the
L*H pitch accent: a later rise with a more scooped shape.14 In
addition to the scooped/domed shape distinctions mentioned
above, the low F0 target of the H* accent in H*HH represents
a departure from the model stimuli, indicating that speakers pro-
duced non-veridical imitations of at least some of the model
tunes. Note that the value for the pitch accent target in the model
stimuli was the same for H* across edge tones (see Fig. 1), sug-
gesting that this particular intonational pattern, when followed by
rising F0, tends to be reproduced as a lower target. Turning to
the H-L% edge tone context, similar differences between the
bitonal pitch accents can be observed in Fig. 4B (tunes with
H-L% edge tones), which show analogous differences in the
pitch accent region as was seen in panel 4A with H-H% edge
tones: the LH* trajectory has an earlier, domed rise, while the
L*H trajectory has a later, scooped rise. Fig. 4C and 4D show
tunes that end in L-H% and L-L% edge tones, respectively.
Across panels we see the predicted edge tone distinctions:
tunes ending in L-H% have a higher final F0 and end in a
falling-rising contour, while tunes ending in L-L% have a lower
final F0 and fall monotonically from the accentual peak. More-
over, in both panels, we see significant differences in scaling
and alignment of the F0 targets among the three pitch accents.
L*H has a later peak alignment compared with LH*, and an L tar-
get that is overall lower, a difference that is also observed for
14 The similarity of the imitations with H*HH and L*HHH is notable when compared to the
trajectories that end in HL (H-L%) edge tones, shown in Fig. 4B. There we observe that the
F0 target of the H* pitch accent in H*HL is clearly higher than in H*HH. Here it’s important to
note that the pitch accent region of the trajectories were acoustically identical in these
stimuli (H*HL, H*HH); nonetheless, speakers have reproduced the pitch accent region in
H*HH with a lower F0.



Fig. 3. Empirical perceptual discrimination responses, plotting correct “different” responses (to different-tune pairs). The x axis shows RMSD averaged by tune pair. Tune pair is
labeled.
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these accents by Arvaniti & Garding (2007). In the same edge
tone contexts (4C, 4D), H* differs from the bitonal accents in
having a lower F0 peak, with a peak alignment that is similar
to LH*. All pairwise differences between tunes were assessed
to be significant in some temporal interval, though some differ-
ences are small in magnitude and limited in temporal scope
(see Fig. A4 in the Appendix). Given this outcome we turn
now to the results of the clustering analysis, which will tell us
whether the same distinctions in F0 trajectories found in the
GAMM analysis emerge in the form of twelve distinct clusters
in the clustering analysis.
3.3. Clustering analysis

The results from the clustering analysis are presented in
Fig. 5. The optimal clustering solution returns only two clusters
(Fig. 5A). Cluster 1 shows a rising-falling shape, while cluster 2
rises monotonically. The partition of the data into (only) two
clusters allows us to conclude that (1) these two globally
defined shapes constitute the most salient distinction in the
data, and (2), that a partitioning of the data into additional clus-
ters representing the distinctions found in the GAMM analyses
is sub-optimal under the criteria of the clustering analysis. It is
important to reiterate here that the two-cluster solution is not
the only clustering solution for the data—we considered up
to 12 clusters. However, it is the solution that best separated
the data, as evaluated using the Caliński-Harabasz criterion,
and is the one that we consider to be the best representation
of the most salient distinctions present therein. Nevertheless,
a two-cluster solution is very coarse grained, and begs the
question of whether finer distinctions are also emergent in
the data. To further probe smaller, more subtle distinctions,
we carried out two additional clustering analyses for the sub-
sets of the data defined by the first clustering analysis. In each
of these subset clustering analyses, the optimal clustering
solution was once again 2 clusters, leaving us with a four-
way distinction that is hierarchical in nature. In Fig. 5B we iden-
tify the primary distinction as being between cluster 1 and clus-
ter 2 and use letters a/b to refer to the subset clusters. In what
follows, we consider the shape of these subset clusters and
their composition in terms of exposure tunes. The supplemen-
tary materials include visualizations of two other clustering
solutions. The first is the (non-optimal) clustering solution with
four clusters (called “clustering-firstpass_four.jpg” in the OSF
repository figures folder), which we reasoned was a good point
of comparison to the four total subset clusters presented here.
This clustering solution is highly similar to the one presented
here and shows that our sub-setting approach arrived at
essentially the same solution as a first-pass four-cluster solu-
tion. We also inspected the maximal 12 cluster solution
(“clustering-12solution.jpg” in the OSF repository figures
folder), as test for how well the 12 tunes mapped to these 12
clusters. That inspection led us to conclude that the mapping
is noisy and imperfect, many tunes are split across multiple
clusters, many clusters contain productions of multiple tunes,
and no cluster contains more than 74% of a given tune produc-
tion. This is consistent with our finding that many tunes cluster
together in the optimal (two-cluster) solution.

First, consider clusters 1a and 1b and their mean trajecto-
ries in the top panel of Fig. 5B. The means trajectories of these



Fig. 4. GAMM fits and 95% CI for tunes, grouped by edge tone and colored by pitch accent.
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two clusters are distinguished by the scaling of F0 after the ini-
tial F0 peak associated with the pitch accent. In cluster 1b,
there is a fall from the initial peak to a low value, while in cluster
1a there is a much smaller F0 fall after the peak, ending in a
mid-level f0. We show the relationship between the exposure
tune for a given imitation (identified by the tune label of the
model stimuli on the same trial) and each subset cluster in
the form of heat maps at right in Fig. 5B. The heatmaps give
exposure tunes in rows, and clusters in columns, with the col-
oration of the heatmap indicating the proportion of exposure
tunes that contributed to a cluster. Note that tunes that con-
tributed less than 5% of their trajectories to a cluster are not
represented in the heatmap, so that for some tunes the total
proportion (across the four panels for cluster 1a,1b,2a and
2b) does not quite add up to 1.

The relationship between exposure tunes and clusters is to
some extent based on the edge tones in cluster 1a/1b. For
many tunes, imitations map onto clusters based primarily on
the edge tones. Cluster 1 consists mainly of imitations of tunes
ending in LL (L-L%) and LH (L-H%). For instance, 97% of the
imitations of tunes ending in LL are in cluster 1 with 82% in
cluster 1b, while 99% of the imitations of tunes ending in LH
are grouped into cluster 1 with 71% in cluster 1a. Cluster 2
has a nearly complementary composition, consisting primarily
of imitations of tunes ending in HH (H-H%) and HL (H-L%).
Thus, 95% of the HH tune imitations are in cluster 2 with
70% in cluster 2b. Imitations of tunes ending in HL edge tones
are more widely distributed, spread between cluster 1a, 2a and
2b.

Qualitatively, we observe that the mean trajectories of the
clusters 1a and 1b differ only slightly in alignment of the initial
pitch movement (associated with the pitch accent), but they dif-
fer more in the scaling of the final portion of the tune, with
higher (1a) or lower (1b) F0. In comparison, the F0 trajectories



Fig. 5. Clustering results showing the first pass clustering solution (panel A) and the second pass clustering solutions (panel B). The thin lines represent mean trajectories for individual
speakers, and the darker dotted lines represent the mean trajectories for each cluster. Cluster labels are given at right in panel A and at left in panel B. Heat maps at right in panel B
show the proportion of each of the twelve tunes which are in each second-pass cluster (proportions under 0.05 not shown for visual simplicity).
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in clusters 2a and 2b rise throughout the tune and differ in two
parameters. The first is whether the rise is scooped in shape
(2a) or domed (2b), and the second is the scaling of the ending
F0 in each, with cluster 2a ending higher. This distinction in
shape maps onto exposure tune labels: cluster 2a is com-
posed largely of imitations of L*HHH and L*HHL, while cluster
2b is composed largely of imitations of L*HHH and H*HH,
along with L*HHL. The merging of two (or more) tunes together
in the same cluster indicates that variability among the imita-
tions of either tune outweighs the variability between them,
and that other distinctions in the data set are larger and more
robust than those between the same-clustering tunes. The fact
that the clustering algorithm finds the optimal clustering solu-
tion to be one that merges predicted tune distinctions suggests
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that the merged tunes are produced with considerable variabil-
ity (as these are speaker means) and are close enough to one
another in F0 space to form a single cluster. The emergent
clusters thus define as set of four tune shapes that are most
distinguishable from one another, with a large collapse of many
other predicted distinctions.15

3.4. Tonal timing across tunes

In this section we first consider the results of a model fit to
the TCoG for each tune, with pitch accent and edge tone as
predictors. Importantly for this analysis, we opted to consider
only 9 of the 12 nuclear tunes, excluding tunes with L-H%
(LH) edge tones from the analysis. As described in Sec-
tion 2.4.5, the TCoG measure we employ here was developed
to measure the disposition of a high F0 region in a rising-falling
F0, which we extend to also test monotonic rises. It is unclear if
the same model should be applied to intervals that contain
multiple regions of raised F0, in our case, nuclear tunes with
L-H% edge tones. For tunes ending in L-H%, a second region
of higher F0 at the end of the tune will effectively pull TCoG
later in time in the interval of the nuclear tune, as compared
to LL, however such a holistic measure of tonal timing for mul-
tiple F0 bumps seems reductive. As such, we consider the 9
nuclear tunes in our data set which are predicted to have just
a single region of high F0 (or a monotonic increase in F0).

Fig. 6A shows the mean trajectory for each of the nine tunes
under consideration, grouped by edge tones. In each panel in
the figure, the dashed vertical line indicates the mean TCoG
for the pitch accent in that panel (in normalized time), with
the line type of the dashed vertical line indicating pitch accent.
In observing these means we can note some systematicities.
First, in terms of edge tones, LL shows an overall earlier TCoG
than HL and HH. This is expected, because for the LL shape
the bulk of the F0 movement is displaced leftwards as a func-
tion of the falling movement after the pitch accent peak. In
comparison, in both HL and HH edge tones, F0 rises in a man-
ner that is essentially monotonic, displacing TCoG later in time.
We also note some systematic differences based on pitch
accent within each panel of Fig. 6A. In all panels, L*+H has
the latest TCoG, reflecting that the bulk of high F0 for this pitch
accent is displaced later in time.

We fit a model to the data to examine TCoG differences
which may be present based on the predicted AM tune distinc-
tions. The model predicted the TCoG measure described in
Section 2.4.4 as a function edge tone (reference level HL),
pitch accent (reference level L+H*) and their interaction. The
model included random intercepts for speaker, and by-
speaker slopes for the fixed effects and interactions. We also
included random intercepts for the critical word in the experi-
ment (“Helena”, “Melanie”, “Madelyn”). We step through the
effects in the model to examine the extent to which there are
credible differences in TCoG across each of the nuclear tunes.
The model finds a credible effect of edge tones, with the TCoG
15 The online supplementary materials contain a description of an alternative approach to
clustering, for which we used tonal center of gravity parameters, temporal TCoG (described
above) and “frequency TCoG” (described in the supplement) and clustered over the tunes
in the two-dimensional parameter space using traditional k-means clustering. Though the
parameterizations of the tunes are quite different, the two analyses largely agree on which
tunes cluster together. Details on this alternative method, and brief discussion of similarities
to the time-series k-means clustering analysis are discussed in the online supplement.
for LL much earlier than the TCoG for HL and HH. Specifically,
using the HL edge tones as the reference level, tunes with LL

edge tones have credibly earlier TCoG alignment (bb=�109,
95%CrI = [�117, �101], pd = 100), while tunes with HH edge

tones have credibly later TCoG alignment (bb=14, 95%
CrI = [9,19], pd = 100). This difference in alignment is visible
in Fig. 6B, where tunes ending in LL edge tones have a TCoG
distribution that straddles the value of 0 (the boundary between
the first and second syllable) and is earlier in time than the
other two edge tone conditions. The difference between tunes
with HH and HL edge tones, though credible, is notably much
smaller than the difference between LL and either of these
other edge tones (14 ms versus 109 ms).

A main effect of pitch accent was also found in the model.
With L+H* as the reference level, H* showed credibly earlier

alignment (bb = -18, 95%CrI = [-24,-12], pd = 100), while L*

+H showed credibly later alignment (bb = 35, 95%CrI = [28,-
42], pd = 100). This pattern is visible in Fig. 6C, which shows
TCoG for different tunes split by both edge tones (facets in
the plot) and pitch accent (rows). This relationship between
TCoG and pitch accent, with H* earlier than L+H* earlier than
L*+H, is clear in both the L-L% (LL) and H-L% (HL) facets in
Fig. 6C. Notably however, the H-H% (HH) panel deviates from
this pattern, whereby H*HH shows a mean TCoG that is later in
time than L+H*HH. This can be explained if we look to the pro-
ductions of H*HH and L+H*HH from the GAMM fits in Fig. 4,
and trajectory means in Fig. 6A. In the context of the HH edge
tones, the H* trajectory more closely resembles L*+H than
L+H*.16

Pairwise comparisons of all pitch accent and edge tone
combinations, representing each of the nine tunes in this
model, were also carried out using emmeans (Lenth, 2021).
The goal here was to see if credible differences in TCoG could
be found for all pairwise comparisons between tunes. Strong
evidence for pairwise differences (pd = 100) was found for all
but three pairs of tunes. Only moderate evidence (pd = 95)
was found for a difference between H*LL and LH*LL (see the
small difference in the LL panel in Fig. 6A, and 6C), and
between H*HH and L*HHH (pd = 97, 95%CrI just narrowly
excluding zero). One pair did not show reliable evidence for
a difference in TCoG: H*HH versus L*HHL (pd = 92). In sum-
mary, the TCoG model with pitch accent and edge tone labels
shows that both of these tune components influence tonal tim-
ing as measured with TCoG, with credible pairwise differences
between most tunes. However, some of those TCoG differ-
ences are very small, with heavily overlapping distributions
as shown Fig. 6B and 6C.

We next tested the extent to which the emergent clusters
were distinguished by TCoG. Fig. 7A shows the mean trajecto-
ries for each cluster (excluding LH edge tones), with the mean
temporal TCoG in normalized time plotted as a dashed vertical
line. Fig. 7B shows density plots for the distribution of TCoG
across emergent clusters. We ran a second model of TCoG,
this time predicting TCoG variation as a function of cluster
16 The H*HH trajectory has a rise shape that is more similar to L*+HHH than to L+H*HH.
It is this difference that we see reflected in the later TCoG of H*HH, which corresponds to a
later, and scooped rise shape. This is also reflected in the model in a credible interaction
between the HH edge tone and H* pitch accent (bb = 45, 95%CrI= [36, 53], pd = 100),
indicating a later TCoG for this combination than reflected in the main effects.



Fig. 6. Trajectories for 9 tunes with the mean temporal TCoG in normalized time indicated as a vertical line, matched in color to the corresponding pitch accent (panel A), and TCoG, as
aligned with respect to the first syllable, split by edge tones (panel B) and by edges tone and pitch accent (panel C). The value of zero marks the end of the first syllable in the nuclear
word.
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label with four levels (1a, 1b, 2a, 2b), with otherwise the same
structure as the model that was fit to edge tone and pitch
accent categories (random intercepts for speaker and critical
word, with by-speaker slopes for cluster). A comparison
between clusters finds that there was a credibly earlier TCoG

in cluster 1b versus cluster 1a (bb = 78, 95%CrI = [72, 84],
pd = 100). As shown by the cluster mean shapes, this results
from a more scooped rise in cluster 1a, with higher F0 at the
end of the tune, both of which displace TCoG later in time.
There was additionally a credible difference between cluster
2a and 2b, with cluster 2b showing credibly later TCoG

(bb = -36, 95%CrI = [-40, –32], pd = 100). As shown in
Fig. 7A, this difference is the result of a more scooped rise
and higher ending F0 in cluster 2b, both of which displace
TCoG later in time. We take this latter result to suggest TCoG
is an appropriate metric for quantifying shape-based distinc-
tions in monotonically rising tunes, which is a new application
of the measure to our knowledge. There were additionally
credible differences between all possible comparisons among
the four clusters including across clusters 1 and 2, with all
pd = 100. These models show that TCoG is a parameter that
effectively separates the emergent clusters and captures
shape-based distinctions that are observable in the clusters.

To further test the predictive power of TCoG in explaining
the mapping of imitative productions to a given cluster, we
modeled TCoG as a function of cluster, but this time within tune
category, that is, modeling the effect of cluster membership on
TCoG for a given tune. As described in Section 3.3, there is
some variation in how the production of a given tune maps
to a given cluster, and the models within a given tune effec-
tively test the extent to which TCoG predicts this variability.
In Fig. 7C the TCoG measure is shown for each of the 9 tunes
we tested, with each panel split by cluster. As an example, note
that L*HLL (bottom right corner) contributed to both cluster 1a



Fig. 7. TCoG as a function of the cluster labels from k-means clustering. Panel A shows the trajectory means by cluster (excluding LH tunes). Panel B shows the distribution of TCoG
values for each cluster, panel C shows TCoG values for each tune, split by cluster.

Table 3
Summary of cluster effects on TCoG within an exposure tune, organized with the same
layout as Fig. 7C. When < separates two cluster labels this means there was evidence that
they differ in TCoG, with pd values given in parentheses.

HH HL LL

H* {1a,1b} < 2a < 2b
(pds > 98)

1b < 1a < 2a
(pds = 95)

1b < 1a
(pd = 100)

LH* {1a,1b} < 2a < 2b
(pds > 98)

1b < 1a < {2a,2b}
(pds > 98)

1b < 1a
(pd = 100)

L*H 2a < 2b
(pd = 98)

{1a, 2a} < 2b
(pds > 98)

1b < 1a
(pd = 100)
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and 1b. Productions of L*HLL with overall later TCoG are
grouped in cluster 1a, in line with cluster 1a having later TCoG
than cluster 1b.

Table 3 summarizes the differences in TCoG across clus-
ters within a given tune, mirroring the data that is in Fig. 7C.
The full model summaries are available on the open access
repository. As shown in the Table, there are credible differ-
ences in TCoG across clusters, for every tune. For example,
LH*HL contributes a fair number of tokens to both cluster 2a
and cluster 2b, and the TCoG model for that tune finds that
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productions that fall into cluster 2b have later TCoG. Analo-
gous effects can be seen for all tunes, whereby the division
of a tune’s productions into emergent clusters predicts TCoG.
What these analyses show together is that variability in a tune
mapping to a cluster can be explained by aspects of tonal tim-
ing for that particular production of a tune. In other words, when
a single tune maps to multiple clusters, it is due to variation in
that tune that is captured by TCoG. We take this to suggest
that the clustering partition not only captures the most salient
distinctions in the data, it also captures subtler within-tune vari-
ations in tonal timing.
3.5. Perception analysis with cluster labels

The speech production data presented up this to point have
shown subtle distinctions among all 12 tunes we tested
(GAMMs and TCoG models), while the bottom-up clustering
approach defined a cluster partition with many fewer distinc-
tions: a principal distinction based on whether tunes rise mono-
tonically to a high value or fall from an accentual F0 peak.
Secondary distinctions determined by the clustering algorithm
were also reflected in the models of TCoG variation for each
tune, which captured the displacement and shape of the mono-
tonic rise (for the rising cluster 2), and alignment and extent of
fall for the other cluster (cluster 1). We take the clustering
results to reflect the primary distinctions among tunes elicited
in this experiment, and we hypothesize that these distinctions
are also the most perceptually salient. As such, we predict that
the clustering partition of the data may effectively predict vari-
ation in listeners’ perceptual discrimination of tunes. We tested
this prediction by evaluating additional models of the percep-
tual discrimination responses that include clustering informa-
tion in two forms. In the first, we predicted perceptual
discrimination responses by RMSD (as in the model described
in Section 3.1) and an additional variable that defines if tune
pairs clustered together or not. We call this “cluster class”. This
variable may be “within” for two tunes that were grouped
together in the first clustering analysis (Fig. 5A), e.g., H*HH
and L*HHH. The variable is otherwise “between”, i.e., for tune
pairs that were grouped into separate clusters, e.g., H*HH ver-
sus H*LL. Another model was fit which further differentiated the
“within” cluster variable, to distinguish tune pairs that are
grouped together within the rising cluster (cluster 2 in
Fig. 5A), from pairs grouped together within the non-rising,
cluster (cluster 1 in Fig. 5A). Splitting the “within” variable apart
in this way allows for the possibility that perceptual discrimina-
tion performance may vary not only by whether a tune pair is
partitioned between or grouped together within the two primary
clusters, but also for the possibility that variation within these
two emergent cluster classes may be discriminated to a
greater or lesser degree. We refer to this model as containing
ternary clustering information. We carried out model compar-
ison to assess if these added variables led to an improved fit
of the model using the loo package (Vehtari, Gelman &
Gabry, 2017; Vehtari, Gabry, Magnusson, Yao, Bürkner,
Paananen & Gelman, 2020). This package computes leave-
one-out cross validation (LOO-CV) to estimate model predic-
tion accuracy. We compare this measure for three models:
the model fit with only RMSD, the model fit with RMSD and
the binary within/between cluster classification, and the model
fit with RMSD and the ternary division of between cluster,
within-rising and within-non-rising. The best model was the
one with ternary clustering information, suggesting a possible
difference between within-rising and within-non-rising cluster
classes, i.e. one class tends to be discriminated more accu-
rately than the other. (note that the binary clustering model
was also better than the model with no clustering information).
The online supplementary materials contain information about
this model comparison, as well as models that consider two
additional ways of computing differences between the stimuli
(instead of RMSD). One of these, suggested by a reviewer,
was TCoG, and the other was computed by combining TCoG
and RMSD information. The model that is discussed below is
the one which was determined to have the best fit of all of
these using LOO-CV procedures (see the online supplement
for details).

The best fit model also showed a credible influence of
RMSD (in the nuclear region), such that higher RMSD led to

improved discrimination of tune pairs (bb = 0.45, 95%
CrI = [0.30, 0.61], pd = 100), but there was an additional cred-
ible influence of the three-level cluster class variable. Taking
the “within-non-rising” set as the reference level, it was
observed that “within-rising” tune pairs showed an overall lower

proportion of different responses (bb = -1.19, 95%CrI = [-1.49,
�0.90], pd = 100), in other words, tune pairs from the within-
rising class (cluster 2 in Fig. 5A) were harder to discriminate
than tune pairs from the within-non-rising class (cluster a in
Fig. 5A). Additionally, between-cluster tune pairs show a cred-
ibly higher proportion of different responses as compared to

within-non-rising pairs (bb = 1.20, 95%CrI = [0.74, 1.68],
pd = 100). We thus have evidence that both RMSD and cluster
class help predict discrimination responses, with cluster class
patterning as between > within-non-rising > within-rising. These
effects are visible in Fig. 8A, which plots the empirical data, and
Fig. 8B, which plots the model estimates for the main effects of
cluster class. In Fig. 8A, for which each point represents a tune
pair for a given stimulus item (model speaker and model sen-
tence combination), we see the aforementioned distinction in
cluster class in term of the overall vertical position of the regres-
sion lines over RMSD. The effect estimates in Fig. 8B allow us
to examine this distinction as a main effect, showing that within-
rising perceptual discrimination is overall at or below chance.
Within-non-rising discrimination is higher but the 95% CrI still
narrowly includes chance (0.50). Between-cluster discrimina-
tion is much higher, and well above chance.

There was additionally a credible interaction in the model
between cluster class and RMSD: greater RMSD adds little
to perceptual discrimination for the within-rising cluster class,

comparing to the reference level of within-non-rising (bb = -
0.31, 95%CrI = [-0.50, �0.11], pd = 100). There was no evi-
dence for an interaction with the between-cluster class and
the reference level of within-non-rising (pd = 53). To examine
the interaction in more detail we extracted the estimated effect
for RMSD in each cluster condition using the estimate_slopes
() function from the modelbased package (Makowski, Ben-
Shachar, Patil & Lüdecke, 2020). This function extracts esti-
mates for the effect of RMSD, showing a similar effect for both

the within-non-rising cluster class (bb = 0.45, 95%CrI = [0.30,

0.61]) and between cluster class (bb = 0.46, 95%CrI = [0.27,



Fig. 8. Panel A: Means for empirical “different” responses as a function of RMSD, with points and linear regression lines color coded by cluster class. Panel B: Model estimates and
95% CrI for cluster class, showing the main effects for this variable from the cluster and RMSD model. Panel C: Model estimates and 95% CrI for tune pair from the tune pair model,
sorted by cluster class and colored by RMSD. Note that the y axis ranges in the two rows are different. The horizontal dashed line indicates 50% (chance).
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0.68]). In comparison, there is not a credible effect for the
within-rising class, with credible intervals for the estimate (nar-

rowly) including zero (bb = 0.15, 95%CrI = [-0.02, 0.32],
pd = 96). There is thus only weak evidence for an effect of
RMSD in the discrimination of tune pairs in the within-rising
class: in other words, irrespective of measurable differences
in RMSD, tunes with monotonically rising shapes are poorly
discriminated from one another. This interaction can be seen
in the empirical data in Fig. 8A in the generally upwards sloping
lines for between and within-non-rising classes left to right
along the x axis, with the line for within-rising tune pairs
remaining relatively flat.

We ran one additional model, as a test of how specific tune
pairs are discriminated. This model predicted perceptual dis-
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crimination responses as a function of tune pair as the sole
predictor: a categorical factor coding 66 possible pairs. Ran-
dom effects in the model were random intercepts for speaker
and base item (model speaker and sentence, with four levels).
The goal of this analysis was to identify specific tune pairs that
were discriminated at or below chance (those for which the
model predicted 95%CrI does not exclude chance, i.e., 0.50
estimated “different” responses). These model predictions
are shown in Fig. 8C, where tune pairs are sorted by cluster
class, and ordered by the proportion of estimated different
responses. The coloration of the points additionally shows
RMSD which, importantly is scaled within each cluster class,
showing relative RMSD difference in each class. First consider
just the between cluster tune pairs, shown in the first row of
Fig. 8C. All are discriminated well above chance, confirming
the model with RMSD as a predictor in showing that any tune
pairs that are grouped into different cluster classes are suc-
cessfully discriminated by listeners. Examining tune pairs in
the within-non-rising cluster class (bottom row, right Fig. 8C)
allows us to see which tune characteristics lead to poor dis-
crimination, from which we can extract several generalizations.
First, we observe that the three tune pairs in the within-non-
rising class that have the lowest discrimination accuracy con-
sist of tunes that have the same pitch accent but differ in their
edge tone (LH vs. LL). The RMSD difference between tunes in
each of these three pairs is relatively small, as indicated by col-
oration, and discrimination performance is at or below chance.
Clearly, this boundary tone distinction is not well perceived by
listeners, which is also reflected in the clustering analysis of
imitative productions). Next, we observe two tune pairs in the
within-rising class that are also discriminated below chance,
yet which have higher RMSD (brighter coloration). They are
{LH*LL vs L*HLL} and {LH*LH vs L*HLH}; the tunes in each
of these pairs vary in pitch accent alignment and share the
same edge tones. Poor discrimination of alignment differences
suggests this is a parameter that by itself is insufficient for per-
ceptual discrimination. Two additional tune pairs in the within-
rising cluster class are also discriminated at chance; both pairs
include H*HL, which is compared to H*LL or H*LH. These pairs
are low in RMSD as well, and offer some further evidence that
edge tone distinctions, particularly in a small pitch range as
with these three tunes, can be hard to perceive.

Finally, consider the within-rising class shown at right in the
second row of Fig. 8C with square symbols as points. All but
two tune pairs in this cluster class are perceived at or below
chance (aligning with the RMSD-based model). Many of these
pairs also differ principally in the alignment of the accentual
rise, for example {LH*HH vs L*HHH} and {LH*HL vs L*HHL}.
H* is also highly confusable with the other two pitch accents
in the HH edge tones context. As in the other cluster class,
these distinctions in alignment can lead to large differences
in RMSD, which notably do not carry over into successful dis-
crimination performance. Only two pairs within this class show
discrimination above chance (though still far from ceiling),
these two pairs varying in both pitch accent and edge tones.

In summary, the addition of clustering information to the per-
ception data improves model fit, indicating that cluster classes
show clear predictive power in addition to RMSD values, with
the interaction seen in the model further indicating that the
impact of RMSD is mediated by cluster class (within-rising
tunes being discriminated poorly regardless of RMSD). Fur-
ther, in testing which particular tune pairs are discriminated
at or below chance we find several commonalities in the poorly
discriminated pairs: differences in edge tone only, which tend
to have small RMSD differences are poorly discriminated,
and differences in accentual peak alignment only (especially
in monotonically rising tunes), which can lead to large RMSD
differences, are also generally poorly discriminated.
4. Discussion

The present study examined the production and perception
of 12 nuclear tunes in American English, which were defined
on the basis of pitch accent, phrase accent and boundary tone
labels. We focused on three pitch accents, H*, L+H*, L*+H, for
which past research has questioned the existence of three dis-
crete categories. Using an imitative speech production study
with 70 speakers, we assessed distinctions among these
tunes using GAMMs, bottom-up k-means clustering analysis,
and analysis of tonal timing via Tonal Center of Gravity. We
also addressed the perceptual discriminability of idealized
model tunes using an AX perception task (with 60 listeners).

To synthesize the foregoing results, two core questions from
the introduction are revisited. First, is the AM model correct in
predicting 12 nuclear tunes which behave as categories? Sec-
ond, do the standard descriptions of the phonetic (F0-based)
differences characterize our data? Evidence for a phonological
category could be separability in intonational form (in at least
some contexts), which maps to a difference in intonational
meaning. We are not in a position to address the meaning-
based component of this question, as our study lacks examina-
tion of possible tune meaning, and the field at large lacks a
solid empirical base to begin answering this question, as
described in Section 1. However, with the present data and
multi-faceted analyses we present above, we are well-
positioned to address the question of intonational form. That
is, what intonational forms are both reliably perceived as dis-
tinct and produced as distinct by speakers and listeners? First,
consider the perception data. We assume that two phonologi-
cally distinct tunes should be perceived as different with rea-
sonable consistency, allowing for listener variation and noise.
If we take this as a heuristic, the perceptual discrimination data
over tune pairs (Fig. 8C) indicates that a substantial number of
tune pairs are discriminated at or below chance, suggesting a
lack of categorical distinction. Crucially, these patterns relate to
the emergent “cluster classes” within the production data as
described in Section 3.5. Two tunes that are partitioned into dif-
ferent top-level clusters (cluster 1 vs. 2), are successfully dis-
criminated above chance in all cases. In this sense, we take
the primary emergent clusters to define a distinction among
tunes that is perceptually very robust, namely, whether or not
the tune contains a monotonic rise in F0 to a high value. The
perception results also provide us with a key insight about per-
ceptual discriminability for tunes that are grouped together in
the emergent clusters. Almost all tune pairs from the rising
cluster are discriminated at or below chance (cf. Dilley &
Heffner, 2013), while tune pairs from the non-rising cluster
show more variability and their perceptual discrimination is pre-
dicted well by RMSD (unlike for rising tunes). There are some
notable differences in tune discrimination as a function of edge
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tones that illustrate this distinction. For example, H*LL and
LH*LL are discriminated above chance in Fig. 8C, while
H*HH and LH*HH are discriminated below chance (the stimuli
for these two pairs of tunes notably are acoustically identical in
the pitch accent region). If we take the emergent clusters and
perceptual discrimination data together, we can conclude that
monotonically rising tunes are (1) robustly differentiated from
other tunes in all cases, (2) poorly differentiated from each
other and (3) define an emergent class from the analysis of
unlabeled data. These three points together lead us to con-
clude that the (monotonically) rising tunes together evidence
category-like behavior. The emergent rising versus non-rising
partition of the data can in this sense be seen as a primary,
and categorical distinction among these nuclear tunes, as real-
ized with F0.

The perceptual data for non-rising tunes is more complex,
with some distinctions discriminated above chance. Most nota-
bly, two pairs of tunes with large RMSD and alignment-based
differences are perceived as the same by listeners: L*HLH ver-
sus LH*LH, and L*HLL versus LH*LL. The perception data
thus show that, when edge tones are held constant, the distinc-
tion between LH* and L*H accents is perceptually tenuous
(when presented along with many other tune pairs as in our
experiment). While we take below-chance discrimination per-
formance to evidence a lack of category-like distinctiveness,
we should be cautious in assuming that above-chance perfor-
mance entails a necessary categorical distinction, particularly
in light of an alternative continuum-based model for peak align-
ment and peak scaling (Ladd & Schepman, 2003). That is, suc-
cessful discrimination of a tune pair could be the result of
phonetically salient variation of a parameter that varies along
a graded/continuous dimension. For example, the continuum-
based account of H*(LL) and L+H*(LL) (e.g., Ladd &
Schepman, 2003, Ladd, 2022) would hold that these tunes
are well discriminated as they represent good exemplars of
endpoints of a continuous variation within a single category.
Herein, the clustering analysis can offer insight into the extent
to which these distinctions are emergent. The clustering anal-
ysis for the non-rising cluster partitions subcluster 1a and 1b
principally on the basis of edge tone, not pitch accent, showing
that in the face of varying edge tone contexts, the most salient
(emergent) distinctions in the data are those that are based on
edge tone, not pitch accent. This reinforces the idea that pitch-
accent based distinctions among the three pitch accents tested
in this study (H*, L+H*, L*+H), across our 70 speakers, are not
systematic enough to be discovered in bottom-up clustering for
tunes in the non-rising cluster.

Considering only the perception data and clustering results
then, we might be inclined to conclude that many distinctions
proposed by the AM model are spurious. However, according
to the GAMM and TCoG models, in which imitated tunes are
associated with the ToBI labels of their corresponding stimuli,
this is not the case. Each of the 12 tunes was found to be dis-
tinct from the others in the GAMM analysis, and to differ in
tonal timing (though sometimes by quite small measures)
according to the TCoG modeling. Considering all analyses
together, we find that some tune pairs are not reliably per-
ceived as different, do not emerge as distinct in clustering,
and yet, are separated by (small) differences in F0 shape
and timing. Here it is important to note that AX discrimination
is a metalinguistic judgment that may not directly reflect what
is perceived in the auditory signal. That is, the listener may per-
ceive a subtle distinction in F0 between two auditory models
yet judge that distinction to be below a threshold that would
generate a “different” response. One case where we would
expect this sort of mismatch in production and perception is
if a listener perceives an F0 difference as within- rather than
between-category variation for the tune category distinction
invoked in making a same/different judgment. If we allow for
the representation of within-category variation in encoding
and as a production target, this detail may be evident in imita-
tive productions, in the spirit of a continuum-based distinction
among AM categories as in Ladd & Schepman (2003) and
Gussenhoven (1984). In other words, a participant may hear
phonetic detail that is reflected in their imitations, but not used
for AX same/different judgements.
4.1. Rising nuclear tunes: Hierarchical and context-dependent
distinctions

How should the present data inform a theory of intonational
phonology? Most fundamentally the data suggest that distinc-
tions among nuclear tunes are hierarchical. The distinction
between rising and non-rising tunes is a fundamental one, with
finer grained variation evident within the emergent rising and
non-rising classes. In this sense, the AM model of a nuclear
tune as the unconstrained combination of pitch accents,
phrase accents, and boundary tones misses the fact that some
of these combinations are perceived to be the same by listen-
ers judging our stimuli, and evidence only subtle differences in
imitative productions. Other combinations of pitch accent,
phrase accent, and boundary tone are nearly always perceived
as distinct and define separate emergent clusters, an asymme-
try that we believe is desirable for a model to capture. The data
thus speak to the possibility that the 12 nuclear tunes should
not be viewed as a set of intonational forms of equal status,
but rather as a structured set. Some distinctions are primitive,
categorical, and robust, while others are secondary, gradient,
and variable.

The principal distinction, discussed above, boils down to the
phrase accent label in the AM model, reflecting whether a tune
rises after the pitch accent or remains high (H-), or falls from
the accentual peak (L-). Below this highest-level distinction in
the hierarchy, how should we consider the next level of distinc-
tions evident among tunes? Given the nature of the tunes we
investigate here, it is clear that tonal timing plays an important
role. Within each of the emergent clusters, we observed varia-
tion in TCoG showing that clusters differed substantially in their
timing of TCoG, and furthermore that within-cluster variation,
i.e., variation in how imitations of a particular tune map to a par-
ticular cluster, is also predicted by TCoG. For example, imita-
tions of L*HHL are split between cluster 2a and 2b, and this
split is reflected in TCoG in the sense that productions of
L*HHL which fall into cluster 2b have later TCoG. The cluster-
ing distinctions that are emergent for the rising clusters thus
subsume variation in TCoG both across tunes and within
tunes, which suggests that the two rising sub-clusters 2a/2b
span a continuum that can be captured with TCoG as a mea-
sure of tonal timing. If we take the cluster means as approxi-
mate representations of the endpoints of this continuum, at
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one end there is a rising shape with a domed rise and flatter
ending F0 (more like HL), while at the other there is a scooped
rise with higher ending F0 (more like HH). The co-occurrence
of a domed rise with lower ending F0 and a scooped rise with
higher ending F0 in monotonically rising F0 movements jointly
create distinctions in temporal TCoG: a domed rise and lower
ending F0 pulls TCoG earlier in time, a scooped rise and
higher ending F0 pushes it later. It appears that this pattern
of co-variation between rise shape and ending F0 co-
occurrence is not accidental, but rather represents a system-
atic distinction in tonal timing that varies along a continuum
between clusters 2a and 2b. Also considering that perceptual
discrimination among most tunes in the rising cluster is not
above chance, we suggest that the group of rising tunes may
be considered a single category, with potentially meaningful
variation in tonal timing within that category (notably, the only
two rising tune pairs that were discriminated above chance
paired LH*HL – a domed early rise –with two tunes that show
a scooped/late rise, L*HHH and H*HH).

Though the results suggest a continuum of tonal timing
between emergent rising clusters 2a and 2b, they leave unset-
tled the question of whether this represents a continuum in
which intermediate steps are each equally probable, or an
attractor space, in which particular regions along the contin-
uum are more densely populated and generate category-like
structure (Roessig, Mücke, & Grice, 2019). An attractor space
is conceptually commensurate with the view discussed by
Gussenhoven (1984), in which a gradient dimension has “pre-
ferred” positions. In comparison to the rising tunes, the set of
non-rising tunes is more heterogenous, and shows variation
in the ending F0 shape, the scaling of the F0 peak, and align-
ment of that peak. As noted above, the emergent clustering
distinctions in subclusters 1a/1b do not capture the predicted
pitch accent distinctions, because H*, L+H* and L*+H cluster
together. The observation of predicted scaling distinctions (in
the GAMM) and timing distinctions (in GAMM and in TCoG
modeling) nevertheless shows that these pitch accents are dif-
ferentiated from each other, to some extent, in the imitated pro-
ductions. However, the magnitude and consistency of those
differences are not substantial enough to generate distinct
clusters. This, like the results from the rising cluster, is sugges-
tive of (potentially meaningful) variation within emergent
classes in F0 scaling and alignment.

Our findings also crucially reveal context dependence in
how a distinction is perceived and produced. In the perception
results, it is clear that perception of distinctions between pitch
accents depends crucially on the edge tone context, with rising
edge tones eliminating perceived distinctions as described in
Section 4. (cf. Dilley & Heffner, 2013, who found fairly continu-
ous variation in tonal timing for imitations in rising contexts). A
potential implication for intonation theory is that intonational
tunes are best viewed not as series of independent phonolog-
ical units that license distinctions in every combination, but
rather as context dependent F0 targets. The GAMM modeling
reinforces this idea, in showing that the production of F0 for a
particular pitch accent, e.g. H*, is fundamentally different as a
function of edge tone context (comparing across panels in
Fig. 4). The H* pitch accent in H*HH is very similar to the
L*H pitch accent in the L*HHH tune, and to the LH* pitch
accent in LH*HL, suggesting the lack of robust contrast in this
context, and in line with the emergence of a rising cluster class
that contains these tunes.

The issue of context dependence can also be related to the
question of “tone phonotactics”, and the observation that tonal
combinations (as represented with ToBI labels) vary substan-
tially in their frequency (Dainora, 2001, 2006). Taking the
example above, the lack of a distinction between tunes could
be described as “neutralization” of, for example, H* and L*H
in the context of HH edge tones. The extent to which this
should be considered neutralization of two underlying phono-
logical categories as compared to a single category which
exists in this edge tone context, remains to be determined.
However, given that listeners were exposed to F0 patterns with
substantially different F0 trajectories for e.g., {H*HH, L*HHH}
and yet failed to produce or perceive them as distinct suggests
to us that there may not be a category distinction to be neutral-
ized in the first place. Positing contextual neutralization for
tones in this sense commits to the notion that two pitch accents
(for example) are discretely different (in a particular context),
which is not strongly supported by the present data.

One possibility to test this idea further would be to vary the
context in which tunes are produced to see if there is any con-
text where the proposed distinction is robust (discussed more
below). If there are tonal contexts (e.g., prenuclear tune con-
texts), or metrical contexts, in which distinctions of the sort ref-
erenced above emerge, this could clearly be taken as
evidence in favor of the neutralization account. This line of
work examining context and neutralization should further con-
sider how they relate to the frequency with which tunes are
produced, in light of the evidence for probabilistic tone phono-
tactics shown in Dainora (2001, 2006). Poorly-differentiated
tunes in our data set may be tunes that are infrequent or have
a high-frequency similar tune (e.g., LH*LL and L*HLL, accord-
ing to Dainora, 2006). However, here we feel that direct com-
parison to Dainora’s (2001, 2006) probabilistic model is
difficult. There are for example, very few rising tunes in that
corpus, possibly due to the radio news speech style or the
small number of speakers (two). Further, that model presumes
discrete tone units, which is an assumption the present study
does not make. Nevertheless, we think future work should cru-
cially consider frequency of use (within particular discourse
contexts, and across contexts), as a predictor for how well
tunes are differentiated from one another, building on the
insights from Dainora (2001, 2006).

Finally, a comparison to the findings in Cole, Steffman,
Shattuck-Hufnagel, & Tilsen, 2023 is warranted. As noted in
the introduction, Cole et al. tested the imitative productions of
eight nuclear tunes formed by the combination of H* and L*
pitch accents with all edge tone configurations. They found five
emergent clusters in an analogous time-series clustering anal-
ysis to the one presented here. Those emergent clusters
essentially collapsed tunes that had the same pitch accents
(H* or L*), but which varied in edge tone configuration such
that the distinction between H* and L* was well-preserved.
This presents a clear departure from the present results, in
which clustering partition of the data is based primarily on edge
tones in the first pass analysis, and on pitch accent only for the
rising cluster tunes in the second round of clustering. Though
timing differences were indeed measurable in imitative produc-
tions between pitch accents, they were overall small, and
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poorly discriminated in perception (especially for rising-cluster
tune pairs). The comparison of our results to Cole et al. thus
clearly suggests that the type of distinction between H*, LH*
and L*H can be understood as different from the distinction
between H* and L*. In other words, in line with the preceding
body of work discussed in the introduction, the evidence for
H* and LH* as robustly distinct pitch accents is not strong,
nor is the evidence for LH* versus L*H. Conversely, the distinc-
tion between H* and L*, as examined by Cole et al., is quite
robust. Looking across studies then, we have evidence for
another sort of hierarchy: a primary, or categorical, distinction
between high/rising pitch accents and low (L*) pitch accents,
with secondary, or graded, distinctions within the high/rising
category. In the extreme, this suggests a model of intonational
phonology with a categorical high/low phonological distinction,
and with graded variation in the high category resulting in H*,
LH* and L*H -like shapes. Ladd (2022) evokes a similar possi-
bility in his discussion of H* versus LH* in particular: “The
extent (and probably the timing) of the rise in pitch preceding
the accentual high are manipulated by the speaker to express
a variety of nuances, but the basic phonological choice is in all
cases ‘high accent’” (p 253). Though meaning-focused
research is needed to further this line of work, this strikes us
as a promising future direction to probe how {H*, LH*, L*H} dis-
tinctions are different from, or similar too, the opposition
between high and low targets, i.e., in opposition to L*. Compu-
tational dynamical systems modeling approaches that build on
this apparent asymmetry also may provide a valuable exten-
sion of the present results; this is work that we are currently
pursing (Iskarous, Steffman & Cole, 2023).

In summary, the results presented here show that some dis-
tinctions among nuclear tunes are graded and noisy, in line
with the idea that they may be modeled as falling along a con-
tinuum, e.g., an alignment continuum as discussed in Gussen-
hoven (1984). This may suggest a model of intonational
meaning that allows phonetic variation to play a role. Ladd
(2022) in his recent review raises this as a central challenge
in the study of intonation: “[. . .] phonological categories of into-
nation, whatever they are, are subject to meaningful gradient
variation [. . .] The fact that an intonationally conveyed prag-
matic distinction seems categorical does not entail that the cor-
responding intonational distinction involves categorically
distinct phonological elements. Until we understand this better,
our phonological analyses are likely to make spurious categor-
ical distinctions” (p 252). We do not claim to have the answers
to these thorny questions of intonational meaning, but our
results clearly speak to the view that (1) many claimed distinc-
tions in the AM model do not exhibit robust category-level dis-
tinctiveness in F0 form, and (2) this does not preclude
meaning-based differences as a function of continuous pho-
netic variation. We believe that the present line of research into
intonational form will be fruitfully complemented by meaning-
focused studies that are cognizant of phonetic variation (in
the vein of e.g., Calhoun, 2012).

Taking stock of the results and our interpretations outlined
above, the present study raises several key questions for
future modeling work. Most fundamental is the question of
the extent to which discrete, atomic, categories are the best
model for intonational forms. This study presents no definitive
answer to this deep question, but does show that certain form
distinctions are more category-like than others. This suggests,
at a minimum, that discreteness is not a given. Two recent
approaches to modeling intonational form strike us as appro-
priate to pursue this observation further. First is the dynamical
systems modeling work in Roessig et al. (2019) noted above.
In that study, a single acoustic parameter, tonal onglide for
pitch accents, was modeled. The authors present a dynamical
system with a two-well potential energy function. The wells
define an attractor landscape with two attractors, one for a fall-
ing pitch accent (negative onglide), and one for a rising pitch
accent (positive onglide). The “tilt” of the attractor landscape
can be modified by a control parameter which effectively mod-
ulates two factors: first, the likelihood that a falling or rising
accent will be produced, and second, the steepness or slope
of the onglide within those two classes. This can be considered
a model of intonational planning and selection in the sense that
it defines a range and likelihood of values for the modeled
parameter. The likelihood of the production of a given onglide
value is thus determined in the model by the control parameter
which could be context- and/or speaker-specific. An obvious
appeal of this approach as it relates to our study is that it nat-
urally models both a dichotomous, category-like distinction (via
a two-well potential energy function), and continuous variation
within and between the rising/falling dichotomy (via the modifi-
cation of that function by the control parameter). This can be
pursued further in its application to other pitch accent distinc-
tions and other measures, or, to whole tunes, though in the lat-
ter case, modeling a single parameter representing the whole
tune may be reductive.

We believe the aforementioned work of Iskarous et al. (2023)
may help serve as a motor for more modeling and theoretical
advancement. The authors in that paper develop a dynamical
systems model which is a generative model for F0 trajectories,
defined by a differential equation with control parameters that
define the F0 values, and shape, a particular pitch accent will
take. They use themodel to describe variation in American Eng-
lish pitch accents, showing that timing and scaling properties in
rising pitch accents are well captured, and that, crucially, a
dichotomous division between “high” (H*, LH*, L*H) and “low”
(L*) accents is emergent through continuous variation in the
parameters. This model, unlike that of Roessig et al. (2019) is
not one of selection, but rather the execution of an F0 move-
ment. Though both of these modeling approaches are relatively
new, we think they offer promise, especially if further developed
to unite selection and execution, for example the union of a
selectionmodel for parameter inputs which are passed to a gen-
erative execution model for F0, encoding the idea that selection
and execution (here of intonation) are organized by similar com-
putational structures (Iskarous andPouplier, 2022).Regardless,
what both of these approaches readily capture are what we see
as two crucial empirical insights. First is that there is variation in
intonational form that is fine grained and continuous. Second, is
that there is variation that is category-like and discontinuous,
leading us to the metaphor of a hierarchy. In this sense, we
can say that speakers’ production and perception of intonational

forms reflect categories (categorically distinct forms) and contin-
ua. We believe models of intonational representation, produc-
tion and perception can be fruitfully evaluated in terms of their
ability to capture both of these empirical phenomena in a single
system.



26 J. Steffman et al. / Journal of Phonetics 104 (2024) 101310
4.2. Some limitations and future directions

The present study raises many questions for future
research. First and perhaps most fundamental is the question
of whether and how the presence of pragmatic/discourse-
based context may license tune distinctions in production or
perception. In presenting tunes in the absence of a meaningful
context, the present study leaves unanswered the question of
how discourse context may impact the production and percep-
tion of a given tune. This is a definite limitation of the present
study, which will benefit from being tested in the future. We
suggest that future work can attempt to pair these, or other
stimuli with written (or potentially, spoken) contexts which are
predicted to fit with that tune. Though quantifying the extent
to which context should support a given tunes strikes us as
quite difficult, this first basic step of testing the presence/ab-
sence of a beneficial context would be valuable. If for example,
the presence of context enhances particular distinctions, this
could constitute evidence that certain tunes “need” context to
be well-distinguished, while others, like the well-separated
tunes in the present study, do not. If this method is validated
it could also be used as a confirmatory test for hypothesized
tune functions: if a particular imitative tune distinction is
enhanced in the presence of particular discourse contexts, this
may be taken to support the hypothesized tune meaning.
Future work in this direction has the potential to shed light on
these rich and complex questions of tune form and function.

A similar limitation should be considered in light of the fact
that particular words or sentences may facilitate the production
of particular tunes, as for example the “calling contour”, which
is natural to produce over names, but less so for other words
(i.e., when not calling a person by name). These word-
specific and sentence-specific effects on particular tunes
remain to be tested and constitute another sort of context that
may impact intonational distinctions. We expect that certain
contexts, lexical items, or sentences, may enhance or facilitate
the production and perception of certain tunes, and yet discov-
ering such effects remains a challenge, as already noted, due
to our current incomplete understanding of the pragmatic func-
tions of each tune. An important future direction will be to test
the distinctions that emerge when tunes are situated in dis-
course contexts. This undertaking should go hand in hand with
the development of a theory of intonational meaning that
applies across each of the predicted AM model tunes and
delimits the discourse contexts where each should appear.

Several other methodological considerations provide ave-
nues for future research. One core assumption is that the
use of resynthesized F0 as stimuli for the imitation of tunes
is adequate to elicit the tune distinctions proposed in the AM
model, and specifically, that the resynthesized stimuli allow
participants to access their stored cognitive representations
of tunes based on their prior experience with the language.
Using resynthesized F0 allowed us to develop a set of stimuli
with F0 patterns that were as distinct from each other as pos-
sible, while still observing the implementation guidelines in
Pierrehumbert (1980, 1981) and Veilleux et al. (2006). Making
maximally distinct (resynthesized) tunes is beneficial for test-
ing if and how each of these distinctions will be reproduced
by speakers. However, if some resynthesized tunes are better
representations of the intended category than others, this
could result in more tenuous distinctions for poorly represented
tunes. As outlined in Section 2.1, our resynthesis was informed
by both schematized F0 trajectories of tunes and F0 tracings of
natural productions presented in the ToBI training guidelines
and in Pierrehumbert (1980). These reference materials lack
precise phonological or phonetic landmarks for the alignment
of all F0 targets, and in the absence of community-endorsed
guidelines, we drew on our experience with ToBI labeling of
American English to specify landmarks as anchors for each
tone, which were then systematically used for all tunes and
all model sentences. Nonetheless, and despite our best
efforts, we acknowledge that some listeners may judge the
resynthesized stimuli to have been more successful for some
tunes than for others. A potentially superior resynthesis
method would have been based on clear productions of the
12 tunes by an individual speaker, or by many speakers of
the same dialect, but to date no such dataset exists. In our
ongoing research extending this line of work we are examining
how imitation of natural productions compare to those of resyn-
thesized F0; results of this investigation will help in evaluating
the appropriateness of resynthesized tunes for imitative tasks
in general.

A further methodological consideration is the reliance on F0
alone to convey tune distinctions, as noted in Section 2.4.
Focusing on F0 parameters is certainly standard in intonational
research, and the AM model we tested is one that generates
distinct F0 trajectories for each tested tune, on the basis of
their tonal specification. Nevertheless, it is possible that in
manipulating only F0 in the stimuli we have omitted other cues
that speakers and listeners use when implementing intona-
tional distinctions such as duration, amplitude, voice quality
and articulatory strength. Future work in this line of research
will help develop a more holistic understanding of how intona-
tional distinctions are implemented in speech above and
beyond F0. Another consideration in the present study is the
fact that all tunes were produced over tri-syllabic, stress-
initial words. Certain tunes, especially more dynamic tunes
such as L*HLH, might be subject to tonal crowding, compres-
sion or truncation in this context (e.g., Grabe, Post, Nolan &
Farrar, 2000). Though three syllables was, by our assessment,
enough material for the distinctions to be heard and produced,
it remains an empirical question if more material (i.e., more syl-
lables) would allow additional finer-grained distinctions among
tunes to emerge. Cole & Steffman (2023) is another study we
have carried out which offers a preliminary answer to this ques-
tion, though it made use of a different set of tunes (with H* and
L* pitch accents) and cannot be directly compared to these
results. In that study, listeners heard the stimuli over a tri-
syllabic stress-initial word (as in the present study), but then
were prompted to re-produce the tune over a word with one,
two, three, or four syllables. Cluster analyses on that data
found no more emergent clusters for tunes produced over four
syllables versus three syllables, and parameters like ending F0
value did not become more distinct across tunes from three to
four syllables either, suggesting that having more material over
which to produce those tunes did not result in better differenti-
ation. We are currently in the process of extending that study to
look at a subset of the tunes tested here, which will speak
directly to the question of how varying syllable counts impact
the realization of these tunes.



J. Steffman et al. / Journal of Phonetics 104 (2024) 101310 27
Finally, another important consideration for future work is
the potential importance of prenuclear material. Nuclear tunes
are “special” in the AM model only in the sense that every into-
national phrase will have a nuclear tune, and in the observation
that pre-nuclear material seems to be less important for con-
veying intonational meaning and is sometimes described as
“ornamental” (Büring, 2007, though see Bishop, 2017; Braun
& Biezma, 2019). However, nuclear tunes cannot be under-
stood fully when analyzed in isolation (e.g., in the absence of
prenuclear pitch accents and phrase accents). In the same
way that certain nuclear tune configurations may be more
likely, certain relationships between pre-nuclear and nuclear
material are likely more common, and thus potentially more
accessible to speakers. One well-known case of this would
be the so-called “hat pattern” composed of a series of high
pitch accents. Our study, lacking pre-nuclear accents, cannot
address this question of the importance of prenuclear material,
or the relationship between pre-nuclear and nuclear material
for speakers’ representation and production of tunes. Future
work should thus consider how pre-nuclear patterns are pro-
duced in this experimental paradigm and consider possible
facilitatory (or inhibitory) influences of pre-nuclear tones on fol-
lowing nuclear tunes.
4.3. Conclusions

In summary, the present results provide an exploration of
the nature of distinctions among 12 American English nuclear
tunes. As outlined in Section 1, the proposed distinctions from
the AM model have not previously been investigated in a sys-
tematic fashion. Prior research has often focused on the dis-
tinction between a single pair of tunes, and usually in a
single edge tone context (or, not controlling for edge tone con-
text). Our aim was to provide a rigorous test for the distinctions
in intonational form predicted by the AM model, in a more sys-
tematic fashion: across controlled edge tone contexts and
comparing among a large set of tunes. Our results suggest that
all the distinctions predicted by the AM model are present to
some degree, but that certain distinctions are primary and exhi-
bit category-like behavior, while others are smaller and more
variable, and may be understood as representing structured
phonetic variability within categories, conditioned in part by
intonational context. In other words, the results reported here
are consistent with a system of distinctions in intonational form
that is hierarchical and context dependent.
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Appendix

Appendix 1:. More details for the TCoG computations

The equation in (2) below is used to compute TCoG in a
given interval, in this case, in the window of the nuclear word.

Temporal TCoG ¼
Pn

i¼1F0i tiPn
i¼1F0i

ð2Þ

As shown in (2), temporal TCoG (henceforth just “TCoG”) is
derived by multiplying a given time measure by the F0 value
at that time, and summing these weighted values across an
interval from ti to tn, then dividing by F0 summed across the
same interval. The key insight is that regions with higher F0
contribute more to the weighted average, essentially drawing
the temporal TCoG measure towards them (in time).

To illustrate how this computation works, consider the dia-
gram in Fig. A1 (similar to examples in Barnes et al., 2021).
Fig. 3, Panel A shows a schematized F0 rising-falling move-
ment which extends over 400 ms, and ranges from 50 to
150 Hz. Note that the peak location always occurs at precisely
200 ms. Panel A shows three ways the peak can be
approached: a linear rise, a rise that begins with a steeper
slope, which we will refer to as “domed” and a rise that begins
with a flatter slope before rising more rapidly to the F0 peak,
which we will refer to as “scooped”. The Temporal TCoG for
these three rises was computed using the formula in (2) and
is plotted by the dashed vertical lines in the panel. Note that
for the domed rise, the higher F0 achieved earlier in the win-
dow effectively pulls temporal TCoG earlier in time, as those
higher and earlier values contribute more to the weighted aver-
age. The opposite is true for the scooped rise. Panel B shows
an analogous effect of the shape of the fall from an F0 peak: a
domed fall pulls TCoG later in time while a scooped fall pushes
it earlier. Fig. A1, panel C shows a monotonically rising F0 pat-
tern where the same generalization holds in terms of the influ-
ence of rise shape: a scooped rise pushes TCoG later, while a
domed rise pulls it earlier in the interval.



Fig. A1. Examples of how rise shape and fall shape influence the location of temporal TCoG (see text).
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Appendix 2:. Additional figures

(See Fig. A2, Fig. A3, Fig. A4)
Fig. A2. Model stimuli in scaled F0, averaged across the four models for each tune. The vertical line separates the preamble from the nuclear word. Note that the preamble varies only
across pitch accents (rows).



Fig. A3. Plots showing aspects of the speech perception data. Panel A shows the relation between nuclear and preamble RMSD in the stimuli, also colored by model speaker. Note
that variation in darkness in points indicates that multiple points are stacked on top of one another. The remaining plots showing discrimination accuracy as a function of model speaker
(panel B), model sentence (panel C), both plotted against nuclear region RMSD on the x axis. Panel D shows discrimination accuracy which is collapsed by RMSD and split by
sentence (bar color) and model speaker (x axis).
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Fig. A4. Difference smooths for pairwise comparisons of tunes. Panel A shows all comparisons between tunes with H-H% and H-L% edge tones (panels A and B in Fig. 4). Panel B
shows all comparisons between tunes with L-H% and L-L% edge tones (panels C and D in Fig. 4). Color indicates if a difference is significant at a given point in normalized times.
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