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#### Abstract

In this paper, we study the complexity of the upgrading version of the maximal covering location problem with edge length modifications on networks. This problem is NP-hard on general networks. However, in some particular cases, we prove that this problem is solvable in polynomial time. The cases of star and path networks combined with different assumptions for the model parameters are analysed.

In particular, we obtain that the problem on star networks is solvable in $O(n \log n)$ time for uniform weights and NP-hard for non-uniform weights. On paths, the single facility problem is solvable in $O\left(n^{3}\right)$ time, while the $p$-facility problem is NP-hard even with uniform costs and upper bounds (maximal upgrading per edge), as well as, integer parameter values. Furthermore, a pseudo-polynomial algorithm is developed for the single facility problem on trees with integer parameters.
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## 1 Introduction

The Maximal Covering Location Problem (MCLP) is a well-known location problem analysed by several researchers in the last decades since its introduction in Church and ReVelle (1974). The aim of this problem is, given a set of demand points, to locate a fixed number of facilities to maximise the amount of covered demand. A demand point is considered to be covered if its distance to a facility is smaller than or equal to a given coverage radius.

Since the seminal paper by Church and ReVelle (1974), many variants of this problem have been analysed depending on the supporting space, e.g., recently in the discrete version (Arana-Jiménez et al., 2020, Cordeau et al., 2019, García and Marín, 2019, Marín et al., 2018), on networks (Baldomero-Naranjo et al., 2021, Berman et al., 2016, Fröhlich et al., 2020), and in a continuous space (Bansal and Kianfar, 2017, Blanco and Gázquez, 2021, Yang et al., 2020).

In this paper, we follow an algorithmic approach to deal with the upgrading version of the MCLP (Up-MCLP). The upgrading maximal covering location problem aims to find the best locations for $p$ service facilities and the edge length reduction within the given budget to cover the maximum demand. In this context, upgrading an edge means reducing its length (within certain limits) at a given cost which is proportional to the extent of the reduction. Thus, it has to be decided on which edges to invest (allocate part of the budget) in order to maximise the coverage. This problem has several practical applications.

One real-life application of this problem is when a government wants to enhance the accessibility of public services for its citizens, such as healthcare centers, educational institutions, or social welfare facilities. Since improving accessibility is closely related to distances, one approach to achieving this goal is to invest in infrastructure to reduce travel times to these services. This typically involves a combination of opening new facilities and improving transportation infrastructure, e.g., upgrading roads to highways, adding new lanes, and enhancing public transportation by incorporating high-speed lines, dedicated bus routes, and increasing service frequency.

In the private sector, telecommunication, gas, and electricity companies face a similar challenge when they aim to expand their coverage. Further application of this problem can be found in areas like shopping centers or airports. The objective is to strategically position services such as defibrillators, ATM, information posts, etc., while simultaneously building additional passenger conveyors or escalators. The goal is to ensure that the maximum number of people are within a reasonable walking distance of these facilities.

As a consequence of its wide range of applications, studying the upgrading version of classical problems is a recent trend that interests many researchers. The motivation of upgrading problems is that in some applications, the parameters of a network can be modified so as to obtain better solutions. Two key parameters of a network are demand
weights and edge (arc) lengths, and allowing to adjust them means that they are decision variables of the model. Accordingly, we can consider different versions of upgrading, as follows.

- Upgrading nodes considering that the weight of the nodes can be modified (usually decreased) subject to a prespecified budget. One possible application is the problem of locating a hospital to cover the demand of the cities of a region. The demand in each city for hospital services is represented by a weight and the demand may be reduced if a primary care center is located in the city (which involves a cost and there is a budget for this purpose). The following are a few examples of problems where this version has been applied: the 1-median problem (Gassner, 2007), the 1-center problem (Gassner, 2009), the Euclidean 1-median problem (Plastria, 2016), the $p$-median problem (Sepasian and Rahbarnia, 2015), and the network delay minimization problem (Medya et al., 2018).
- Upgrading nodes such that the length of all edges incident to this node is reduced. One of the applications is to improve the access to a facility subject to a cost. This type of upgrading has recently been studied in relation to the $p$-center problem (Anton-Sanchez et al., 2023). In this paper, the authors do not consider an underlying network and its individual edges, but instead, they only consider direct connections between customers and facilities as a whole and upgrade those (additionally, upgrading a connection for one customer has no effect on the connection of another customer). This type of upgrading has also been applied in other combinatorial optimization problems, such as: the spanning tree problem (Álvarez-Miranda and Sinnl, 2017), in communication and signal flow problems (Paik and Sahni, 1995), and in the hub-location problem (Blanco and Marín, 2019), among others.
- Discrete upgrades over edges (arcs) considering that the edge (arc) length can be reduced incrementally in fixed steps, with each step reducing the length by a (potentially) different amount and at a different cost. For example, each step could reduce the edge length by $10 \%$, up to a maximum of $50 \%$, with each upgrade step becoming progressively more expensive to implement. If there is just one step, then the decision is merely whether or not to upgrade the edge (arc). This type of upgrading has recently been studied in relation to the $p$-center problem with direct connection upgrades (Anton-Sanchez et al., 2023). Discrete upgrades have also been applied for other combinatorial optimization problems, such as: the minimum cost flow problem (Büsing et al., 2017), the minimization of the maximum travel time (Campbell et al., 2006), the accessibility arc problem (Maya Duque et al., 2013), and the Graphical TSP (Landete et al., 2023), among others.
- Continuous upgrades over edges (arcs) considering that the length of the edges (arcs) can be modified by any increment subject to a prespecified budget. For covering problems, this has recently been considered by Baldomero-Naranjo et al. (2022), who proposed several mixed-integer programming formulations to solve the problem exactly. Other facility location problems where this approach has been studied include: the 1-center problem (Sepasian, 2018), the $p$-center problem with direct connection upgrades (Anton-Sanchez et al., 2023), and the $p$-median problem (Afrashteh et al., 2020, Espejo and Marín, 2023). Also, this has been applied in combinatorial optimization problems, such as: the min-max spanning tree problem (Sepasian and Monabbati, 2017), the minimum flow cost problems (Demgensky et al., 2002), the maximal shortest path interdiction problem (Zhang et al., 2021).

To the best of our knowledge, this is the first attempt to analyse the complexity of the MCLP with continuous edge upgrades for different types of graphs. It is known that the MCLP is NP-hard on a general network even without upgrades (Megiddo et al., 1983). Therefore, the Up-MCLP is also NP-hard on a general network, since the MCLP is a special case of the Up-MCLP that has the maximal upgrade per edge equal to zero for all edges. However, the classical MCLP is polynomial-time solvable on trees (Megiddo et al., 1983) and consequently also on stars and paths (Hassin and Tamir, 1991). The open question we address in this work is whether it is possible to prove similar results for the Up-MCLP.

Therefore, in this paper, we turn our attention to particular networks such as stars, paths, and trees and study the complexity of the Up-MCLP and provide polynomial and pseudo-polynomial time algorithms under different assumptions for the parameters. In particular, we prove the following results.

- On star networks, the $p$-facility problem is polynomial time solvable for uniform weights, while for non-uniform weights already the single facility problem is NPhard even with uniform costs and upper bounds as well as integer parameter values.
- On paths, the single facility problem is solvable in polynomial time, while the $p$ facility problem is NP-hard even with uniform costs and upper bounds as well as integer parameter values.
- On trees, the single facility weighted problem with integer parameters has a pseudopolynomial algorithm; note that this problem is NP-hard (as a star is also a tree).

Similar results have been obtained for various location problems, including covering problems (Bhattacharya and Nandy, 2013, Hartmann et al., 2022, Hassin and Tamir, 1991, Megiddo et al., 1983), center problems (Wang and Zhang, 2021), median problems (Afrashteh et al., 2019, Oudjit and Stallmann, 2021), or other facility location problems (Kalcsics
et al., 2015, Lari et al., 2018, Nguyen and Teh, 2023, Puerto et al., 2018), as well as flow/shortest path problems (Danilovic et al., 2021, Hoppmann-Baum, 2022, Şuvak et al., 2021).

A summary of the obtained results can be found in Table 1, where the first column indicates the complexity of the Up-MCLP, the second column shows the graph type, the third column points out the number of facilities, the three following columns provide information on the parameters of the problem: uniformity of weights (unif. w), upgrading costs (unif. $c$ ), and upper bounds on the amount of upgrade on an edge (unif. $u$ ), respectively. The last column indicates the theorem in which the result is proven. Note that "Y" represents that the uniformity on the respective parameters is assumed, "N" represents that the non-uniformity on the respective parameters is assumed, and blank space means that no assumptions are made on the corresponding uniformity of the parameters.

| Complexity | Graph | Num. facilities | Unif. $w$ | Unif. $c$ | Unif. $u$ | Result |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Polynomial | Star | $p$ | Y |  |  | Theorem 1 |
|  | Path | 1 |  |  |  | Theorem 4 |
| NP-hard | Star | 1 | N | Y | Y | Theorem 3 |
|  | Path | $p$ | N | Y | Y | Theorem 5 |

Table 1: Summary of complexity results.
The rest of the paper is structured as follows. In Section 2 the problem is introduced. Section 3 analyses the problem on star networks, a polynomial time algorithm is derived for uniform weights and its NP-hardness is proven for non-uniform weights. In Section 4, a polynomial time algorithm is presented for the single facility problem on path networks. Moreover, we prove that the $p$-facility problem is NP-hard even with uniform costs and upper bounds and integer parameters values. In Section 5 a pseudo-polynomial algorithm is presented for the single facility problem on tree networks with integer parameters. Lastly, our conclusions are presented in Section 6.

## 2 Definitions and Problem Description

Let $N=(V, E, \ell)$ be an undirected network with node set $V=\{1, \ldots, n\}$ and edge set $E$, where $|E|=m$. Slightly abusing notation, sometimes we denote the nodes also as $v_{1}, \ldots, v_{n}$ instead of $1, \ldots, n$. Every edge $e=(k, q)=(q, k) \in E, k, q \in V$, has a positive length $\ell_{e}=\ell_{(k, q)}$. For $i, j \in V, d(i, j)$ is the length of the shortest path connecting $i$ with $j$. Furthermore, we are given a fixed coverage radius $R>0$. We say that a node $i \in V$ is covered by a facility at node $j$ if $d(i, j) \leq R$. Finally, for each node $i \in V$ we are given a non-negative weight $w_{i}$ that specifies the demand at the node.

The length $\ell_{e}$ of each edge $e \in E$ can be reduced by an amount lower than or equal to $u_{e} \in\left[0, \ell_{e}\right), e \in E$. Without loss of generality, we assume that $\ell_{e}-u_{e} \leq R$, for $e \in E$ (if that were not the case, i.e., there was an edge $e \in E$ such that $\ell_{e}-u_{e}>R$, then $e$ can be removed from the network without affecting the optimal solution). Moreover, reducing the length of edge $e \in E$ by an amount $\delta_{e} \in\left[0, u_{e}\right]$ comes at a positive cost of $\delta_{e} c_{e}$, for $c_{e} \in \mathbb{R}^{+}$, and there is a budget constraint $B \in \mathbb{R}^{+}$on the overall cost of reduction. Again, without loss of generality, we assume that $c_{e} u_{e} \leq B$, for $e \in E$ (if that were not the case, i.e., there was a cost $c_{e}$ for $e \in E$ such that $c_{e} u_{e}>B$, then $u_{e}$ can be substituted by $u_{e}=B / c_{e}$ without affecting the optimal solution since it is not possible to pay for a reduction whose cost is greater than the budget). For short, the labels $\left(\ell_{e}, u_{e}, c_{e}\right)$ have been given to the edges representing the length, the maximal reduction, and the cost per unit of reduction of each edge. Finally, we assume that facilities can only be located at nodes.

The upgrading maximal covering location problem (Up-MCLP) aims to locate $p$ service facilities covering the maximum demand taking into account that the total cost for the edge length reductions is within the given budget.

Let $\delta=\left(\delta_{e}\right)_{e \in E}$ denote a vector of edge length reductions, $0 \leq \delta_{e} \leq u_{e}$, for $e \in E$. For $i, j \in V$ and reductions $\delta, d(i, j, \delta)$ is the length of a shortest path between $i$ and $j$ in the network after the reductions $\delta$ have been applied. Moreover, we call $i$ reachable from $j$ (and vice versa), if we can find an upgrade $\delta$ of the edges such that $i$ is covered by $j$, i.e., $d(i, j, \delta) \leq R$. Finally, for $p \in \mathbb{N}$, let $X_{p} \subseteq V$ denote a set of $p$ nodes, let $\left(X_{p}, \delta\right)$ represent a feasible solution of the Up-MCLP, and let $C\left(X_{p}, \delta\right)=\left\{i \in V \mid \exists j \in X_{p}: d(i, j, \delta) \leq R\right\}$ denote the set of all nodes covered by a facility in $X_{p}$ after the edge upgrades $\delta$. Then, the $p$-Up-MCLP can be formulated as:

$$
\max \left\{\sum_{i \in C\left(X_{p}, \delta\right)} w_{i}\left|\sum_{e \in E} c_{e} \delta_{e} \leq B, X_{p} \subseteq V,\left|X_{p}\right|=p, 0 \leq \delta_{e} \leq u_{e}, e \in E\right\} .\right.
$$

For a given weight threshold $T \in \mathbb{R}^{+}$, we define the decision version $p$-Up-MCLP-D of $p$-Up-MCLP as:

Input: Network $N=(V, E, \ell)$, number of facilities $p$, coverage radius $R$, upgrading bounds and costs $\left(u_{e}\right)_{e \in E}$ and $\left(c_{e}\right)_{e \in E}$, respectively, and budget $B$.

Question: Does there exist a set $X_{p} \subseteq V$ and edge upgrades $\delta=\left(\delta_{e}\right)_{e \in E} \in \times_{e \in E}\left[0, u_{e}\right]$ with $\left|X_{p}\right|=p$ and $\sum_{e \in E} c_{e} \delta_{e} \leq B$ such that $\sum_{i \in C\left(X_{p}, \delta\right)} w_{i} \geq T$.

As previously discussed, the Up-MCLP is NP-hard on a general network. However, the classical MCLP is polynomial time solvable on trees and paths. Indeed, Megiddo et al. (1983) present an $O\left(n^{2} p\right)$ algorithm for this problem on trees and Hassin and Tamir (1991) derive an $O(n p)$ algorithm on paths. The objective of this paper is to analyse
the upgrading version of this problem in star, path, and tree networks to determine for which cases and under which assumptions on the demand weights $w_{i}$, upgrading costs $c_{e}$, or upgrading bounds $u_{e}$ the problem can be solved in polynomial time. Hereinafter, the following expressions mean:

- Uniform weights: $w_{i}=w$ for all $i \in V$ and some $w \in \mathbb{R}^{+}$.
- Uniform costs: $c_{e}=c$ for all $e \in E$ and some $c \in \mathbb{R}^{+}$.
- Uniform bounds: $u_{e}=u$ for all $e \in E$ and some $u \in \mathbb{R}^{+}$.

In the next section, we focus on the star network case.

## 3 Star networks

In this section, we establish several complexity results for the problem on star networks depending on the characteristics of the input parameters. First, we present a result for the unweighted single facility problem.

Theorem 1 The single facility maximal covering problem with edge length variations, 1$U p-M C L P$, can be solved in $O(n \log n)$ time for uniform weights (unweighted case) on star networks.

Proof. Let $N=(V, E, \ell)$ be a star network with central node $v_{0}$ and satellite nodes $v_{1}, \ldots, v_{n}$. See Figure 1 for an illustration.


Figure 1: Illustration for the uniform case in Theorem 1, with edge labels $\left(\ell_{j}, u_{j}, c_{j}\right)$.
First, we can assume without loss of generality that the facility is located in the central node, $v_{0}$. Indeed, since the weights are uniform, locating a facility in a central node is at least as good as locating it in a satellite node as a facility located in a satellite node will never be able to cover more nodes than one that is located in the central node.

Then, we can find an optimal upgrading of the edges in polynomial time as follows. Let $\Delta_{i}=\ell_{(0, i)}-R$. If $\Delta_{i} \leq 0$, then $v_{i}$ is automatically covered and can be discarded. If $\Delta_{i}>u_{i}$, then $v_{i}$ is unreachable and can also be discarded. All remaining satellite nodes are sorted by non-decreasing minimal upgrading costs, i.e., by $c_{i} \Delta_{i}$. Then, starting with the first node $v_{i}$ in the list, we upgrade the edge by $\delta_{i}=\min \left\{B / c_{i}, \Delta_{i}\right\}$ and update the budget $B=B-c_{i} \delta_{i}$. If $B>0$, we continue with the next node in the list. Otherwise, we stop.

Indeed, this procedure provides an optimal solution. If this was not the case, then an optimal upgrade would provide a set of covered nodes $\hat{V}$, such that there exist $v_{i} \in \hat{V}$ and $v_{k} \in V \backslash \hat{V}$ satisfying $c_{i} \Delta_{i}>c_{k} \Delta_{k}$. However, upgrading edge $e_{k}$ instead of $e_{i}$ covers $v_{k}$ without decreasing the total number of covered nodes and without increasing the amount of used budget. Concerning the last node $v_{j}$ for which we upgrade the incident edge, if $B / c_{j}<$ $\Delta_{j}$, then we cannot reduce the length of $e_{j}$ enough to cover $v_{j}$. However, as we sorted the nodes by non-decreasing minimal upgrading costs, spending the remaining budget instead on some other edge $e_{k}$ incident to another uncovered node $v_{k}, k \notin C\left(\left\{v_{0}\right\}, \delta\right)$, will also not allow us to cover that node. Hence, spending the remaining budget on $e_{j}$ is as good as spending it on some other edge or even as good as not spending it at all, which concludes the argument.

The complexity of this procedure is dominated by the step of sorting the minimal upgrading costs, i.e., is $O(n \log n)$. All other steps are computed in constant time. Therefore, the unweighted 1-Up-MCLP can be solved in $O(n \log n)$ time on star networks.

After showing that the unweighted single facility problem can be solved in polynomial time, the next natural step is to study the $p$-facility case, i.e., $p$-Up-MCLP.

Theorem 2 The unweighted $p-U p-M C L P$ can be solved in $O(n \log n)$ time on star networks.

Proof. Let $N=(V, E, \ell)$ be a star network with central node $v_{0}$ and satellite nodes $v_{1}, \ldots, v_{n}$. Again, we can assume without loss of generality that in an optimal solution one of the facilities is located in the central node $v_{0}$, as a facility located in a satellite node will never be able to cover more nodes than one that is located in the central node.

We start by using the same algorithm as in the proof of Theorem 1 to compute optimal edge upgrades $\delta^{*}$ for the case of just one facility being located at $v_{0}$. Let $V^{-}=V \backslash$ $C\left(\left\{v_{0}\right\}, \delta^{*}\right)$ be the set of nodes that are still uncovered after this upgrade. If $\left|V^{-}\right|>p-1$, then since each node has the same weight and no facility in a satellite node can cover a node that could not already be covered by $v_{0}$, putting facilities on $p-1$ arbitrary nodes in $V^{-}$is optimal. If instead $\left|V^{-}\right| \leq p-1$, then all nodes can be covered and the solution is trivially optimal.

Finally, for an arbitrary upgrade $\delta$ by the proof of Theorem 1 we have $\left|C\left(\left\{v_{0}\right\}, \delta\right)\right| \leq$ $\left|C\left(\left\{v_{0}\right\}, \delta^{*}\right)\right|$. Therefore, even if we distribute the remaining $p-1$ facilities optimally, we will not be able to cover more nodes using $\delta$ than using $\delta^{*}$ (again, because facilities in satellite nodes cannot cover more nodes than $v_{0}$ for a given upgrade).

The complexity of this construction is dominated by the step of sorting the minimal upgrading costs, i.e., $O(n \log n)$. Therefore, the unweighted $p$-Up-MCLP can be solved in $O(n \log n)$ time on star networks.

Next, we discuss the case in which the node weights are not uniform.
Theorem 3 The 1-Up-MCLP is NP-hard on star networks for non-uniform weights (weighted case) even assuming uniformity in upgrading costs and upper bounds as well as integrality of the input parameter values.

Proof. We prove the result by reducing KNAPSACK to the decision problem 1-Up-MCLP-D. Let an instance of KNAPSACK be given with $n$ items of positive weight $g_{i} \in \mathbb{N}$ and positive value $b_{i} \in \mathbb{N}, 1 \leq i \leq n$, knapsack capacity $K \in \mathbb{N}$, and target value $U>0$. A solution (i.e., a Yes-Input) to KNAPSACK is a set $M \subseteq\{1, \ldots, n\}$ such that $\sum_{i \in M} g_{i} \leq K$ and $\sum_{i \in M} b_{i} \geq U$. Without loss of generality, we assume $g_{i} \leq K, 1 \leq i \leq n$.

First, we observe that 1-Up-MCLP-D is in NP since a given solution for 1-Up-MCLPD can be verified as such in polynomial time. Next, given an instance for KNAPSACK, we construct an instance of the edge upgrading problem in polynomial time as follows. Let $N=(V, E, \ell)$ be a star network with central node $v_{0}$, satellite nodes $v_{1}, \ldots, v_{n}$, and edges $e_{i}=\left(v_{0}, v_{i}\right)$. Each satellite node $v_{i}$ corresponds to one item $i$, and the weight $w_{i}$ of the node equals the item value $b_{i}$. The central node is given weight $w_{0}=W>\sum_{i=1}^{n} b_{i}$. Finally, the weight threshold $T$ for 1-Up-MCLP-D is defined as $T=W+U$.

Let $c$ and $u$ be the unit upgrading costs and, respectively, the upper bounds on the upgrade in each edge. We set $c=1, u=\max _{i=1, \ldots, n} g_{i} \leq K, R=u+1$, and the length of each edge $e_{i}$ as $\ell_{i}=R+g_{i}$. Finally, the budget equals the upgrading cost times the knapsack capacity, i.e., $B=K$. See Figure 2 for an illustration.

Let $(\{x\}, \delta)$ be a solution for 1-Up-MCLP-D. As $\sum_{i \in C(\{x\}, \delta)} w_{i} \geq T>W$, the central node must be covered. Therefore, we can assume without loss of generality that $x=v_{0}$. Let $M=C\left(\left\{v_{0}\right\}, \delta\right) \backslash\left\{v_{0}\right\}$ be the set of all satellite nodes covered by $v_{0}$ after the upgrade $\delta$. A satellite node $v_{i}$ is hereby covered if and only if $g_{i} \leq \delta_{i} \leq u$. As

$$
\sum_{i \in M} \delta_{i} \leq \sum_{i=1}^{n} \delta_{i} \leq B=K
$$



Figure 2: Illustration for the proof of Theorem 3, with edge labels $\left(\ell_{j}, u, c\right)$.
we get $\sum_{i \in M} g_{i} \leq K$. Moreover, as

$$
\sum_{i \in C\left(\left\{v_{0}\right\}, \delta\right)} w_{i}=W+\sum_{i \in M} w_{i} \geq T=W+U
$$

we obtain $\sum_{i \in M} w_{i}=\sum_{i \in M} b_{i} \geq U$ and $M$ is a solution to KNAPSACK. Vice versa, for the same star network any solution $M$ to KNAPSACK can easily be converted into a solution for 1-Up-MCLP-D by setting $X=\left\{v_{0}\right\}$ and $\delta_{i}=g_{i}, i \in M$.

As a result, the weighted 1-Up-MCLP-D is NP-complete on star networks and the weighted 1-Up-MCLP is NP-hard.

Consequently, the $p$-facility problem is also NP-hard. Therefore, from the analysis carried out in this section we have seen that the key feature for the Up-MCLP to be solvable or not in polynomial time on star networks is given by the uniformity or nonuniformity of weights.

## 4 Path networks

In this section, we analyse the complexity of Up-MCLP on path networks. First, we show that the 1-Up-MCLP is solvable in polynomial time on path networks.

The resolution process consists of checking all possible facility locations, i.e., all nodes of the path, and then calculating the resulting maximal coverage that can be obtained by upgrading edges. For each $i \in V$, we locate the facility on node $i$ of the path. We denote this node in the following as $v_{0}$. Let $V^{l}$ and $E^{l}\left(V^{r}\right.$ and $\left.E^{r}\right)$ be the set of nodes and edges on the left-hand side (on the right-hand side) of $v_{0}$, respectively. We number the nodes and edges in $V^{l}$ and $E^{l}$ consecutively, starting with $v_{1}^{l}$ and $e_{1}^{l}$ being adjacent and, respectively, incident to $v_{0}$. Let, $V^{l}=\left\{v_{1}^{l}, v_{2}^{l}, \ldots, v_{s}^{l}\right\}$ and $E^{l}=\left\{e_{1}^{l}, e_{2}^{l}, \ldots, e_{s}^{l}\right\}$, where $v_{s}^{l}$ is the left
most node in $V^{l}$. Analogously, we define $V^{r}=\left\{v_{1}^{r}, \ldots, v_{t}^{r}\right\}$ and $E^{r}=\left\{e_{1}^{r}, \ldots, e_{t}^{r}\right\}$ for the right-hand side, where $v_{t}^{r}$ is the right most node. Accordingly, we adjust the notation for the edge lengths, upgrading costs, and edge length reduction bounds. A sketch of this notation is depicted in Figure 3.


Figure 3: Notation used in Section 4
Without loss of generality, we consider only nodes in $V^{l}$ and $V^{r}$ that are reachable from $v_{0}$. For example for the left-hand side, $v_{q}^{l}, 1 \leq q \leq s$, is reachable if there exists a vector $\delta^{l}=\left(\delta_{1}^{l}, \ldots, \delta_{q}^{l}\right), 0 \leq \delta_{k}^{l} \leq u_{k}^{l}, 1 \leq k \leq q$, such that $d\left(v_{q}^{l}, v_{0}\right) \leq R+\sum_{k=1}^{q} \delta_{k}^{l}$ and $\sum_{k=1}^{q} c_{k}^{l} \delta_{k}^{l} \leq B$. We denote the minimal upgrading cost to make node $v_{q}^{l}$ reachable by $B_{q}^{l}$ which is computed by solving the following linear program whenever this value is smaller than or equal to $B$.

$$
\begin{aligned}
\left(\mathrm{PL}-B_{q}^{l}\right) \quad & \min \\
& \sum_{k=1}^{q} c_{k}^{l} \delta_{k}^{l} \\
\text { s.t. } & \sum_{k=1}^{q}\left(\ell_{k}^{l}-\delta_{k}^{l}\right) \leq R, \\
& 0 \leq \delta_{k}^{l} \leq u_{k}^{l}, \quad k=1, \ldots, q .
\end{aligned}
$$

Analogously, we define $B_{q}^{r}$ for node $v_{q}^{r}$ and these values can again be calculated by solving a linear program. Later, we will also provide a procedure to compute them efficiently by inspection.

With the facility located in $v_{0}$, we now have to decide how much of the budget $B$ we allocate to the sub-path to the left and how much to the sub-path to the right of $v_{0}$. We observe that in order to be able to cover a node $v_{q}^{l}$ on the left-hand side, we have to allocate at least the budget $B_{q}^{l}$ to the left. Increasing the budget beyond $B_{q}^{l}$ will obviously only have an effect, if we increase it up to $B_{q+1}^{l}$. Hence, the only useful budget allocations for the left are from the set $\left\{B_{1}^{l}, \ldots, B_{s}^{l}\right\}$. We point out that the budget values are strictly increasing, the further we go to the left. Analogously we calculate these values for the right-hand side.

This observation allows us to develop an efficient procedure for calculating the maximal coverage we can achieve for a facility at $v_{0}$. We start with the left most node $v_{s}^{l}$. To cover it, we have to allocate $B^{l}=B_{s}^{l} \leq B$ of the budget to the left-hand side. This will also cover all nodes $v_{1}^{l}, \ldots, v_{s-1}^{l}$, so the total coverage is $\sum_{q \in V^{l}} w_{q}^{l}$. The remaining budget, $B^{r}=B-B^{l}$ can be invested in the sub-path on the right of $v_{0}$ and having computed
the values $\left\{B_{1}^{r}, \ldots, B_{t}^{r}\right\}$, it is easy to determine the right most node $v_{q}^{r}$ that can still be covered, i.e., for which $B_{q}^{r} \leq B^{r}$ and $B_{q+1}^{r}>B^{r}$, and the resulting weight: $\sum_{k=1}^{q} w_{k}^{r}$. This gives us the maximal coverage we can achieve under the assumption that $v_{s}^{l}$ is covered. Now we can simply repeat this procedure from node $v_{s-1}^{l}$, to node $v^{0}$, i.e., the case of $B^{l}=0$. Note that this already considers all possible combinations of coverage and there is no need to repeat the same steps for the nodes to the right of $v_{0}$. We summarize the steps in Algorithm 1, where we denote $B_{0}^{l}=0\left(B_{0}^{r}=0\right)$.

```
Algorithm 1: Optimal algorithm for the single facility Up-MCLP on paths.
    Input: Network \(N=(V, E, \ell)\); bounds \(u_{e}\) and upgrade costs \(c_{e}, e \in E\); coverage radius
                \(R>0\); budget \(B>0\).
    Output: Optimal solution \(\left(v^{*}, w^{*}, \delta^{*}\right)\).
    Set \(w^{*}=0\).
    foreach \(v_{0} \in V\) do
        Determine \(V^{l}, E^{l}, V^{r}, E^{r},\left\{B_{1}^{l}, \ldots, B_{s}^{l}\right\}\), and \(\left\{B_{1}^{r}, \ldots, B_{t}^{r}\right\}\).
        for \(q=s, \ldots, 0\) do
            Let \(B^{l}=B_{q}^{l}\) and \(B^{r}=B-B^{l}\).
            Determine the maximal \(1 \leq k \leq t\) such that \(B_{k}^{r} \leq B^{r}\).
            Calculate \(w=\sum_{i=1}^{q} w_{i}^{l}+\sum_{i=1}^{k} w_{i}^{r}\).
            if \(w>w^{*}\) then
                    Set \(w^{*}=w, \delta^{*}=\delta\), and \(v^{*}=v_{0}\).
            end
    end
    end
    return \(\left(v^{*}, w^{*}, \delta^{*}\right)\).
```

Theorem 4 The 1-Up-MCLP can be solved in $O\left(n^{3}\right)$ time on path networks.
Proof. Let $v_{0}$ be fixed and consider Algorithm 1. In Step 3 we have to calculate the set of reachable nodes to the left and right of $v_{0}$, together with the corresponding minimal upgrading cost. To do this efficiently, we start with the adjacent node $v_{1}^{l}$ to the left of $v_{0}$ and calculate $B_{1}^{l}$. If $B_{1}^{l} \geq B$, we can already stop. If $B_{1}^{l}=B$ we set $s=1$ and $V^{l}=\left\{v_{1}^{l}\right\}$, otherwise we set $s=0$ and $V^{l}=\varnothing$. If instead $B_{1}^{l}<B$, then we calculate $B_{2}^{l}$ for node $v_{2}^{l}$. We repeat this procedure until $B_{q}^{l} \geq B$ or we reach the left most node of the left sub-path. The sets and values to the right of $v_{0}$ are calculated analogously.

Although, $B_{q}^{l}, 1 \leq q \leq s$, can be computed by solving ( $\mathrm{PL}-B_{q}^{l}$ ), we next describe a procedure with lower complexity. First, we sort the upgrade costs $c_{k}^{l}, 1 \leq k \leq q$, in non-decreasing order:

$$
c_{(1)}^{l} \leq c_{(2)}^{l} \leq \ldots \leq c_{(q)}^{l}
$$

Let $\Delta=d\left(v_{q}^{l}, v^{0}\right)-R$. If $\Delta \leq 0$, then $B_{q}^{l}=0$ and we are done. Thus, assume now that $\Delta>0$. Pick the edge $e_{(1)}^{l}$ with the smallest upgrade cost $c_{(1)}^{l}$ and set $\delta_{(1)}^{l}=\min \left\{\Delta, u_{(1)}^{l}\right\}$, i.e., we upgrade the edge until we reach the upper bound or until we can cover $v_{q}^{l}$. Set $\Delta=\Delta-\delta_{(1)}^{l}$. If $\Delta=0$, then $B_{q}^{l}=c_{(1)}^{l} \delta_{(1)}^{l}$ and we are done. Otherwise, we continue with the second-cheapest edge $e_{(2)}^{l}$. If we reach the last edge $e_{(q)}^{l}$ and still $\Delta>0$, then $v_{q}^{l}$ cannot be covered from $v_{0}$, i.e., is unreachable. The values on the right-hand side can be determined analogously. Concerning the complexity of this step, for a given $v_{q}^{l}$, it takes $O(q \log q)$ time to sort the edges by non-decreasing upgrade costs from scratch. However, by starting with $v_{1}^{l}$ and then working our way to the left, we can calculate the sorted list incrementally, by just inserting $e_{q}^{l}$ in $O(\log q)$ time. Going through the sorted list and checking against $\Delta$ and updating it can then be done in time proportional to $q$, i.e., in $O(q)$ time. As we can have up to $n-1$ nodes on the left-hand side, the total complexity of Step 3 is $O\left(\sum_{q=1}^{n-1}(\log q+q)\right)=O\left(n^{2}\right)$.

Step 5 requires constant time. The sum in Step 7 can be updated incrementally, resulting in a constant effort. Steps $8-10$ are also constant. Finally, as $B_{q}^{r}$ is strictly increasing and, hence, we have to look for the maximal $k$ only to the right of the maximal $k$ of the previous iteration, the complexity of Step 6 for all $q=s, \ldots, 0$, is $O(n)$. In total, the effort for Steps 4-11 is $O(n)$.

Thus, the total complexity of the algorithm is dominated by Step 3, i.e., $O\left(n^{2}\right)$. Since it needs to be repeated $n$ times, the complexity of the algorithm is $O\left(n^{3}\right)$.

At this point, we have shown that the 1-Up-MCLP on paths can be solved in polynomial time. This raises the question about the $p$-facility problem on those networks.

Theorem 5 The p-Up-MCLP is NP-hard on path networks even assuming uniformity in upgrading costs and upper bounds as well as integrality in the input parameter values.

Proof. We again prove the result by reducing KNAPSACK to the decision problem $p$ -Up-MCLP-D. Let an instance of KNAPSACK be given with $n$ items of positive weight $g_{i} \in \mathbb{N}$ and positive value $b_{i} \in \mathbb{N}, 1 \leq i \leq n$, knapsack capacity $K \in \mathbb{N}$, and target value $U>0$. We construct an instance of the upgrading problem in polynomial time as follows.

First, we observe that $p$-Up-MCLP-D is in NP since a given solution can be verified as such in polynomial time. Next, given an instance for KNAPSACK, we construct an instance of the edge upgrading problem in polynomial time as follows. Let $N=(V, E, \ell)$ be a path network with $2 n$ nodes $V=\left\{v_{1}, v_{2}, \ldots, v_{2 n}\right\}$. Odd indexed nodes $v_{2 k-1}$ have weight $w_{2 k-1}=W>\sum_{i=1}^{n} b_{i}$, and even indexed nodes $v_{2 k}$ have weight $w_{2 k}=b_{k}, k=1, \ldots, n$. Let $V^{\text {odd }}=\left\{v_{2 k-1} \mid k=1, \ldots, n\right\}$ and $V^{\text {even }}=V \backslash V^{\text {odd }}$. Moreover, let $u=\max _{i=1, \ldots, n} g_{i}$, $R=1+u, c=1, B=K$, and $T=p W+U$.

Concerning the edges, for $e_{2 k-1}=\left(v_{2 k-1}, v_{2 k}\right)$ we define $\ell_{2 k-1}=R+g_{k}$, for $k=$
$1, \ldots, n$. Moreover, for $e_{2 k}=\left(v_{2 k}, v_{2 k+1}\right)$ we define $\ell_{2 k}=2 R$, for $k=1, \ldots, n-1$. A sketch of the resulting network is depicted in Figure 4.


Figure 4: Notation used in Theorem 5, with edge labels $\left(\ell_{j}, u_{j}\right)$.
Let $p=n$ and $\left(X_{p}, \delta\right)$ be a solution for $p$-Up-MCLP-D. As $\sum_{i \in C\left(X_{p}, \delta\right)} w_{i} \geq T>p W$, all odd-indexed nodes $v_{2 k-1} \in V^{\text {odd }}$ must be covered. Therefore, we can assume without loss of generality that the $p=n$ facilities are located in the $n$ odd-index nodes, i.e., $X_{p}=V^{\text {odd }}$. Let $M=C\left(X_{p}, \delta\right) \cap V^{\text {even }}$ be the set of all even-indexed nodes covered by $X_{p}$ after the upgrade. An even-indexed node $v_{2 k}$ is covered if and only if $g_{k} \leq \delta_{2 k-1} \leq u$. As

$$
\sum_{i \in M} \delta_{i} \leq \sum_{i=1}^{2 n} \delta_{i} \leq B=K
$$

(recall that $c=1$ ) we get $\sum_{i \in M} g_{i} \leq K$. Moreover, as

$$
\sum_{i \in C\left(X_{p}, \delta\right)} w_{i}=p W+\sum_{i \in M} w_{i} \geq T=p W+U
$$

we obtain $\sum_{i \in M} w_{i}=\sum_{i \in M} b_{i} \geq U$ and $M$ is a solution to KNAPSACK. Vice versa, for the same path network any solution $M$ to KNAPSACK can easily be converted into a solution for $p$-Up-MCLP-D by setting $X_{p}=V^{o d d}$ and $\delta_{2 k-1}=g_{k}, k \in M$.

As a result, on path networks $p$-Up-MCLP-D is NP-complete and $p$-Up-MCLP is NPhard.

The question whether the $p$-Up-MCLP with uniform weights is NP-hard or solvable in polynomial time remains open.

## 5 Tree networks

Theorem 3 shows that the 1-Up-MCLP is NP-hard on weighted star networks. Therefore, the 1-Up-MCLP is NP-hard on weighted tree networks, but analogously to the knapsack problem, it admits a pseudo-polynomial algorithm for the case where the input parameter values are integer.

## Assumptions

A1: The parameters $u_{e}$ and $\ell_{e}$ only take non-negative integer values.

A2: The parameters $R$ and $c_{e}$ only take positive integer values.
Let $S=\left(v_{0}, \delta\right)$ be an optimal solution of the 1-Up-MCLP. We call an edge $e \in E$ fractional with respect to $S$, if $\delta_{e} \notin \mathbb{N}_{0}:=\mathbb{N} \cup\{0\}$, otherwise it is called integer with respect to $S$. If the context is clear, then we usually omit the reference to $S$.

Theorem 6 If Assumptions A1 and A2 hold, then there exists an optimal solution for the 1 -Up-MCLP on trees where all edge upgrades are integer, i.e., $\delta_{e} \in \mathbb{N}_{0}$, $e \in E$.

Proof. Let $N=(V, E, \ell)$ be a tree and $S=\left(v_{0}, \delta\right)$ be an optimal solution to the 1-Up-MCLP. If the solution has at least one fractional edge $\bar{e} \in E$, then we will show how to construct an equivalent optimal solution with at least one fractional edge less. In the following we interpret $N$ as a tree rooted at $v_{0}$. For a node $v_{i} \in V \backslash\left\{v_{0}\right\}, T\left(v_{i}\right)=T_{i}=$ $\left(V_{i}, E_{i}\right)$ denotes the sub-tree rooted at $v_{i}$ consisting of all descendants of $v_{i}$, including $v_{i}$ itself, that are covered by $v_{0}$ with respect to $\delta$. $E_{i}$ consists of all edges which have both nodes in $V_{i}$.

Let $\bar{e}=\left(v_{i}, v_{j}\right) \in E$ be a fractional edge, i.e., $\delta_{\bar{e}} \notin \mathbb{N}_{0}$, such that $i \in T_{j}$ and there is no other fractional edge on the shortest path from $v_{j}$ to $v_{0}$. We have the following cases to consider:

Case 1: All edges in $E_{i}$ are integer with respect to $S$, i.e., $\delta_{e} \in \mathbb{N}_{0}, \forall e \in E_{i}$.
As all edges on the shortest path from $v_{j}$ to $v_{0}$ are integer, as well as all edge lengths and $R$, we can round down $\delta_{\bar{e}}$ to the nearest integer without losing coverage of any node in $T_{i}$, preserving the optimality of $S\left(\right.$ as $\left.c_{\bar{e}}>0\right)$.

Case 2: There is at least one fractional edge in $E_{i}$.
Let $E_{i}^{\prime} \subseteq E_{i}$ be the set of fractional edges in $E_{i}$ such that there is no other fractional edge on the path between $e \in E_{i}^{\prime}$ and $\bar{e}$. Moreover, let $V_{i}^{\prime} \subseteq V_{i}$ be the set of those nodes of edges $e \in E_{i}^{\prime}$ that are further away from $v_{0}$ than their counterpart on $e$, i.e., $V_{i}^{\prime}=\left\{k \in V_{i} \mid e=(k, l) \in E_{i}^{\prime}\right.$ and $\left.d\left(v_{0}, v_{k}\right)>d\left(v_{0}, v_{l}\right)\right\}$. Finally, set $C=\sum_{e \in E_{i}^{\prime}} c_{e}$. Figure 5 depicts the setting with $E_{i}^{\prime}=\{\hat{e}, \tilde{e}\}$ and $V_{i}^{\prime}=\left\{v_{5}, v_{8}\right\}$.

We start with the case that $c_{\bar{e}} \leq C$. If we increase $\delta_{\bar{e}}$ by a small amount $\epsilon$ and decrease every $\delta_{e}, e \in E_{i}^{\prime}$, by the same amount, then all nodes remain covered: The distance to $v_{0}$ will decrease for every node in $V_{i} \backslash \bigcup_{k \in V_{i}^{\prime}} V_{k}$ and will remain unchanged for each $v \in \bigcup_{k \in V_{i}^{\prime}} V_{k}$. For example in Figure 5, the distance from $v_{0}$ to $v_{i}, v_{4}$, and $v_{7}$ will decrease, while it will stay the same for $v_{5}, v_{6}$, and $v_{8}$. Let $\epsilon=\min \left\{\left\lceil\delta_{\bar{e}}\right\rceil-\delta_{\bar{e}}, \min _{e \in E_{i}^{\prime}}\left(\delta_{e}-\left\lfloor\delta_{e}\right\rfloor\right)\right\}$. As $c_{\bar{e}} \leq C$, increasing $\delta_{\bar{e}}$ by $\epsilon$ and reducing $\delta_{e}$ by $\epsilon$ for each $e \in E_{i}^{\prime}$ will not exceed the budget and will preserve coverage with the same objective value, i.e., it will preserve optimality and result in one less fractional edge.


Figure 5: Illustration of the notation used in Case 2 of Theorem 6.

Next, we consider the case $C<c_{\bar{e}}$. If we decrease $\delta_{\bar{e}}$ by a small amount $\epsilon$, then every node in $V_{i} \backslash \bigcup_{k \in V_{i}^{\prime}} V_{k}$ will remain covered, even if the distance to $v_{0}$ increases. And if we increase $\delta_{e}$ for every $e \in E_{i}^{\prime}$ by the same amount, then the distance to $v_{0}$ will be the same for each $v \in \bigcup_{k \in V_{i}^{\prime}} V_{k}$. Using $\epsilon=\min \left\{\delta_{\bar{e}}-\left\lfloor\delta_{\bar{e}}\right\rfloor, \min _{e \in E_{i}^{\prime}}\left(\left\lceil\delta_{e}\right\rceil-\delta_{e}\right)\right\}$, we can again preserve optimality while reducing the number of fractional edges by one.

This completes the proof.

Corollary 1 If Assumptions A1 and A2 hold, then there exists an optimal solution for the 1-Up-MCLP on trees where the budget invested in upgrading an edge is always integer.

Proof. The result follows immediately from the integrality of the $\delta$-variables and the upgrading costs $c_{e}$.

The above two results can be extended to the $p$-facility case on general networks.
Theorem 7 If Assumptions A1 and A2 hold, then there exists an optimal solution for the $p$-Up-MCLP on general networks, where all edge lengths are integers, i.e., $\delta_{e} \in \mathbb{N}_{0}$, $e \in E$, and the budget invested in upgrading an edge is also integer.

Proof. Let $S=\left(X_{p}, \delta\right)$ be an optimal solution for $p$-Up-MCLP and let $e=(i, j)$ be fractional after the upgrade.

First, we assume that $i$ and $j$ can both be covered by the same facility $x \in X_{p}$, i.e., $i, j \in C(\{x\}, \delta)$. Without loss of generality, let $d(i, x, \delta) \leq d(j, x, \delta)$. We distinguish two different cases:

- If no shortest path from $j$ to $x$ passes $i$, then also no shortest path from $x$ to any other node $k \in C(\{x\}, \delta)$ will cross $e$. Hence, we can reduce $\delta_{e}$ by a small amount $\epsilon$
without affecting the distance from $x$ to any $k \in C(\{x\}, \delta)$ covered by $x$. Therefore, we can replace $\delta_{e}$ by $\left\lfloor\delta_{e}\right\rfloor$ and we have one fractional edge less.
- If a shortest path from $j$ to $x$ passes $i$, then we compute the shortest path tree $T_{x}$ rooted at $x$ for all nodes in $C(\{x\}, \delta)$. $T_{x}$ must necessarily include $e$. Using the same argumentation as in the proof of Theorem 6 , we can reduce the number of fractional edges by one.

Next, we assume that $i$ and $j$ are covered by distinct facilities $x$ and $x^{\prime}$, respectively, $x, x^{\prime} \in X_{p}$. Without loss of generality, we assume that $x$ and $x^{\prime}$ are the closest facilities to $i$ and $j$, respectively. As $i \in C(\{x\}, \delta)$ but $j \notin C(\{x\}, \delta)$, a shortest path from $i$ to $x$ cannot cross $j$, and vice versa a shortest path from $j$ to $x^{\prime}$ cannot cross $i$. Thus, edge $e$ is not included in the shortest path trees rooted at $x$ or $x^{\prime}$ as described above, or, in fact, in the shortest path trees rooted at any facility in $X_{p}$. Thus, we can reduce $\delta_{e}$ by a small amount $\epsilon$ without affecting the distance from any node $k \in V$ to its closest facility in $X_{p}$. Replacing $\delta_{e}$ by $\left\lfloor\delta_{e}\right\rfloor$, we have one fractional edge less in our solution.

This completes the proof.
Based on the previous results, a pseudo-polynomial algorithm to solve the 1-Up-MCLP on trees is presented. Let $N=(V, E, \ell)$ be a tree rooted at node $v_{0} \in V$. We follow the construction in Tamir (1996) to convert $N$ into an equivalent binary tree, i.e., each node has exactly two descendants, as follows. For each non-leaf node $v$ with only one descendant, we introduce a new node $a$ and a new edge connecting $v$ and $a$. $a$ has weight $0, \ell_{(v, a)}=u_{(v, a)}=0$, and $c_{(v, a)}=1$. For each non-leaf node $v$ with $r \geq 3$ descendants, $b_{1}, \ldots, b_{r}$, we introduce $r-2$ new nodes $a_{2}, \ldots, a_{r-1}$ with weight 0 . We remove the edges between $v$ and $b_{2}, \ldots, b_{r}$ and replace them with $2 r-3$ new edges: $\left(v, a_{2}\right),\left(a_{s}, a_{s+1}\right)$, $s=2, \ldots, r-2,\left(a_{s}, b_{s}\right), s=2, \ldots, r-1$, and $\left(a_{r-1}, b_{r}\right)$. The first two groups of edges, i.e., $\left(v, a_{2}\right)$ and $\left(a_{s}, a_{s+1}\right)$, have length 0 , upgrading cost 1 , and an upgrading bound of 0 . The last two groups of edges, i.e., $\left(a_{s}, b_{s}\right)$ and $\left(a_{r-1}, b_{r}\right)$, have the same parameters as the removed edges $\left(v, b_{s}\right), s=2, \ldots, r$. The resulting tree is binary and has at most $2 n-3$ nodes. Moreover, it has the same optimal solution as $N$.

Let Assumptions A1 and A2 hold. In the following, we introduce a leaves-to-root dynamic programming algorithm to determine for a given location $v_{0}$ of the facility the optimal edge upgrades. For $n \leq m$, we use the notation $[n: m]$ to denote the set of integers between $n$ and $m$, including $n$ and $m$.

Let $v_{0}$ be the facility location and also the root of the tree. We denote by $L \subset V$ the set of leaves of the tree. For every $v_{i} \in V \backslash L$, we denote $v_{i}^{l}$ and $v_{i}^{r}$ the left and right child, respectively, of $v_{i}$. The corresponding edges are denoted as $e_{i}^{l}$ and $e_{i}^{r}$, respectively. For simplicity, let $\ell_{i}^{l}=\ell_{e_{i}^{l}}, \delta_{i}^{l}=\delta_{e_{i}^{l}}$ and $c_{i}^{l}=c_{e_{i}^{l}}$; analogously for the right-hand child.

At the core of the algorithm is the function

$$
f: V \times \mathbb{N}_{0} \times \mathbb{N}_{0} \rightarrow \mathbb{R},(v, d, b) \mapsto f(v, d, b)
$$

which gives the maximal amount of demand that can be covered in the subtree $T(v)$ rooted at $v$ if the distance from $v$ to $v_{0}$ is $d$ and the budget for upgrading edges in $T(v)$ is $b$. Obviously, we must have $b \in[0: B]$. Moreover, if $d>R$, then none of the nodes in $T(v)$ can be covered, including $v$, so the covered demand is zero.

Starting with the leaves, let $v_{i} \in L, b \in[0: B]$, and $d \in\left[0: d\left(v_{i}, v_{0}\right)\right]$. We have

$$
f\left(v_{i}, d, b\right)= \begin{cases}w_{i}, & \text { if } d \leq R \\ 0, & \text { otherwise }\end{cases}
$$

Let now $v_{i} \in V \backslash L$ be a non-leaf node. For $d \leq R$, the optimal coverage in $T_{i}$ can be calculated as

$$
f\left(v_{i}, d, b\right)=w_{i}+\max _{\substack{b_{i}^{l}+b_{i}^{r}+c_{i}^{l} l_{i}^{l}+c_{i}^{r} \delta_{i}^{r}=b \\ \delta_{i}^{l} \in\left[0: u^{l}\right], \delta_{i}^{r} \in\left[0, u_{i}^{r}\right] \\ b_{i}^{l}, b_{i}^{r} \in[0: b]}} f\left(v_{i}^{l}, d+\ell_{i}^{l}-\delta_{i}^{l}, b_{i}^{l}\right)+f\left(v_{i}^{r}, d+\ell_{i}^{r}-\delta_{i}^{r}, b_{i}^{r}\right)
$$

The maximum considers all possible combinations of splitting the budget $b$ between the left and right subtree, $b_{i}^{l}$ and $b_{i}^{r}$, and the two edges $e_{i}^{l}$ and $e_{i}^{r}$, connecting $v_{i}$ with its children. For $d>R, f\left(v_{i}, d, b\right)$ is zero.

The optimal coverage is then given by $f\left(v_{0}, 0, B\right)$. We summarise the steps in Algorithm 2 and provide its complexity in Theorem 8.

Theorem 8 The 1-Up-MCLP on tree networks with integer parameters can be solved in $O\left(|V|^{2} R B^{3}\right)$ time using Algorithm 2.

Proof. Let $v_{0}$ be fixed. The core of the algorithm consists of computing the function $f$. Step 5 is computed in constant time for each $v_{i} \in L, b \in[0: B], d \in\left[0: \min \left\{d\left(v_{i}, v_{0}\right), R\right\}\right]$.

Let $v_{i} \in V \backslash L$ be a non-leaf node, $d \in[0: R]$, and $b \in[0: B]$. There are $b+1$ ways to split the budget between the left and right child: $\left(\bar{b}_{i}^{l}, \bar{b}_{i}^{r}\right) \in\{(b, 0),(b-1,1), \ldots,(0, b)\}$. The budget $\bar{b}_{i}^{l}$ for the left child can be spent on upgrading the edge $e_{i}^{l}$ and/or upgrading edges in the subtree $T\left(v_{i}^{l}\right)$. The number of combinations depends on $c_{i}^{l}$ and $u_{i}^{l}$. We have that $\delta_{i}^{l} \leq \min \left\{u_{i}^{l},\left\lfloor\bar{b}_{i}^{l} / c_{i}^{l}\right\rfloor\right\}$, which is bounded by $b$. Considering all possible values for $\delta_{i}^{l}$ for each value of $b_{i}^{l}$, we have in total at most

$$
(b+1)+b+(b-1) \ldots+1=O\left(b^{2}\right)=O\left(B^{2}\right)
$$

```
Algorithm 2: Optimal algorithm for the single facility Up-MCLP on trees with
integer parameters.
    Input: Tree network \(N=(V, E, \ell)\); bounds \(u_{e}\) and upgrade costs \(c_{e}\), for \(e \in E\); coverage
            radius \(R>0\); budget \(B>0\).
    Output: Optimal solution \(\left(v^{*}, w^{*}, \delta^{*}\right)\).
    Set \(w^{*}=0\).
    foreach \(v_{0} \in V\) do
        Determine the binary tree rooted at \(v_{0}\).
        foreach \(v_{i} \in L, b \in[0: B], d \in\left[0: \min \left\{d\left(v_{i}, v_{0}\right), R\right\}\right]\) do
            Define \(f\left(v_{i}, d, b\right)=w_{i}\).
        end
        foreach \(v_{i} \in V \backslash L, b \in[0: B], d \in\left[0: \min \left\{d\left(v_{i}, v_{0}\right), R\right\}\right]\) do
            Calculate
```



```
        end
        if \(w=f\left(v_{0}, 0, B\right)>w^{*}\) then
            Set \(w^{*}=w, \delta^{*}=\delta\), and \(v^{*}=v_{0}\).
        end
    end
    return \(\left(v^{*}, w^{*}, \delta^{*}\right)\).
```

combinations to consider for the left child. Analogously for the right child. Note that whenever we call $f(\cdot)$, it takes constant time to check whether or not $d+\ell_{i}^{l}-\delta_{i}^{l} \leq R$ $\left(d+\ell_{i}^{r}-\delta_{i}^{r} \leq R\right)$. Therefore, the complexity of computing Step 8 is $O\left(B^{2}\right)$. Step 3 takes $O(|V|)$ time (Tamir, 1996) and Step 11 takes constant time.

Therefore, going over all possible combinations of $d$ and $b$ for Step 8, the total effort to work through all combinations for a given node $v_{i}$ is $O\left(R B^{3}\right)$. Doing this for every node, the overall complexity for finding the optimal upgrade for a given facility location $v_{0}$ is $O\left(|V| R B^{3}\right)$.

Finally, testing all nodes $v_{0} \in V$ as facility locations, we can solve the 1-facility upgrading problem on trees with integer parameters in $O\left(|V|^{2} R B^{3}\right)$ time. Note that we do not have to construct the binary tree every time from scratch. Once we have obtained the equivalent binary tree for a node $v_{0} \in V$, we can incrementally update it for a new root $v_{0}^{\prime} \in V$. For that we have to add a one new node $a_{0}$ and connect it to $v_{0}$, and another new node $a_{0}^{\prime}$ and connect it to $v_{0}^{\prime}$ and two of its descendants, replacing the edges between $v_{0}^{\prime}$ and those descendants (provided that none of the descendants is a node that was added in the initial transformation, in which case we can simply delete this node and its incident edge). The attributes of the new nodes and edges are set in the same way as above. This
can be done in constant time and the total number of nodes and edges of the binary tree increases by at most two and, respectively, one.

In the following, we provide a small example of solving an instance using Algorithm 2.
Example 1 Consider the network depicted in Figure 6. For each node, its name is printed inside the node and its weight is next to it. Let $R=2, B=3, \ell_{j}=2$, and $c_{j}=u_{j}=1$, for $j \in E$.


Figure 6: Binary tree with node weights in brackets.

We will describe the procedure for obtaining the optimal upgrading strategy assuming the facility's location is node $v_{1}$ (i.e., $v_{1}$ takes the role of $v_{0}$ using the notation of the algorithm). Observe that the algorithm requires that we repeat this process for each node of the tree in order to obtain the optimal location of the facility. Then, we will determine which facility location covers more demand after applying the optimal upgrading strategy.

We have $L=\left\{v_{4}, v_{5}, v_{6}, v_{7}\right\}$ as the set of leaves of the tree. For $v_{i} \in L, d \in[0: 2], b \in$ $[0: 3]$, we have $f\left(v_{i}, d, b\right)=w_{i}$. For other values of $d$ and $b$ this function has value zero.

In the following, Steps 7 and 8 of Algorithm 2 shall be carried out for $v_{2}$ and $v_{3}$. To exemplify, we describe the process for $v_{2}$ (it is done analogously for $v_{3}$ ). We need to compute $f\left(v_{2}, d, b\right)$ for $b \in[0: 3]$ and $d \in[0: 2]$, i.e., 12 different combinations. Note that some combinations of parameters may not be possible to occur for a node, e.g., for $v_{2}$ we cannot have $d=0$. To illustrate the procedure, we solve one of the 12 combinations, namely $d=1$ and $b=2$.

$$
f\left(v_{2}, 1,2\right)=1+\max _{\substack{b_{2}^{l}+b_{2}^{r}+\delta_{2}^{l}+\delta_{2}^{r}=2 \\ \delta_{2}^{l} \in[0: 1], \delta_{2}^{r} \in[0: 1] \\ b_{2}^{l}, b_{2}^{r} \in[0: 2]}} f\left(v_{4}, 3-\delta_{2}^{l}, b_{2}^{l}\right)+f\left(v_{5}, 3-\delta_{2}^{r}, b_{2}^{r}\right)
$$

Therefore, the optimal solution of the previous problem is $\delta_{2}^{l}=\delta_{2}^{r}=1, b_{2}^{l}=b_{2}^{r}=0$, i.e.,

$$
f\left(v_{2}, 1,2\right)=w_{2}+f\left(v_{4}, 2,0\right)+f\left(v_{5}, 2,0\right)=w_{2}+w_{4}+w_{5}=4 .
$$

After performing the same procedure for $v_{3}$, we repeat the process for $v_{1}$ and obtain that an optimal upgrading strategy for this location of the facility is $\delta_{1}^{l}=1, \delta_{2}^{l}=1, \delta_{2}^{r}=1$ and zero on all other edges (see Figure 7), then,

$$
\begin{aligned}
f\left(v_{1}, 0,3\right) & =w_{1}+f\left(v_{2}, 1,2\right)+f\left(v_{3}, 2,0\right)=w_{1}+f\left(v_{4}, 2,0\right)+f\left(v_{5}, 2,0\right)+w_{3} \\
& =w_{1}+w_{2}+w_{3}+w_{4}+w_{5}=7 .
\end{aligned}
$$

Now, the described procedure has to be repeated assuming that the facility is located at


Figure 7: Optimal upgrading strategy for locating the facility at $v_{1}$
each of the other nodes in the tree (i.e., $v_{2}, v_{3}, v_{4}, v_{5}, v_{6}$, and $v_{7}$ ). Note that to do so, an equivalent binary tree rooted at each of the nodes has to be built. Finally, it can be observed that the solution described above is an optimal solution to the problem.

In this section, we have developed a pseudo-polynomial algorithm for the 1-facility upgrading problem on trees with integer parameters. The remaining open question is whether the $p$-Up-MCLP with uniform weights is NP-hard or polynomial.

## 6 Concluding remarks

In this paper, we propose an algorithmic approach to deal with the upgrading version of the maximal covering location problem assuming that the edge length of the edges can be modified.

We prove that the problem on star networks is polynomial time solvable for uniform weights $(O(n \log n))$ and NP-hard for non-uniform weights. On path, we show that the
single facility problem is solvable in polynomial time $\left(O\left(n^{3}\right)\right.$ ), while the $p$-facility problem is NP-hard even with uniform costs and upper bounds, as well as, integer parameter values. Furthermore, a pseudo-polynomial algorithm is developed for the single facility problem on trees with integer parameters $\left(O\left(|V| R B^{3}\right)\right)$. A summary of the obtained result can be found in Table 1.

One of the remaining open question is whether the upgrading $p$-facility maximal covering problem with uniform weights is NP-hard or polynomial on path and tree networks.
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