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Agricultural commodity futures 
prices prediction based on a new 
hybrid forecasting model 
combining quadratic 
decomposition technology and 
LSTM model
Tingting Zhang                and Zhenpeng Tang *

School of Economics and Management, Fujian Agriculture and Forestry University, Fuzhou, China

The stability of agricultural futures market is of great significance to social 
economy and agri-cultural development. In view of the complexity of the 
fluctuation of agricultural futures prices, it is challenging to make up for the 
shortcomings of the existing data preprocessing technology so as to improve 
the prediction accuracy of the model. This paper puts forward a new VMD-
SGMD-LSTM model based on improved quadratic decomposition technology 
and artificial intelligence model. First of all, in the data preprocessing part, VMD 
is used to decompose the original futures price data, and SGMD is used to 
further process the remaining components. Secondly, the LSTM model is used 
to predict a series of modal components, and the final result is obtained by 
synthesizing the predicted values of different components. Furthermore, based 
on the futures trading data of wheat, corn and sugar in China agricultural futures 
market, this paper makes an empirical study in the 1-step, 2-step and 4-step 
ahead forecasting scenarios, respectively. The results show that compared with 
other benchmark models, the VMD-SGMD-LSTM hybrid model proposed in 
this paper has better forecasting ability and robustness for different agricultural 
futures, which effectively makes up for the shortcomings of existing research.
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1 Introduction

Price data in agricultural futures markets is an important basis for various market 
participants to make in-vestment decisions, providing opportunities for market participants 
to hedge and pursue risk–return (Paredes-Garcia et al., 2019). At the same time, the price 
fluctuation of agricultural futures also implies the potential price risk, and causes a certain 
degree of impact on agricultural production and management. Therefore, it is urgent to depict 
the in-ternal fluctuation rule of agricultural futures prices more scientifically and construct a 
more effective model to predict the trend of agricultural futures prices. It is of great significance 
for market participants to carry out investment activities and relevant government departments 
to monitor the risk of futures market (Jung and Cho, 2022). However, the price fluctuation of 
agricultural products is affected by many factors, including basic market supply and demand 
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factors, social economic fluctuations and climate factors in the 
production process (Marfatia et al., 2021; Guo et al., 2022). The price 
series of agricultural futures shows the characteristics of seasonality, 
random fluctuation and non-linear (Kyriazi et al., 2019). Therefore, 
the prediction of agricultural futures price has become the focus of 
many scholars in recent years (Pinheiro and de Senna, 2017; Luo 
et al., 2023).

The existing price forecasting methods can be roughly divided 
into the following three categories: econometric forecasting method, 
artificial intelligence model method and hybrid model method. 
Among them, econometric forecasting research aims at revealing the 
causal relationship in economic phenomena, and usually establishes 
regression models according to the functional relationship between 
independent variables and dependent variables (Bollerslev, 1986; Lee 
and Tong, 2011). Zafeiriou and Sariannidis (2011) applied Mackey 
GARCH model to the short-term forecasting of cotton futures prices. 
Jadhav et al. (2017) used univariate ARIMA techniques to forecast 
grain prices, and tested the forecasting ability of univariate ARIMA 
technology with different evaluation indicators. Although econometric 
models have made some achievements in the field of forecasting, a 
large number of empirical studies also show that in the process of 
forecasting price series, linear assumptions make the traditional 
econometric models unable to fully reflect the true distribution of 
data, and it is difficult to obtain accurate forecasting results on more 
complex data sets of agricultural futures prices, which has great 
limitations (Mandal et al., 2006; Lin et al., 2011; Taylan, 2017).

The existing price forecasting methods can be roughly divided 
into the following three categories: econometric forecasting method, 
artificial intelligence model method and hybrid model method. 
Among them, econometric forecasting research aims at revealing the 
causal relationship in economic phenomena, and usually establishes 
regression models according to the functional relationship between 
independent variables and dependent variables (Bollerslev, 1986; Lee 
and Tong, 2011). Zafeiriou and Sariannidis (2011) applied Mackey 
GARCH model to the short-term forecasting of cotton futures prices. 
Jadhav et al. (2017) used univariate ARIMA techniques to forecast 
grain prices, and tested the forecasting ability of univariate ARIMA 
technology with different evaluation indicators. Although econometric 
models have made some achievements in the field of forecasting, a 
large number of empirical studies also show that in the process of 
forecasting price series, linear assumptions make the traditional 
econometric models unable to fully reflect the true distribution of 
data, and it is difficult to obtain accurate forecasting results on more 
complex data sets of agricultural futures prices, which has great 
limitations (Mandal et al., 2006; Taylan, 2017; Li et al., 2021).

The second kind of artificial intelligence model is dedicated to 
capturing nonlinear patterns in price series, and has stronger 
computational fitting ability (Sadgali et al., 2019; Kurumatani, 2020). 
Its main models include various artificial neural networks (Jha and 
Sinha, 2014; Zhang et al., 2018), extreme learning machine (ELM) 
(Xiong et al., 2018) and support vector machine (SVM) (Wang et al., 
2018; Zhang et al., 2020) and so on. Compared with econometric 
methods, artificial neural network can capture the motion pattern of 
nonlinear dynamic data more sensitively in the process of processing 
complex data. However, the traditional artificial neural network faces 
the problems of over-fitting and local extremum. Therefore, recurrent 
neural network (RNN) has been developed, but it still faces the 
problem of gradient disappearance. On the basis of RNN, Long 

Short-Term Memory (LSTM) model can capture the long-term and 
short-term information in time series more accurately through the 
setting of internal department structure. Jaiswal et al. (2022) developed 
a model based on deep long-term memory to predict agricultural 
price series with nonlinear characteristics. Banerjee et al. (2022) used 
the LSTM model to make long-term predictions on the prices of 
vegetables such as cabbage, cauliflower and pepper traded in the 
Indian market. Gu et al. (2022) con-structed a dual-input attentional 
long short-term memory (DIA-LSTM) model with higher prediction 
accuracy to predict the monthly prices of cabbage and radish in the 
Korean market.

Compared with a single prediction model, the hybrid model 
combining the advantages of different models can capture the real 
motion pattern of data series more accurately (Zhang, 2003; Zeng 
et  al., 2023). Among them, TEI@I complex system re-search 
methodology, which is based on the combination of data 
preprocessing technology and prediction model, has been widely 
used in the field of commodity price prediction in recent years 
because of its better processing ability for complex data (Zhang et al., 
2008). Specifically, TEI@I complex system research methodology 
preprocesses the price series based on a series of decomposition 
methods such as Wavelet Analysis (WA), Empirical Mode 
Decomposition (EMD) and VMD, and further combines artificial 
intelligence prediction models to predict the processed components, 
and develops a series of hybrid models based on the “decomposition-
integration” framework (Reboredo and Rivera-Castro, 2013; Li et al., 
2021; Wu et al., 2022). Fang et al. (2020) applied ensemble empirical 
pattern decomposition (EEMD) technology to decompose the prices 
of different kinds of agricultural futures, and in the prediction model 
part, SVM, neural network and ARIMA are integrated to predict the 
obtained components. Liu et al. (2022) used CEEMDAN to process 
the original soybean price series in China market, and introduced 
fuzzy entropy to characterize the complexity of the series, and then 
used CNN-GRU model to predict the obtained components. Diop 
and Kamdem (2023) used wavelet analysis and a seasonal auto-
regressive aggregation (SARIMA) model to analyze and forecast the 
monthly prices of agricultural futures prices. Sun et  al. (2022) 
combined the improved complete ensemble empirical mode 
decomposition with adaptive noise (ICEEMDAN) method and the 
empirical mode decomposition (EMD) method to forecast the 
futures price of crude oil. He and Huang (2023) combined VMD and 
wavelet packet decomposition (WPD) to construct a new hybrid 
model to predict the price of non-ferrous metals. Yang et al. (2023) 
combined ICEEMDAN, complete ensemble empirical mode 
decomposition (CEEMD) and other optimization algorithms to 
construct a new hybrid model to deal with complex carbon 
price series.

To sum up, it is a research trend to predict the price of agricultural 
products by using hybrid model, and how to select appropriate data 
preprocessing technology to extract the main characteristics of 
agricultural product price time series is the key to accurately simulate 
the price of agricultural products. Although the existing hybrid model 
based on “decomposition-prediction” framework has improved the 
prediction performance to a certain extent, the existing research lacks 
the secondary decomposition algorithm for agricultural futures prices 
in terms of data preprocessing technology.

Specifically, an effective signal decomposition algorithm can 
reduce the complexity of the original data and improve the prediction 
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accuracy of the mixed model as a whole. Based on different theoretical 
foundations, the single popular decomposition algorithms include 
empirical mode decomposition (EMD) (Wang et al., 2020; Zeng et al., 
2023) complete ensemble empirical mode decomposition with 
adaptive noise (CEEMDAN) (Diop and Kamdem, 2023), singular 
spectrum analysis (SSA) (Huang et  al., 1998), variational mode 
decomposition (VMD) (Lin et al., 2011; Li et al., 2021), and so on. 
However, only using a single decomposition technology to process the 
original data will cause problems such as excessive calculation and 
large residual noise.

Therefore, on the basis of the above analysis, this paper introduces 
VMD-SGMD secondary decomposition technology into the research 
of agricultural futures price prediction, and further combines with 
LSTM model to construct a VMD-SGMD-LSTM hybrid model to 
predict the agricultural futures price in China. Specifically, the 
contributions of this paper are as follows:

 (a) The secondary decomposition technology was first applied to 
the forecasting of agricultural futures prices

As mentioned above, in the previous research on the prediction 
of agricultural futures prices, only a single decomposition 
algorithm was applied in the hybrid model, and the decomposed 
subsequences still had noise, which could not fully capture the 
characteristics of agricultural futures prices. Compared with other 
single decomposition algorithms, VMD can select and describe the 
characteristics of data more effectively and has higher 
decomposition accuracy (Wang et al., 2017; Liu et al., 2018; He 
et al., 2019). However, VMD’s ability to capture high-frequency 
fluctuation signals is limited in the process of signal reconstruction 
(Dragomiretskiy and Zosso, 2014).

In order to make up for this defect, this study constructs 
VMD-SGMD secondary decomposition technology to reduce the 
noise in agricultural futures price series. SGMD can effectively avoid 
and overcome the difficulties of pattern aliasing and sensitive 
parameter setting in the process of data decomposition (Pan et al., 
2019). Specifically, VMD-SGMD uses VMD to extract the 
low-frequency components of the price series, and then uses SGMD 
to process the remaining components. The empirical results show that 
VMD-SGMD secondary decomposition has higher reconstruction 
accuracy and robustness than other single decomposition techniques 
(EMD, EEMD and CEEMDAN), and it can extract more effective 
information from the data and extract the fluctuation characteristics 
in the time series more effectively.

 (b) Combining with the artificial intelligence model, a new hybrid 
model VMD-SGMD-LSTM is proposed

LSTM (Hochreiter and Schmidhuber, 1997) is essentially an 
improved RNN, which can improve the dilemma of gradient 
disappearance or explosion of standard RNN in the training process, 
and has better learning and forecasting ability for nonlinear time 
series (Vuong et al., 2022; Zhou et al., 2022). Therefore, this paper 
adopts LSTM as the prediction model in the hybrid model and 
constructs a new VMD-SGMD-LSTM model. VMD-SGMD-LSTM 
model, as a hybrid model combining quadratic decomposition and 
artificial intelligence model, is of great significance to fill the gap in the 
research of agricultural futures price prediction.

 (c) Taking the futures market of agricultural products in China as 
the research object, the validity and robustness of the proposed 
model are verified by setting the forecasting scenario of 
unsynchronized numbers

As an important agricultural country, the price fluctuation of 
agricultural products in China affects the stable development of the 
national economy. With the increasing share of China’s agricultural 
futures in the international market, China’s agricultural futures market 
has an increasing influence on the world futures market. In this paper, 
the strong wheat, corn and sugar in China agricultural futures market 
are taken as the research objects, and the proposed VMD-SGMD-
LSTM mixed model and a series of benchmark models (RNN, ANN, 
LSTM, EMD-LSTM, EEMD-LSTM, CEEMDAN-LSTM and 
VMD-LSTM) are adopted respectively, and eMAE , and eMAPE and 
eRMSE  are used as the evaluation criteria. The empirical results based 
on different agricultural products verify the superiority and robustness 
of VMD-SGMD-LSTM hybrid model compared with other 
benchmark models.

The rest of the paper is arranged as follows: Section 2 describes the 
components of the VMD-SGMD-LSTM hybrid model and the specific 
construction steps. Section 3 analyzes and evaluates the predictive 
performance of the constructed hybrid model based on the empirical 
results of different agricultural products. Section 4 concludes 
this article.

2 Methodology

The VMD-SGMD-LSTM hybrid model consists of quadratic 
decomposition technique VMD-SGMD and LSTM. Firstly, the 
original futures price series is decomposed by VMD-SGMD, which 
reduces the complexity of the sequence and improves the 
interpretability, and further, the reconstructed sequence is predicted 
by combining the LSTM model, which significantly improves the 
performance of the prediction model.

2.1 VMD

As shown in Equation (1), by solving the constrained variational 
problem, the VMD algorithm decomposes the given vibration signal 
F into a series of sparse modal components, and constrains the sum 
of all modes to be  equal to the original signal while seeking the 
minimum sum of the bandwidths of each mode, where each 
component has its own central frequency and limited bandwidth.
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Where k  is the number of components, k K=1 2,  . In order to 
transform the constrained problem into an unconstrained problem, 
the quadratic penalty factor α and Lagrange multiplier λ are 
introduced, and the desired augmented Lagrange equation is obtained. 
Among them, the value of α can ensure the reconstruction accuracy 
of the signal in the presence of Gaussian noise, and the Lagrange 
multiplier keeps the constraints strict.
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According to the given solution accuracy ε, the iteration stops 
when Equation (5) is satisfied.
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Update the relevant parameters sequentially according to 
Equations (2–4), and stop the iteration once the convergence accuracy 
is met or the maximum number of iterations is reached, and the final 
K  modal components and their center frequencies are obtained.

2.2 SGMD

According to Equations (6–10), by reconstructing the phase space 
of the one-dimensional vibration signal, the Hamilton matrix can 
be obtained, and then the eigenvalues and eigenvectors of the Hamilton 
matrix are solved by the symplectic transformation, and finally the 
symplectic geometric components are reconstructed by diagonal 
averaging. With a one-dimensional primordial vibration signal 
x x x xn� � �1 2, , , , the following form matrix is obtained by using the 
Takens embedding theorem.
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Where d  is the embedding dimension, τ  is the delay time, and 
m n d� � �� �1 � . In order to construct the trajectory matrix 
reasonably, d is selected according to the power spectral density of the 
original vibration signal x .

Let A X XT= , and construct the following Hamilton matrix M .
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Let N M= 2 , where M  and N  are Hamilton matrices, and 
construct the following symplectic orthogonal matrix Q.
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Where B is the upper triangular matrix. The eigenvalues of the 
matrix B areλ λ1 2, , , »d . � �i i i d� �� �1 2, , ,  is the eigenvalue of 
matrix A, Qi is the eigenvector corresponding to matrix A. 
Furthermore, S Q Xi i

T T= , Z Q Si i i= , where S is the conversion 
coefficient matrix, Z  is the reconstructed trajectory matrix.

 Z Z Z Zd� � � �1 2    (9)

Where Z Q Si i i= ，S Q Xi i
T T= . Since the reconstructed 

one-component matrix is not a one-dimensional vibration signal, 
it is necessary to convert the single-component matrix Z i di 1� �� � 
into a vibration signal of length n , so the sum of the vibration 
signals with length n in group d is the original time series signal s. In 
which Z zm d ij m d� �
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� � ; Otherwise, 
y zij ji
� � . The form of diagonal average transformation matrix is 

as follows.
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After obtaining the corresponding one-dimensional vibration 
signal C c c ci n� � �1 2, ,  by Z i di 1� �� �, each reconstruction matrix 
is averaged diagonally in turn to obtain d components.

2.3 LSTM

According to Equations (11–16), by LSTM is composed of input 
gate it� �, forgetting gate ft� �, output gate ot� � and memory unit ct. By 
selectively inputing, exporting and forgetting information in the 
network through it, ft  and ot, the gradient disappearance problem of 
the general RNN can be  effectively overcome. Figure  1 is the 
corresponding flow chart of the LSTM model. Its hidden unit 
calculation mathematical expressions are:
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 h o ct t t� � � �tanh   (16)

where xt  is the input variable at moment t , ct is the updated state 
of the memory cell, ht is the final output of the LSTM, and b is the bias 
vector. The specific calculation process of LSTM is as follows:

Step 1: Using the external state ht−1 at the last moment and the 
input xt  at the current moment to calculate three gates and ct  in the 
candidate state;

Step 2: Update the memory cell with the forgetting gate ft� � and 
input gate it� �;

Step 3: Utilize the output gate ot to pass the information of the 
internal state to the external state ht.

2.4 The construction of VMD-SGMD-LSTM 
hybrid model

The VMD-SGMD-LSTM hybrid model combines the advantages 
of different decomposition technologies, and combines with artificial 
intelligence model to improve the overall prediction accuracy. Figure 2 
shows the specific process of the model, and the corresponding steps 
are as follows:

Step 1: Use VMD to decompose the price data. Set the number of 
stages of VMD to 3. Specifically, the main low-frequency parts IMF1 
and IMF2 are extracted from the original data, and the remaining 
high-frequency parts are obtained by the difference between the 
original sequence and IMF1 and IMF2.

Step 2: Application of SGMD. The remaining components are 
processed by SGMD, and then a series of independent symmetric 
geometric components (SGC) and residual terms are obtained. 
VMD-SGMD, a data preprocessing technology, can make full use of 
the information in the price signal and obtain multiple independent 
and simple decomposition results.

Step  3: Prediction of different components. The data of each 
modal is divided into training set and test set, and the LSTM model is 
used to predict the mode with different frequencies. LSTM avoids 
model complexity while ensuring the accuracy of prediction results. 
Furthermore, the final prediction result can be obtained by integrating 
the predicted values of all modes linearly.

Step 4: Seven other different benchmark models are established to 
compare with the proposed hybrid model, including single prediction 
model, prediction model combined with single decomposition 
technology and prediction model combined with secondary 
decomposition technology.

3 Empirical study

3.1 Source of data

This paper examines weekly data on three different agricultural 
products, namely strong wheat, corn and sugar, in China’s 
agricultural futures market, from the Wind Database.1 All sample 
data were divided into training and test sets, and the proportions of 
training and test sets were 0.8 and 0.2, respectively. Table 1 shows 
specific information on the sample data for different agricultural 
products. Figure 3 show the price charts of strong wheat, corn and 
sugar during the sample period, respectively. It can be seen from the 
figure that the fluctuation degree of price dispersion of different 
agricultural futures prices is large, and the price fluctuation has a 
certain periodicity, which contains random and nonlinear 
change characteristics.

1 http://www.wind.com.cn/

FIGURE 1

Flowchart of the LSTM model.
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3.2 The benchmark model

In order to verify the superiority of the prediction performance of 
the VMD-SGMD-LSTM hybrid model proposed in this paper, a series 
of corresponding benchmark models are constructed based on the 
“decomposition-prediction” framework, in which models 1 to 8 
correspond to RNN, ANN, LSTM, EMD-LSTM, EEMD-LSTM, 
CEEMDAN-LSTM, VMD-LSTM and VMD-SGMD-LSTM, 
respectively. Table 2 shows the characteristics of different models. First 
of all, in order to test the difference between the “decomposition-
prediction” framework and the single prediction model, and verify the 
superiority of the LSTM prediction model adopted in this paper, three 
single prediction models, RNN, ANN and LSTM, are constructed, 
respectively. Secondly, in order to verify the superiority of the 
quadratic decomposition technology proposed in this paper, a series 
of benchmark models combined with single decomposition 
technology (EMD-LSTM, EEMD-LSTM, CEEMDAN-LSTM, 
VMD-LSTM) are further constructed. All the models are applied to 

the 1-step, 2-step and 4-step ahead forecasting scenarios, respectively, 
through the software Matlab 2019b.

3.3 Evaluation indicators

In view of the complexity of sample data, it is difficult for a single 
evaluation indicator to comprehensively evaluate the prediction 
performance of different models. Therefore, this paper selects three 
different evaluation indicators, eMAE mean absolute error� � , 
eMAPE mean absolute percentage error� �  and eRMSE (root mean 
square error) to evaluate the model performance. Where eMAE  is the 
average of the difference between the actual value and the predicted 
value, which can reflect the actual situation of the predicted value 
error. eMAPE not only takes into account the deviation of the predicted 
value from the true value, but also measures the ratio between the 
deviation and the true value, which does not change due to the global 
scaling of the target variable. eRMSE  can be used to detect deviations 
between the model’s predicted and true values.

FIGURE 2

The research framework of VMD-SGMD-LSTM hybrid model.

TABLE 1 The size and date range of the sample.

Name of the product Sample set Sample size Date range

Strong wheat Sample set 920 2005.01.28–2023.02.24

Training set 736 2005.01.28–2019.07.26

Test set 184 2019.07.26–2023.02.24

Corn Sample set 920 2005.01.28–2023.02.24

Training set 736 2005.01.28–2019.07.26

Test set 184 2019.07.26–2023.02.24

Sugar Sample set 860 2006.04.21–2023.02.24

Training set 688 2006.04.21–2019.10.18

Test set 172 2019.10.18–2023.02.24
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Where n is the number of observation points, yi and yi


 represent 
the real value and the predicted value. With the smaller values of each 

evaluation indicator, the higher the prediction accuracy of the 
model is.

3.4 The analysis of empirical results

In this part, the sample data of strong wheat, corn and sugar are 
set as different cases (Case I, Case II and Case III), and the forecast 

FIGURE 3

The trend chart of price during the sample period (From top to bottom are strong wheel, corn and sugar respectively).
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TABLE 3 The numerical results of different models for forecasting the futures price of strong wheat.

Model 
number

One-step ahead Two-step ahead Four-step ahead

eMAE eMAPE eRMSE eMAE eMAPE eRMSE eMAE eMAPE eRMSE

Model 1 119.68 3.87 177.49 118.57 3.78 182.86 130 4.20 193.49

Model 2 122.15 3.94 183.77 105.08 3.39 161.23 127.02 4.10 188.39

Model 3 60.64 2.01 95.02 68.51 2.27 105.74 108.13 3.53 165.62

Model 4 31.04 1.07 46.31 41.87 1.44 63.33 48.83 1.67 80.58

Model 5 23.60 0.84 29.53 27.57 0.96 37.29 31.31 1.10 42.14

Model 6 22.40 0.78 30.45 24.97 0.87 34.60 30.84 1.08 44.18

Model 7 15.43 0.52 23.10 17.15 0.57 25.29 19.25 0.65 29.85

Model 8 10.00 0.34 13.99 16.21 0.54 23.63 18.24 0.62 27.50

The bold values indicate that the corresponding model achieves the best prediction performance.

results of different models for futures prices of various agricultural 
products are recorded and analyzed.

With the deepening development of the financial market, the 
agricultural futures market in China has grown rapidly in the past 
30 years. At present, China is entering the process of weakening the 
guiding position of the government in agricultural product market 
pricing and forming a price pricing mechanism relying on the 
market. Under the background of the transformation and 
upgrading of consumption structure, rising agricultural production 
costs and the impact of international market, the prices of 
agricultural products in China fluctuated frequently and violently 
under the combined action of demand, cost and market 
transmission. The data based on the real trading market shows that 
the VMD-SGMD-LSTM hybrid model proposed in this paper has 
achieved the best performance in all forecasting scenarios, which 
proves the effectiveness of the model in forecasting agricultural 
futures prices.

3.4.1 Analysis of the results of case I
Table 3 records the specific numerical results of 1-step, 2-step and 

4-step ahead forecasting of strong wheat futures prices by each model. 
Figure  4 shows the results of various error indicators of different 
models in forecasting scenarios. Figure 5 shows the fitting ability of 
different models to real values in various forecasting scenarios. The 
specific analysis are as follows.

 (a) Compared with RNN and ANN, LSTM model has higher 
prediction accuracy

The results show that LSTM performs better in different 
forecasting scenarios in the research of forecasting the futures price of 
strong wheat by using different single artificial intelligence models. 
Taking the prediction results of the 1-step ahead forecasting as an 
example, compared with RNN, the eMAE、eMAPE  and eMAPE  of 
LSTM are improved by 49.33, 48.06 and 46.46% respectively, and 
compared with ANN, the eMAE、eMAPE  and eMAPE  of LSTM are 
improved by 50.35% and 48.98, respectively.

The reason for this result is that RNN and ANN have great 
limitations in processing complex time series, and problems such as 
dimensional disasters or invalid feature representations of parameters 
will occur, and it is difficult to achieve the ideal prediction effect. As a 
neural network with memory function, LSTM has better performance 
in time-series data processing. Therefore, LSTM is selected as the 
predictive model in the hybrid model.

 (b) Compared with the single prediction model, the hybrid model 
combined with decomposition technology has improved the 
prediction accuracy

Compared with the LSTM model, the hybrid model has made a 
breakthrough in forecasting accuracy in both single decomposition 

TABLE 2 Characteristics of different models.

Model
number

Model
name

Single
forecasting model

Single decomposition 
technique

Quadratic 
decomposition 

technique

Model 1 RNN √

Model 2 ANN √

Model 3 LSTM √

Model 4 EMD-LSTM √

Model 5 EEMD-LSTM √

Model 6 CEEMDAN-LSTM √

Model 7 VMD-LSTM √

Model 8 VMD-SGMD-LSTM √
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technology and secondary decomposition technology, which shows 
the adaptability of decomposition technology to the price processing 
of strong wheat futures. Taking the prediction results of the 1-step 
ahead forecasting as an example, compared with LSTM, the eMAE
、eMAPE and eMAPE of VMD-LSTM are improved by 74.55, 74.12 and 
75.68% respectively, while those of VMD-SGMD-LSTM are improved 
by 74.55, 74.12 and 75.68%, respectively.

The reason for this phenomenon is that when applying neural 
network models to predict agricultural prices, it is necessary to use the 
necessary data preprocessing for the collected time series, while the 
application of a single forecasting model (RNN, ANN and LSTM) 
cannot effectively preprocess the time series, and there will be large 
errors in the final price prediction. The hybrid model combined with 

decomposition technology can extract the fluctuation frequency 
contained in the price time series, reduce the fluctuation amplitude of 
the time series, thereby improving the accuracy of the prediction 
results, and further verifying the importance of data preprocessing 
technology to the forecast model.

 (c) In a series of applications of single decomposition technology, 
VMD technology has better performance

Compared with the single LSTM model, although EMD-LSTM, 
EEMD-LSTM and CEEMDAN-LSTM show better forecasting 
ability, the forecasting performance of VMD-LSTM is still better 
than other models combined with single decomposition technology 

FIGURE 4

The multi-step ahead forecasting results for strong wheat futures prices (From top to bottom are the results of I-step ahead, 2-step ahead and 4-step 
ahead forecasting).
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FIGURE 5

The fitting results of different models on the futures price of strong wheat (From top to bottom are the results of 1 -step ahead, 2-step ahead and 
4-step ahead forecasting).
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in all forecasting scenarios. Taking the prediction results of the 
1-step ahead forecasting as an example, compared with 
EMD-LSTM, the eMAE、eMAPE  and eMAPE  of VMD-LSTM are 
improved by 50.28, 51.4 and 50.11% respectively, compared with 
EEMD-LSTM, The eMAE、eMAPE  and eMAPE  of VMD-LSTM are 
improved by 34.61, 38.09 and 21.77%, respectively. Compared with 
CEEMDAN-LSTM, the eMAE、eMAPE and eMAPE of VMD-LSTM 
are improved by 31.11 and 33.33%, respectively. The reason for this 
phenomenon is that VMD can handle agricultural futures prices 
with high complexity, nonlinearity and non-stationarity better 
than EMD, EEMD and CEEMDAN.

 (d) The VMD-SGMD-LSTM hybrid model has the best 
prediction performance

Compared with other benchmark models, VMD-SGMD-LSTM 
hybrid model has the highest prediction accuracy. Taking the 
prediction results of the 1-step ahead forecasting as an example, 
compared with VMD-LSTM, the eMAE、eMAPE  and eMAPE  of 
VMD-SGMD-LSTM are improved by 35.19, 34.61 and 39.43%, 
respectively. The reason for this result is that it is difficult to 
completely extract the complex characteristics of agricultural 
futures price series by single decomposition technology, while 
VMD-SGMD secondary decomposition technology combines the 
advantages of VMD and SGMD, which can describe the fluctuation 

characteristics of price series more effectively, and can decompose 
complex and changeable original data series into multiple 
subsequences with more stable components, so it has better 
forecasting performance.

 (e) The VMD-SGMD-LSTM hybrid model is robust in different 
forecasting scenarios

The VMD-SGMD-LSTM hybrid model proposed in this paper 
has the highest prediction accuracy in different step-size ahead 
forecasting scenarios. In the prediction of strong wheat futures price, 
the prediction errors of all models accumulate with the increase of 
prediction step, and the VMD-SGMD-LSTM model constructed in 
this paper always has the lowest and more stable error. This shows that 
the VMD-SGMD-LSTM hybrid model is robust and can ensure high 
prediction accuracy.

3.4.2 Analysis of the results of case II and case III
In order to test the adaptability of the proposed model to the 

agricultural futures market in China, this paper also selects the 
futures price data of corn and sugar as Case II and Case III for 
experiments. Tables 4, 5 show the results of corn and sugar futures 
prices, respectively. Figures 6, 7 show the forecast results of corn 
and sugar futures prices, respectively. Figures 8, 9 show the fitting 
ability of different models to real values in various forecasting 

TABLE 4 The numerical results of different models for forecasting the futures price of corn.

Model 
number

One-step ahead Two-step ahead Four-step ahead

eMAE eMAPE eRMSE eMAE eMAPE eRMSE eMAE eMAPE eRMSE

Model 1 112.38 4.22 137.40 130.34 4.81 165.67 148.49 5.55 182.84

Model 2 112.76 4.20 140.18 124.64 4.67 154.12 143.78 5.39 176.63

Model 3 46.61 1.83 59.06 60.16 2.34 76.22 88.44 3.40 118.84

Model 4 29.22 1.13 38.90 29.76 1.15 40.50 29.08 1.13 38.63

Model 5 17.63 0.70 21.37 22.10 0.87 28.03 23.85 0.95 29.99

Model 6 20.35 0.82 25.79 19.10 0.75 25.76 23.59 0.94 30.99

Model 7 16.04 0.61 20.75 13.94 0.54 18.85 20.89 0.80 27.64

Model 8 11.13 0.43 14.42 12.83 0.50 16.73 17.58 0.69 23.25

The bold values indicate that the corresponding model achieves the best prediction performance.

TABLE 5 The numerical results of different models for forecasting the futures price of sugar.

Model 
number

One-step ahead Two-step ahead Four-step ahead

eMAE eMAPE eRMSE eMAE eMAPE eRMSE eMAE eMAPE eRMSE

Model 1 100.21 1.81 126.74 132.40 2.38 162.13 143.24 2.59 184.59

Model 2 94.61 1.71 116.92 120.44 2.18 155.71 137.05 2.49 183.54

Model 3 87.72 1.57 110.10 80.98 1.45 102.94 131.98 2.38 166.46

Model 4 51.03 0.92 64.38 57.57 1.03 73.45 66.32 1.19 82.95

Model 5 43.68 0.78 54.03 45.40 0.82 56.33 46.67 0.84 59.27

Model 6 33.87 0.61 41.81 37.29 0.67 46.78 46.49 0.84 57.74

Model 7 20.67 0.37 26.07 23.53 0.42 29.57 30.15 0.54 38.45

Model 8 19.04 0.34 22.98 23.19 0.41 29.45 28.54 0.51 37.64

The bold values indicate that the corresponding model achieves the best prediction performance.
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FIGURE 6

The multi-step ahead forecasting results for corn futures prices (From top to bottom are the results of I step ahead, 2-step ahead and 4-step ahead 
forecasting).

scenarios. According to the relevant forecast results, the 
VMD-SGMD-LSTM hybrid model has achieved the same excellent 
forecast performance in the study of corn and sugar futures prices, 
and reached the same conclusion as that in the study of strong 
wheat futures prices, which shows the effectiveness of the 
VMD-SGMD-LSTM hybrid model in forecasting the agricultural 
futures market in China.

4 Conclusion

The price series of agricultural products contains complex 
fluctuations. In order to improve the forecasting accuracy of 

agricultural product prices, a new VMD-SGMD-LSTM hybrid model 
of agricultural product prices is proposed, which combines signal 
decomposition technology and deep learning model. In addition, the 
prices of strong wheat, corn and sugar traded in China agricultural 
futures market are predicted under the multi-step ahead 
forecasting scenario.

The empirical results based on different evaluation indicators 
show that: (1) All hybrid models combined with decomposition 
technology have better performance than single prediction model; 
(2) The quadratic decomposition algorithm has better 
performance than the single decomposition algorithm in 
extracting the hidden nonlinear relationship in the original data; 
(3) Compared with other models, the VMD-SGMD-LSTM hybrid 
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model proposed in this study can effectively improve the accuracy 
of price forecasting; (4)The VMD-SGMD-LSTM hybrid model is 
robust in the multi-step ahead forecasting for different 
agricultural product data. The research in this paper provides a 
new idea and modeling method for agricultural product 
price prediction based on time series. It provides the necessary 
basis for effectively realizing the market risk management of 
agricultural products.

Based on the above analysis results, for investors, hedging 
strategies can be developed through more accurate prediction results 
of agricultural prices to help complete asset allocation decisions and 
reduce the risk of price fluctuations. In addition, for the government, 
in the future construction of agricultural futures market, it can 

increase the varieties of agricultural futures that foreign investors can 
trade, so as to enrich the participants and market information of 
China’s agricultural futures market, further improve the risk control 
and management mechanism of China’s agricultural futures market, 
and identify the risk of price bubbles in China’s agricultural 
futures market.

In the future research, the influence of factors such as international 
local wars and conflicts, storage and natural disasters on the price of 
agricultural products can be considered, the mechanism of action of 
key factors on agricultural products can be  identified, and the 
quantified influencing factors can be included in the prediction model, 
so as to further improve the accuracy and interpretation of the 
prediction results of the model.

FIGURE 7

The multi-step ahead forecasting results for sugar futures prices (From top to bottom are the results of 1 step ahead, 2-step ahead and 4-step ahead 
forecasting).
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FIGURE 8

The fitting results of different models on the futures price of corn (From top to bottom are the results of I step ahead, 2-step ahead and 4-step ahead 
forecasting).
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FIGURE 9

The fitting results of different models on the futures price of corn (From top to bottom are the results of 1-step ahead, 2-step ahead and 4-step ahead 
forecasting).
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