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Abstract
When attending a crime scene, first responders are responsible for identifying areas of potential interest for subsequent 
forensic examination. This information is shared with the police, forensic practitioners, and legal authorities during an 
initial meeting of all interested parties, which in Scotland is known as a forensic strategy meeting. Swift documentation is 
fundamental to allow practitioners to learn about the scene(s) and to plan investigative strategies, traditionally relying on 
word-of-mouth briefings using digital photographs, videos, diagrams, and verbal reports. We suggest that these early and 
critical briefings can be augmented positively by implementing an end-to-end methodology for indoor 3D reconstruction and 
successive visualisation through immersive Virtual Reality (VR). The main objective of this paper is to provide an integrative 
documentation tool to enhance the decision-making processes in the early stages of the investigation. Taking a fire scene as 
an example, we illustrate a framework for rapid spatial data acquisition of the scene that leverages structure-from-motion 
photogrammetry. We developed a VR framework that enables the exploration of virtual environments on a standalone, 
low-cost immersive head-mounted display. The system was tested in a two-phased inter-agency fire investigation exercise, 
where practitioners were asked to produce hypotheses suitable for forensic strategy meetings by (1) examining traditional 
documentation and then (2) using a VR walkthrough of the same premises. The integration of VR increased the practitioners’ 
scene comprehension, improved hypotheses formulation with fewer caveats, and enabled participants to sketch the scene, in 
contrast to the orientation challenges encountered using conventional documentation.

Keywords  Forensic science · Fire · Scene investigation · Reconstruction · Decision-making · Training

1  Introduction

When an alleged criminal incident occurs in Scotland, the 
incident is reported initially to the police that gathers initial 
information and will contact the Crown Office and Procu-
rator Fiscal (COPFS). At this stage, COPFS will lead the 
investigation and, in collaboration with the police, will typi-
cally call for intelligence from the first responders attending 
the scene. A series of forensic strategy meetings will inform 
the investigative team enabling decisions on the appropri-
ate deployment of practitioners. In complex situations, first 

responders and investigators may also call for the assistance 
of forensic science specialists in the early stages of the 
investigation (ACPO 2006). The multi-skilled team needs 
to become familiar with the scene of interest at the earli-
est stages of the investigation. Confidently making scene-
related strategic decisions is imperative against a backdrop 
of environmental and time constraints. Limiting access to 
the crime scene is necessary to minimise the risk of con-
tamination, while the availability of experts for scene attend-
ance may also be challenging (Streefkerk et al. 2009). When 
specialists are locally unavailable, the cost and feasibility of 
bringing in more remote experts may hamper their attend-
ance. From the inception of an investigation, stakeholders 
with different backgrounds, namely prosecutors, police 
investigators, police liaison officers, crime scene investiga-
tors, forensic scientists, and other specialist practitioners, 
need to work together. This collaborative effort relies on 
effective communication of scientific material, which may 
encounter hindrances by unclear reporting (Howes 2017). 
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All those involved may benefit from direct access to the 
scene. Nonetheless, examination protocols establish access 
rights and sequencing of experts, intending to optimise 
evidence retrieval whilst minimising the risk of contami-
nation. Decisions regarding the investigation strategy rely 
extensively on the scene documentation provided by first 
responders and investigators who may have undertaken an 
initial scene ‘walk through’. These early access and exami-
nation sequencing decisions are essential to successfully 
detect, record and recover traces underpinning subsequent 
hypothesis formulation throughout the investigation. The 
training and experience of the crime scene examiners, in 
conjunction with the tools at their disposal and the temporal 
availability of the scene, decisively affect the collection and 
transfer of information, which, in turn, impacts the strategy 
adopted for the scene examination (Baber and Butler 2012; 
Kelty et al. 2011). Prompt documentation of the scene is 
thus crucial and commonly supported by sketching, pho-
tography and occasionally videography, which have proven 
to be effective scene-processing methods for over a century 
(Fish et al. 2013).

1.1 � Related works

Two primary aspects characterise crime scene document-
ing and reporting: spatial data recording using sensors with 
established measurement uncertainty and imaging and visu-
alisation of the acquired data using validated procedures. 
Previous studies evaluated 3D digitalisation technologies in 
indoor environments (Kang et al. 2020; Pintore et al. 2020), 
including but not limited to photogrammetry (Perfetti et al. 
2017), laser scanning (Lehtola et al. 2017; Maboudi et al. 
2017) and structured light (Wang et al. 2019) in a variety of 
fields. These recording methodologies have been featured in 
studies involving the recording of crime scenes for forensic 
purposes (Luchowski et al. 2021; Galanakis et al. 2021). 
A relatively small body of literature is concerned with 
indoor scene reconstruction (Galanakis et al. 2021; Sansoni 
et al. 2011; Larsen et al. 2021). For example, Roosje de 
Leeuwe (de Leeuwe 2017) reported that traditional crime 
scene documentation methods did not always provide 
enough contextual information relating to the positioning 
of evidentially valuable traces. The author demonstrated an 
approach using a combination of digital acquisition methods 

to deliver comprehensive scene information. Similarly, spa-
tial understanding and contextualisation are paramount in 
fire scenes, where the location of fire patterns must be cor-
rectly understood (Almirall and Furton 2004). However, 
much of the research to date has not addressed the record-
ing of these specific scenes. Fire scenes can be challenging 
to record because of the nature of the environment, which 
calls for the appropriate selection of recording methodol-
ogy. Two suitable documentation methods are photogram-
metry and lidar scanners (Perfetti et al. 2017; Remondino 
et al. 2005). Photogrammetry performs well with images 
captured in burnt environments, including in poorly lit 
environments where a tripod may be necessary to capture 
long-exposure photographs (Yu et al. 2023). Lidar scan-
ners provide an alternative not reliant on ambient lighting 
conditions. Strategies aimed at minimising contamination 
while ensuring the expected standard of scene documenta-
tion include employment of standard operating procedures 
(SOPs) and validated protocols (National Research Coun-
cil 2009; Doak and Assimakopoulos 2007; Raneri 2018). 
The effectiveness of data obtained from any scene imag-
ing method relies on appropriate visualisation techniques. 
Ebert et al. (2014) argue that traditional 2D displays suffer 
from some information loss caused by the 2D projection of 
captured 3D data. Tredinnick et al. (2019) pointed out that 
forensic practitioners preferred 2D software despite having 

Fig. 1   Frames extracted from the footage documenting the pre-fire events and the fire development at the scene

Fig. 2   Top-down orthographic view of the reconstructed area
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the capability of operating in 3D. These cases corroborate 
the need for proper visualisation techniques. Recent devel-
opments in 3D rendering and hardware solutions may help 
address these issues. To operationally implement data of 
increasing size and complexity, dedicated rendering tech-
niques (Dietrich et al. 2007; Karis et al. 2021; Luebke et al. 
2003) and data transformation (Estellers et al. 2015) are 
required. Immersive Virtual Reality may represent a feasi-
ble solution to achieve adequate and intuitive visualisation 
of 3D environments. Modern head-mounted displays offer 
an elevated level of immersion and convey a great sense of 
presence (Ebert et al. 2014; Schuemie et al. 2001; Slater and 
Wilbur 1997; Bowman and McMahan 2007). Immersion is 
an essential factor in the sensory fidelity of virtual environ-
ment visualisation and plays a significant role in creating a 
solid sense of ‘presence’ in the virtual space (Darken et al. 
2014). Such attributes have demonstrated an enhancement 
in environmental perception and spatial memory (Reich-
herzer et al. 2018; Ruddle et al. 2011; Reichherzer et al. 
2021), as well as retention of memories (Mania et al. 2003). 
The scientific literature shows that Virtual Reality (VR) is 
not new to forensic science. Previous studies examined the 
implementation of this technology as an instrument to sup-
port a variety of applications, including but not limited to 
witness interrogations (Sieberth et al. 2019; Sieberth and 
Seckiner 2023), courtroom presentations (Ma et al. 2010; 
Sevcik et al. 2022; Sieberth et al. 2021; Reichherzer et al. 
2022; Wang et al. 2019), educational purposes (Kader et al. 
2020; Khalilia et al. 2022; Jani and Johnson 2022; Drakou 

and Lanitis 2016), forensic examination of injuries (Koller 
et al. 2019) and evidence (Guarnera et al. 2022), and train-
ing of forensic practitioners (Mayne and Green 2020; Kara-
biyik et al. 2019). However, much of the research has not 
considered virtual reality as an operational tool for forensic 
investigations. The potential use of VR to augment, enhance 
or replace the use of a limited number of 2D photographs of 
a scene merits exploration. This technology is particularly 
valid where available images fail to provide a complete pic-
ture of the investigated environment, impeding the develop-
ment of scientifically robust hypotheses.

This paper is an extension of previous work that focused 
on the feasibility of 3D digital reconstruction to visualise 
in VR. We demonstrate how the exploitation of standard 
photographic equipment currently in use by crime scene 
investigators (CSIs) in the United Kingdom (Robinson and 
Richards 2010; PICS 2019), in conjunction with structure-
from-motion (SfM) software, can produce VR representa-
tions of the scene of interest. The specific objective of this 
study was to explore streamlining the documentation process 
to enhance decision-making at the early stages of a forensic 
investigation. Using a fire scene as a case study, we present 
the design and implementation of a digitalisation pipeline 
and visualisation application. The VR case study was evalu-
ated by fire investigators from two organisations as a briefing 
tool for a forensic strategy meeting against traditional 2D 
photography of the same scene.

The use of an immersive VR solution capitalises on well-
established consumer-grade technologies to document the 
sites of interest. This enables the provision of high-resolu-
tion reconstructions to local and remote experts whilst limit-
ing the financial cost. In summary, our approach consists of:

•	 The application of a standard operating procedure to 
image indoor fire scenes exploiting structure-from-
motion photogrammetry.

•	 The development of the visualisation software for stan-
dalone VR headsets, to allow remote practitioners to 
visualise the digital scans promptly.

•	 The assessment of the proposed workflow as an inte-
grative tool supplied to forensic science practitioners at 
forensic strategy meetings (FSMs).

Table 1   Imaging techniques executed at the simulated scene

Device name Method Sensor Output

Leica RTC360 Terrestrial laser scanner (TLS) ToF enhanced by WFD lidar Dense point cloud
Matterport PRO2 3D Camera Camera structured light scanner Three depth cameras, three RGB 

cameras
360 panoramic photographs

Canon EOS 5D Mark III Photogrammetry DSLR (CMOS) 3D mesh

Fig. 3   Data flow and corresponding domains
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2 � Methods

2.1 � Data acquisition strategy

For traces to be considered reliable and pertinent for inclu-
sion in an investigation, they must satisfy the minimum 
standards of authenticity, integrity, validity, and quality. 
These are essential criteria to ensure the traces are trustwor-
thy and can confidently support the investigation. Data back-
ing an FSM, including images, must meet similar require-
ments, with considerable attention toward the timeliness of 
acquisition. A simulated fire scene was built in a domestic 
dwelling in the Guldborgsund municipality (Denmark) to 
test the proposed imaging to VR methodology in a realis-
tic scenario. The experts of the Special Crime Unit of the 
Danish Police (Nationale Kriminaltekniske Center, NKC) 
designed, executed and curated the scene setup portraying 
a complex and plausible scenario (Fig. 1). Operating in a 
controlled environment secured a complete understanding 

of the events, enabling comparison of the hypotheses against 
ground truth data (Reichherzer et al. 2018).

A range of image capture devices was used (Table 1) on 
the same day following fire extinguishment to record the 
room of interest (Fig. 2) to ensure minimal scene variation.

The acquisition methods produced data in the format of a 
dense point cloud (RTC360) and 3D mesh (DSLR). Despite 
being technically capable of producing similar spatial data, 
specialised staff operated the Matterport Camera to capture 
the 360 panoramic images as part of the briefing material for 
the workflow assessment. Several digitalisation techniques 
can enable the creation of 3D meshes, including but not lim-
ited to photogrammetry from traditional stills and 360 images 
(Barazzetti et al. 2018), videogrammetry, lidar scanners and 
structured light scanners. To construct a systematic workflow 
of acquisition and integration of the spatial data, we selected 
a standard operating procedure employing fisheye lenses for 
rapid and systematic documentation of indoor scenes (Yu 
et al. 2023), aimed at exploiting structure-from-motion pho-
togrammetry. Figure 3 presents the overall data flow.

Table 2   Breakdown of photogrammetry workflow processes with 3D generation and preparation timeframes

1Sample implementation of the unified photogrammetry workflow using the latest software version and consumer-grade hardware is provided in 
the appendix for comparison

Process Time Size

Acquisition (a) 1 h 29 m 402 images
Transfer (b) 24 m 9.82 GB
Photogrammetric image pro-

cessing (c)
1 h 51 m 14 s 54.3 MB

Fitting (d) 10 m 54.3 MB
Upload (e) <1 m 60 MB
Download (f) <1 m 60 MB
Hardware capacity1 Intel®CoreTM i7-7800X CPU @3.50 GHz, 64.0 GB RAM, NVIDIA GeForce GTX 1080 Ti. Internet band-

width (b): 55Mbps, (e): 120Mbps, (f): 200Mbps
Software version1 Agisoft Metashape (version 1.8.1 build 13915, 64bit), Unity (version 2021.3.5f1 LTS)

Fig. 4   First-person view of the 
site reconstructed using photo-
grammetry. Images produced in 
the photogrammetric acquisition 
are displayed as interactable 
floating images
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The product of the photogrammetric image acquisition 
of the scene consisted of 402 RAW images produced using 
a Canon EOS 5D Mark III with a Canon EF8-15 mm f/4 L 
fisheye USM lens (Rinaldi et al. 2021). The camera oper-
ated in Aperture Priority mode with an F-stop value of f/10, 
a constant ISO speed of 100 and a variable shutter speed 
established by the camera. Upon acquisition completion, 
the photographs were downloaded from the camera memory 
card onto a laptop and then transferred through a Virtual 
Private Network (VPN) onto a secure repository hosted in a 
trusted environment. Next, the photographs were converted 
into jpg files using Adobe Bridge (version 12.0.3.270, 
Adobe Inc., San Jose, California, USA) to facilitate pho-
togrammetric computation. The 3D geometry and textures 

Fig. 5   Distributed Server-Client system architecture and corresponding domains

Table 3   Tiered classification of the high-priority variables contribut-
ing to the decision-making process (European Commission 2022)

*Entries featured amongst the SPA-FS key parameters

Tier 1 Tier 2

Number of fatalities Number of floors
Number of injuries Area of origin∗

Age of fatalities Heat source
Primary causal factor∗ Item first ignited∗

Type of building Fire safety measures present
Incident location Articles contributing to fire 

development
Incident date
Incident time

Fig. 6   Data workflow of the 
briefing intelligence for the two 
exercise phases, from acquisi-
tion to deployment
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were generated on a workstation within the same secure 
network. The photogrammetric reconstruction was carried 
out in Agisoft Metashape (version 1.8.1.13915, Agisoft 
LLC, St. Petersburg, Russia) using the default “High” set-
tings for alignment and mesh generation. Subsequently, the 
decimation of the polygon number to the target face count 
(750k) allowed the requirements of the VR headset of choice 
to be met (Meta 2023). The resulting meshed model was 
scaled using the “Scale Bars” tool in Agisoft Metashape, 
against the measurements performed on the RTC360 laser 
scan. The report generated by the photogrammetric software 
indicated a residual error of 2.6 mm, obtained as RMS of 
the standard deviations of four control scale bars. The 3D 
mesh was exported as an FBX file and processed into the 3D 
engine Unity (version 2021.3.5f1 LTS, Unity Technologies, 
Copenhagen, Denmark). Subsequently, the virtual recon-
struction was packaged into a Unity Addressable catalogue 
and published on the dedicated private cloud storage. The 
repository was housed within the same trusted environment 
and retrieved from dedicated designed VR software. Table 2 
presents a breakdown of timings for the data acquisition and 
computation phases. Whilst data transfer was highly depend-
ent on the internet bandwidth available at the incident loca-
tion (b) along with the connection speed within the trusted 
environment (e), the generation timeframe using photogram-
metry varied significantly according to the software version 
and hardware used (Appendix A, Table 10).

2.2 � VR framework development

To achieve spatial data visualisation, we developed Crime 
Scene VieweR (CSVR), a dedicated framework. Image 
integrity was ensured using a copy of the original pictures 
acquired at the scene for subsequent image processing. We 
developed an array of calibration tools to ascertain the geo-
metrical fidelity (i.e. scale, positioning, and orientation) of 
the virtual reconstructions. This framework was developed 
with the Unity physics engine and consisted of two elements: 
a collection of editing tools and the executable application to 
navigate the reconstructions. The first element streamlined 
the data preparation stage granting independence from the 
digitalisation method. This component consisted of a custom 

Table 4   List of anticipated hypotheses deemed reasonable at the early stage of the examination

# Question Yes / No If ‘yes’, what information would you provide?

Q1 Is there an area of interest that you would examine/further 
excavate?

Yes The areas of interest are expected to include one or more of 
the following: the body/chaise longue, the pallet bed, and the 
electrical socket

Q2 Can you propose a potential source of heat/ignition? Yes Electrical power supply at the socket and/or ignition source to 
chaise longue and/or to the pallet bed

Q3 Can you identify burn pattern(s)? Yes ‘V’ patterns around chaise longue/body, protected areas at 
chairs and table in the centre of room burns, area of severe 
fire damage being to the front of the room with significantly 
less fire damage to the rear

Q4 Using the data you have established, do you feel able to com-
petently propose a hypothesis/hypotheses for the following?

1. Origin of the fire
2. Cause of the fire
3. How the fire has developed

Yes 1.1. Fire started in the corner of the room with the body
1.2. Fire started at chaise longue
1.3. Fire (also) started at pallet bed
2.1. Application of naked flame to chaise longue
2.2. Fire is not accelerated
2.3. Fire is not caused by an electrical appliance
3.1. Fire developed from chaise longue and has progressed 

across the ceiling and radiant heat from this heat/smoke layer 
has burned the pallet bed

3.2. Fire has started in two places body/chaise longue and pallet 
bed

Q5 Are there any items you would recover? Yes This depends on the formulated hypotheses

Fig. 7   System setup of the test. Participants discussed their hypoth-
eses whilst sharing the view from the headset with the facilitator 
recording the answers to the questionnaire
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Unity script providing an interface between the acquisition 
technique of choice and the visualisation app. This script 
facilitated the importation of the 3D data, adjusting the spa-
tial data through geometric transformations, namely rigid 
translation and scale correction. Should a photogrammet-
ric method provide the source data, a dedicated script ena-
bles the automatic extraction of source cameras, indicating 
the original location of the photograph with a placemark 
(Fig. 4). This feature aimed to supply the expert examiners 
with contextual information, presenting the original ground 
truth data to confirm or refute the geometry model in the 
VR representation.

Following the model placement, a catalogue collated the 
fitted data with relevant descriptive attributes, including the 
registration method and parameters used during the genera-
tion process. The structured data was moved to the custom 
storage system within the trusted environment to serve the 
authorised applications.

The second element of this framework was the VR navi-
gation tool. The proposed solution targeted the OpenXR 
standard for Unity and was deployed on the standalone head-
mounted display (HMD) Meta Quest 2 (https://​www.​meta.​
com) to confirm the feasibility of the proposed system. The 
headset featured a fast-switch LCD (Kim et al. 2022) with a 
resolution of 1920x3664 (773PPI) and a 90 Hz frame rate. 
The devised software enabled intuitive inspection of the vir-
tual environments stored on the repository. Upon initiation, 
the VR application fetched the latest reconstructions avail-
able. Based on the taxonomy outlined in Boletsis and Ceder-
gren (2019), we implemented two locomotion techniques to 
achieve effective navigation in VR, namely roomscale-based 
(real-walking) and teleportation-based (point-and-teleport). 
In the case of distributed teams, users could perform a col-
laborative examination by establishing a client-host connec-
tion via the provisioned menu, relying on a local or remote 
catalogue of digitalised environments. Figure 5 reveals the 
distributed server-client architecture.

2.3 � A case study: VR as an integrative briefing tool 
for forensic strategy meetings

The goal of this study was to investigate the feasibility of the 
proposed VR system in enabling confident decision-making 
by providing an operational advantage within the scenario 
of a forensic strategy meeting. We evaluated the effective-
ness of the implementation of VR at the early stages of a fire 
scene investigation by analysing the hypotheses considered 
by practitioners when navigating the premises of interest. 
Additionally, the system usability was evaluated via a ques-
tionnaire provided to participants at the end of each trial ses-
sion. Concerning fire scenes, the European Firestat Project 
(European Commission 2022) identified several variables 
highly influential to decision-making (Table 3). Similarly, 
the Scottish Police Authority Forensic Services (SPA-FS) 
routinely perform exercises that target fire investigation case-
work, hinging on the identification of factors akin to those 
outlined in the Firestat report (marked with an asterisk in 
Table 3), in addition to fire development and burn patterns.

Training and competency testing of fire investigations 
are particularly challenging, owing to the costs and organi-
sational effort required to create realistic test settings. In 
addition, contamination and degradation of the scenes over 
time critically hamper the repeatability of testing. Our study 
involved a collaborative exercise relating to the provision of 
briefing material to an FSM. The task was in two phases, the 
first using conventional 2D photography of the scene and the 
second using VR. Figure 6 summarises the data preparation 
for the exercise.

The first part of the collaborative exercise tested the prac-
titioner’s ability to identify the origin, cause, and fire devel-
opment based on a traditional briefing using notes and pho-
tographs of the scene. The list of questions was the core of 
a competency test drawn up by the SPA-FS Forensic Opera-
tion Lead and Lead Forensic Scientist (Chemistry). Phases 1 
and 2 of the exercise incorporated the same set of questions 
(Table 4) to gauge the performance of the practitioners. The 
second part of the exercise occurred four weeks later, where 

Table 5   User feedback questionnaire administered upon VR test conclusion

Question Focus

F1 The virtual reality application capabilities meet my requirements User experience
F2 Using the virtual reality application is a frustrating experience User experience
F3 The virtual reality application is easy to use. User experience
F4 I have to spend too much time correcting things with the virtual reality application User experience
F5 The texture quality is close to reality Reconstruction quality
F6 The geometry quality is close to reality Reconstruction quality
F7 The task was mentally demanding Subjective workload
F8 The task was physically demanding Subjective workload
F9 I felt insecure, discouraged, irritated, stressed and annoyed while executing the task Subjective workload

https://www.meta.com
https://www.meta.com
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the same participants were exposed to the scene using VR 
and again completed the questionnaire. Responses of the two 
phases were anonymised and compared by SPA-FS Quality 
Leads and Lead Forensic Scientists.

The material supplied in phase one comprised a brief-
ing paper containing textual notes (Appendix A, Table 8) 
together with six photographs of the scene and a house plan 
(Appendix A, Fig. 10). The exercise setters cropped the Mat-
terport 360 panoramic images to obtain stills conforming 
to usual documentation standards, with a printed size of 
15.92x8.87cm and a resulting resolution of 1280x720. The 
fire investigators answered and submitted the questionnaire 
within one hour from the start of the exercise, echoing tra-
ditional FSMs. Four weeks later, the second part of the exer-
cise was undertaken using VR reconstruction as the briefing 
material. All the participants stated they had no previous 
VR experience or had only used comparable headsets a few 
times for entertainment. At the beginning of each trial, each 
participant received informed consent and got instructed 
regarding the operation of the VR headset and its controls. 
The introduction enabled the users to gain confidence with 
the two locomotion systems, accounting for the first ten min-
utes of the trial. The participants practised with the tool by 
freely moving within the virtual scene to be analysed.

The VR setup used a specific version of the virtual reality 
application locally embedding the 3D reconstruction on the 
target VR HMD (Meta Quest 2). The source photographs 
were disabled to minimise visual clutter and facilitate under-
standing of the 3D reconstruction. The headset operated 

within a walkable area of 7.00×4.50 m2, streaming a video 
to an adjacent laptop monitored by an experienced fire inves-
tigator facilitating the tests and recording the answers to the 
questionnaire provided by the practitioner as they explored 
the VR space (Fig. 7).

The shared view enabled the recording of statements 
whilst the investigator performed the investigation. After 
fifty minutes, the participant and their facilitator reviewed 
the transcript and provided a final report. The participants 
answered a questionnaire (Table 5) evaluating their VR user 
experience (Finstad 2010) and the appearance of the recon-
struction (texture and geometry quality) and a subset of the 
questions taken from NASA-TLX (Hart and Staveland 1988) 
to probe subjective workload. The questions used a 5-point 
Likert scale, with 1 representing "Strongly Disagree" and 5 
indicating “Strongly Agree”.

3 � Results

A qualified checker from SPA-FS assessed the completed 
questionnaires submitted at the end of the two exercises. 
Questions Q1 and Q4 shown in Table 4 addressed the poten-
tial value provided by using VR (phase 2) over the conven-
tional photographs (phase 1) of the scene. These questions 
specifically asked the participant to make expert judgements 
on the area(s) of interest from an investigative perspective 
(Q1) and on the potential origin, cause and spread of the 
fire (Q2), which would require an evaluation of burn and 

Table 6   A binary score graded the participants at the end of the trials. The practitioners were awarded a score of 1 if they included the antici-
pated hypothesis in their responses, while a score of 0 was assigned if they did not incorporate the correct answer

Phase 1 Phase 2

Area to exam-
ine/excavate

Origin of fire Cause of fire Fire devel-
opment

Area to exam-
ine/excavate

Origin of fire Cause of fire Fire 
develop-
ment

P1 1 1 1 1 1 1 1 1
P2 1 0 0 0 1 1 0 0
P3 1 1 0 1 1 1 1 1
P4 1 0 0 0 1 0 0 1
P5 1 1 0 1 1 1 1 1
P6 1 1 1 1 1 1 0 0
P7 1 0 0 0 1 1 0 0
P8 1 0 0 0 1 1 0 1
P9 1 1 0 1 1 1 0 1
P10 1 1 0 1 1 1 0 1
P11 1 1 0 0 1 0 0 0
P12 1 0 0 0 1 0 0 1
P13 1 0 0 0 1 0 0 0
P14 1 0 0 0 1 1 0 1
P15 1 0 0 0 1 0 0 0
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fire patterns remaining within the room. The participants’ 
responses received a score of 1 if they positively addressed 
the question and included at least one anticipated hypoth-
esis listed in Table 4; otherwise, a score of 0 was assigned. 
Table 6 reports the resulting score for each participant.

Using traditional documentation methods, all fifteen fire 
investigators correctly identified one or multiple correct 
areas of interest. The responses could be categorised into 
the following groupings.

•	 H1: Can you identify any area of interest for further 
examination or excavation?

•	 H2: Do you feel able to competently propose a hypothesis 
for the origin of the fire?

•	 H3: Do you feel able to competently propose a hypothesis 
for the cause of the fire?

•	 H4: Do you feel able to competently propose a hypothesis 
for fire development?

During phase 1, all participants correctly identified the 
areas deemed worthy of further investigation (H1). Seven 
participants (47%) produced the correct hypothesis regard-
ing the area of origin of the fire (H2). Two investigators 
(13%) correctly identified the cause (H3), whereas six par-
ticipants (40%) adequately reconstructed the fire develop-
ment (H4). During phase two the VR tool enabled all partici-
pants to correctly identify again the areas worthy of further 
examination or excavation (H1). Ten participants (67%) 

correctly identified the area of origin of the fire (H2), and 
three investigators (20%) inferred the cause of the fire (H3). 
Nine participants (60%) accurately estimated the reconstruc-
tion of fire development (H4). The scatter plot in Fig. 8 maps 
out the proportions of successful hypotheses formulation for 
phase one (photographs) and phase two (VR). Both report-
ing methodologies facilitated the accurate identification of 
areas of investigative interest (H1) by all participants. The 
VR tool was markedly better in facilitating the fire investiga-
tors’ ability to suggest the area of origin (H2) and in explain-
ing fire development (H4).

As shown in Table 6, four more participants were able 
to provide an estimation of the area of origin using VR, 
whereas one participant (P13) who had previously located 
the area of origin using the photographs did not do so using 
VR. Similar improvements were seen when comparing the 
data relating to fire spread where four more participants were 
able to accomplish this using VR and one previously correct 
result (P8) was not able to do this using VR. Probably the 
most difficult task, determining the fire cause (H3), demon-
strated an improvement from two participants in phase 1 to 
three participants in phase 2, with one participant changing 
their view (P6).

Figure 9 presents a box plot of the scores assigned by the 
participants to the user feedback questionnaire (Table 5). The 
usability metric reported that the VR met the needs of par-
ticipants (F1), and the experience was positively judged (F2). 
The application scored high in ease of use (F3), and partici-
pants found its utilisation straightforward (F4). Participants 
suggested improvements in the texture quality (F5) and image 

Fig. 8   Left-diagram: scatter 
graph plotting ratios of accept-
able hypothesis. Right-table: 
ratios of correctly formulated 
hypotheses
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clarity at higher resolution could be made. However, the 
geometry of the 3D reconstruction performed significantly 
better (F6). Question F7 revealed that participants perceived 
the task to have a moderately low level of mental effort, 
whilst question F8 indicated it was not physically demand-
ing. Tests addressing this issue should enable the user to meet 
performance expectations independently, for instance, using 
an integrated system for taking notes within VR or employing 
a Dictaphone to record reflections when processing the scene. 
The VR application was judged extremely positively for not 
inducing stress or annoyance (F9).

4 � Discussion

The results show the potential of integration for new ways 
of documenting and visualising crime scenes for forensic 
investigations. We noted an improvement in the hypoth-
eses formulation (H2-H4) when the 3D reconstruction of 
the spaces was presented using virtual reality, suggest-
ing a bolstering in the decision-making process over the 
traditional reporting methods. This result is consistent 
with previous VR visualisation of crime scenes for jury 
viewings (Reichherzer et al. 2018), resulting in increased 
environmental perception. The utilisation of VR naviga-
tion influenced the formulation of the hypotheses, allowing 
the users to integrate additional details into their findings 
or challenge previous conclusions. The visual quality of 
the system scored high in the user feedback questionnaire 
(Table 5, F5-F6), calling for texture resolution enhance-
ment. There are two likely causes for this result. Firstly, 
the SOP promoted the acquisition of images using a fish-
eye lens, thus maximising coverage and overlap within 
the set of photographs. The disadvantage of using pictures 
with such a large field of view (FOV) for photogrammetric 
processing is a drawback in texture resolution. Secondly, 
fire scenes are particularly suitable for photogrammetry, 
owing to the multitude of distinct features provided by 
burnt patterns and sooty surfaces. Additional research is 
needed to better understand the effects of various types 
of indoor scenes and their suitability for different trace 
analyses (e.g. blood pattern analysis). During the trials, 
several notable resultant effects were observed. Two foren-
sic practitioners produced additional sketches at the end of 
the VR exercise (Appendix A, Fig. 11). They could recall 
the layout of the examined room by drawing a top-down 
perspective of the scene, outlining the burn patterns, the 
objects, and the areas of interest for further investigation. 
These episodes emphasised an overall improvement in spa-
tial understanding between the two test cases. This result 

contrasted with the difficulties mentioned at the end of the 
first phase when attempting to infer the position of some 
objects when using photographs and floor diagrams alone. 
Specifically, one participant commented in their answers, 
echoing the findings from a previous study (Reichherzer 
et al. 2021) "I am also having difficulty in orientating 
myself based on the diagram drawn".

The answers of the participants to the two exercises 
exhibit the production of fewer caveats when the navi-
gation of the virtual spaces occurs. Further work is 
needed to assess the confidence level of their proposi-
tions, as higher confidence does not assure the correct-
ness of hypotheses. The main limitation of the experi-
mental design is the answer-recording methodology. 
As described in Sect. 2.3, the users could not address 
the questions firsthand when examining VR due to the 
separation from the surroundings. This visual constraint 
required a facilitator to transcribe the practitioner’s oral 
examination of the scene, sharing a video streaming from 
the user’s point of view. Albeit the auxiliary staff was 
deemed necessary, it represents the primary limitation 
of the presented approach. Therefore, it is imperative to 
consider the potential emotional arousal of the users. The 
stress level of the assessed investigators may be one of 
the driving factors of the achieved performance due to the 
presence of external examiners. The occlusion introduced 
by the headset could be offset by using a pass-through 
view to approximate a view into the real world, enabling 
interactions with note-taking devices. Similarly, this trial 
marked many participants’ first exposure to such a highly 
immersive technology. This novelty may have generated 
increased enthusiasm and curiosity, thus mitigating other 
potential drawbacks and maintaining an elevated level of 
engagement and enthusiasm. The excitement was particu-
larly manifest in four trials, where the users requested to 
revisit the VR reconstruction for further assessment and 
note-taking after the evaluation. Despite being unaccus-
tomed to virtual reality, the users evaluated the system 
as easy to operate (F1-F4). The ability to intuitively pre-
sent complex data is essential to foster clear communica-
tion amongst stakeholders and fully exploit the available 
data. Compared to the systems listed in the literature, 
predominantly using PC-based virtual reality (PCVR), 
the presented approach envisages the utilisation of com-
mercial-grade standalone HMD. The hardware choice 
aims at minimising technology disruption under penalty 
of rejection from users (Sheppard et al. 2020; Tipping 
et al. 2014). Ultimately, questions F7-F9 aimed at assess-
ing the subjective workload. The users valued the task 
as moderately mentally demanding with low physical 
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exertion. The former result is not unexpected, consider-
ing that scene examination is a taxing activity requiring a 
cognitive workload. As the test constituted a component 
of a proficiency assessment, the exercise may have placed 
significant emphasis on the participants, thereby subject-
ing them to pressure due to the subsequent evaluation. 
Notably, one participant declared that this methodology 
was highly taxing. The analysis of complete responses 
revealed that the degradation in performance occurred 
when the VR representation caused participants to change 
their minds away from an original correct hypothesis. 
These results, therefore, need to be interpreted cautiously, 
being mindful that graphical and immersive documenta-
tion tools may have been perceived as more persuasive, 
potentially bestowing undue weight on this medium (Ben-
nett et al. 1999).

5 � Conclusion

This paper presented a novel end-to-end procedure for dig-
itising indoor scenes, focusing on a fire scene as a test case. 
The intent was to explore whether the exploitation of imag-
ing methodologies, jointly with novel visualisation technol-
ogy, would provide added value in challenging scenarios to 

facilitate decision-making in forensic strategy scene brief-
ings. The proposed framework is source-agnostic, allowing 
the integration of spatial reconstructions from distinct acqui-
sition methods. To demonstrate its viability, we developed a 
suite of tools to calibrate 3D reconstructions to enable agile 
integration of SfM photogrammetry and effectively exploit 
source data. The creation of the digital replica required 
reduced overhead time, allowing the presented approach to 
be deemed acceptable for employment at the early stages of 
the investigation. Ultimately, the efficacy of the approach 
was confirmed through its implementation during an inter-
agency collaborative exercise. The trials focused on the 
performance evaluation of a team of forensic science prac-
titioners. Their task was to examine an example scene using 
traditional documentation (2D photographs) and to integrate 
the examination with the proposed VR method.  The addi-
tion of immersive virtual navigation enabled augmented 
spatial information compared to traditional 2D photographs.

Appendix A

See Tables 7, 8, and  Figs. 10, 11

Fig. 9   Left-diagram: box plot 
representing responses of the 
participants to the post-trial 
test from Table 5. Right-table: 
mean and standard deviation of 
participants’ evaluation

Table 7   Comparison of photogrammetry timings on different systems. The combination of the latest hardware and software versions massively 
improved computation times

Configuration 1 Configuration 2

Software version Agisoft Metashape (version 1.8.1 build 13915) Agisoft Metashape (version 2.0.0 build 15597)
Hardware capacity Intel®CoreTM i7-7800X CPU @3.50 GHz (6 cores, 

12 threads), 64.0 GB RAM 3000MHz, NVIDIA 
GeForce GTX 1080 Ti (11.0 GB)

Intel®CoreTM i7-13700K CPU @5.40 GHz (16 cores, 
24 threads), 128.0 GB RAM 3600MHz, NVIDIA 
GeForce RTX 4090 (24.0 GB)

Alignment 31 m 18 s 9 m 22 s
Reconstruction processing time 38 m 47 s 14 m 13 s
Texturing (4x8196) 41 m 09 s 2 m 24 s
Total computation time 1 h 51 m 14 s 25 m 59 s
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Table 8   Briefing note composing part of the documentation for Phase 1

Document title BRIEFING PAPER - UNEXPLAINED DEATH OF AN UNIDENTIFIED INDIVIDUAL WITHIN 1 POACHERS COTTAGE, SCONE 
WOOD BY PERTH PH1 1AA

Purpose To provide a brief to members of the investigative team, SPA Forensic Services and external agencies in relation to the unexplained death of an 
individual who is as yet unidentified and to the fire at the location in which the deceased has been found

Background Suspect: At this time no suspects have been identified. The locus is a part derelict building, previously a bar and nightclub (known as Rocker 
Castle) on the outskirts of Perth which is known to Police Scotland as being frequently used by members of a local motorcycle gang. This 
gang is known locally as The Lousers (SID entries 3/123/22 refer). There are reports of recent assaults and public order offences between 
members of The Lousers and a rival motorcycle gang known locally as the Irn Bru Gang (SID entries 17/432/22 refer). The locus itself is 
subject to ongoing interventions with Local Authority staff and Community Policing Teams in relation to anti-social behaviour. In addition, 
Scottish Southern Electric state that there had been a power consumption of between 500 - 600 watts per hour at the address over the last 14 
days. There have previously been irregularities at the address, and it was reported to the police that there was suspicion of electricity theft (PS-
22080722-4321 refers) STORM PS-20220817-0001 documents initial police response. TIMELINE OF EVENTS Approximately 2227 h on 
Tuesday 16 August 2022, an off-duty firefighter witness Gary McDonald was walking his dogs within Scone Woods when he heard a series of 
loud bangs and smelled smoke. He walked up through the woods to investigate and, upon reaching the locus, he saw smoke coming from the 
south side of the building and immediately called 999. Witness McDonald did not approach the building further. Scottish Fire and Rescue sub-
sequently dispatched two pumps to the locus and SFRS made Police Scotland North Overview aware of the incident. Scottish Fire and Rescue 
units from Perth arrived on scene at 2235 h with Station Manager Lorna Smith the senior fire officer present. On arrival, she has commenced 
fire-fighting operations from outside the locus and instructed a two-man BA team to search the interior of the locus for any trapped persons. 
This team entered by a door at the northern end of the west wall of the locus. This door was found to be unlocked. A further attempt was later 
made to gain entry at the door at the southern end of the west wall - this door was found to be locked and secure. Entry was forced at this point 
to allow for searching and fire-fighting activities to take place. Witness SM Smith describes the fire as being within the southern part of the 
locus upon arrival with grey black smoke coming from ventilation grilles and windows in the southern wall. During the course of the search, 
the deceased was found within a room at the southern end of the building. The deceased was not pronunced life extinct (PLE) but had sus-
tained such extensive burn injuries that it was decided to leave them in situ. Subsequent checks of the building have revealed that the electrical 
consumer unit has had fuses removed. Initial attending SFRS units are unable to provide an opinion as to cause and origin at this time

Suspect There is no identified suspect at this time. CRIME: It is unclear whether a crime has been committed at this time. The death is being treated as 
Unexplained meantime

Locus There is one locus involved which would be a partly derelict building which was previously a bar and which is now frequented by members of a 
local motor cycle gang. This building is located on the outskirts of Perth and lies within an area of woodland in Scone Wood. Access is by a 
long unmetalled driveway from the A94 roadway. The locus is a single storey building with a large attic space formed by the pitched roof. SSE 
has attended and isolated the mains electricity. There is no public space CCTV in this area, and work is ongoing to identify any private space 
CCTV

Initial Witness 
Strategy

Initial witness strategy has focused on obtaining a clear picture of the events, which developed prior to SFRS attendance at 1 Poachers Cottage 
at 1448 h on Tuesday 16 August 2022. Members of the Lousers motorcycle gang to be traced and TST. TST Gary Macdonald. TST SFRS staff

House to House 
Enquiries

House to house coordinator PS Michael Clark has been appointed with 4 officers tasked to staff a house-to-house enquiry team. This locus is a 
public place which is relatively remote from any industrial or residential area and is not overlooked. It is not anticipated that house to house 
enquiries will take long

CCTV Strategy CCTV Coordinator DS Paul McGregor has been appointed and a CCTV strategy is now in place for this incident
Media Strategy There has been ongoing liaison with Force Media from an early stage of this incident. An ‘if asked’ statement has been agreed and can be 

released as appropriate. External agency media have agreed to liaise with Police Scotland to co-ordinate. Mitigating measures have been 
initiated by Corporate Comms to reduce the circulation of social media videos by local and national media showing the detail and possible 
identification of officers involved

Forensic Strategy DS Jim McKinnon identified as Crime Scene Manager. Cordons assessed and in place. Scene entry log running. A handful of initial photo-
graphs have been taken by local CID officers who were asked to attend - these are supplied for initial briefing purposes only. Local authority 
building surveyor contacted and is yet to attend in order to assess the structural safety of the locus. Investigative priorities are initially identi-
fication of the deceased. Full forensic strategy is to be discussed and agreed with available Fire Investigation resources. A Forensic Strategy 
Meeting is due to be held today

Initial Actions Police guard at locus at Polvanie View, with scene log commenced. Dash cam video seized from SFRS vehicles. Transcript of 999 recording 
obtained and to be collected from SFRS Control Room Dundee. Enquiry Management - D Division Incident Recording only at this time - 
initial response phase

Gold Group/
Command 
Structure

A Gold Structure has been initiated

Community 
Impact Assess-
ment

CIA has been initiated and has been assessed as moderate at this time. Liaison has included local ward and elected membership. Briefings 
provided jointly to Chief Executive, Local Authority and Chief Executive NHS Highland

Resources A resourcing cell has been initiated by RDU and D Division. Significant challenges have been identified in maintaining required resourcing 
levels from within D Division. This is compounded by ongoing absence levels predominantly due to Covid. Mutual Aid request to support 
Divisional resources to be made

Welfare Deployment of FLO’s to be considered when identification of the deceased has been confirmed
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Fig. 10   Set of photographs briefing Phase 1 of the evaluation tests
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