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The electrical control of a material’s conductivity is at the heart of modern electronics. Conventionally, this
control is achieved by tuning the density of mobile charge carriers. A completely different approach is possible in
Mott insulators such as Ca2RuO4, where an insulator-to-metal transition (IMT) can be induced by a weak electric
field or current. While the driving force of the IMT is poorly understood, it has been thought to be a breakdown of
the Mott state. Using in operando angle-resolved photoemission spectroscopy, we show that this is not the case:
The current-induced conductivity is caused by the formation of in-gap states with only a minor reorganization of
the Mott state. Electronic structure calculations show that these in-gap states form at the boundaries of structural
domains that emerge during the IMT. At such boundaries, the overall gap is drastically reduced, even if the
structural difference between the domains is small and the individual domains retain their Mott character. The
inhomogeneity of the sample is thus key to understanding the IMT, as it leads to a nonequilibrium semimetallic
state that forms at the interface of Mott domains.

DOI: 10.1103/PhysRevB.108.L161105

An electrical current can be expected to trigger an
insulator-to-metal transition (IMT) in many correlated ox-
ides, since Joule heating can push the local temperature high
enough for a temperature-induced transition to take place [1].
However, in some materials, the IMT can be triggered by
surprisingly low-current densities, and the effect is thought to
be mainly electronic [2].

A particularly well-established example is Ca2RuO4, a
Mott insulator with a complex phase diagram and a strong
susceptibility to phase changes that can be triggered not only
by electric fields and currents [3–5], but also by temperature
[6,7], pressure [8], doping [9,10], and strain [11]. The current-
induced IMT in this system has been investigated using a
large variety of tools. While the results are not generally
consistent, owing to the complexity of the phase diagram
and the still disputed role of Joule heating [12–15], there
are several established experimental facts: (1) The transition’s
fingerprint is a region of negative differential resistance in
transport measurements [4,5,12,16]; (2) macroscopically, the
transition proceeds across the sample starting from the neg-
ative electrode [12,15]; and (3) the IMT is strongly coupled
to a structural phase transition involving an expansion of the
crystal’s c axis: Starting from the so-called “S phase,” with
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a short c axis [17], a fully metallic “L phase” emerges, with
a significant c-axis expansion. Diffraction techniques confirm
the trend of c-axis expansion, accompanied by the simultane-
ous presence of different structural phases [16,18–21]. Joule
heating might play a role in creating some of these [20].

Manifestly absent from the experimental results are direct
characterisations of the electronic structure in the current-
induced phase. Such information can, in principle, be obtained
from angle-resolved photoemission spectroscopy (ARPES),
but the application of photoemission techniques is hindered
by a simple experimental limitation: In a current-carrying
sample, the voltage drop inside the sample area illuminated
by the ultraviolet (UV) light spot for photoemission is suffi-
ciently large to completely deteriorate the energy resolution
of the experiment. Here, we solve this problem by using a
very small light spot, on the order of a few µm, allowing us
to characterize the electronic structure throughout the IMT.
In addition to spectroscopic information, this approach gives
access to the local potential landscape on the surface, and we
can thus use it as a local transport measurement [22,23].

ARPES experiments were carried out at the ANTARES
beamline of the SOLEIL synchrotron facility [24]. The setup
of the experiment is shown in Fig. 1(a). The Ca2RuO4 sample
[25] is cleaved in situ parallel to the ab plane while electrically
contacted from the sides, so that both the electronic structure
and the current-induced potential landscape can be mapped
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FIG. 1. (a) Sketch of the experiment. The current-induced volt-
age drop results in local photoemission spectra that are displaced in
energy, following the local potential landscape across the sample.
(b) Optical microscope image of the sample. The contacts are seen on
the left- and right-hand side. The area explored by ARPES is marked
by an orange square. The inset shows a map of the photoemission
intensity inside this area. (c) Externally measured I/V curve and
(d) local I/V curve obtained from averaging the observed energy
shift between the spectra within the black square marked in the inset
of (b) [26]. The red markers indicate the current values for which
data are displayed in Figs. 2 and 3.

by the scanning of a highly focused UV beam (3.6 µm) across
the sample surface. When this is done as a function of the
applied current, it results in a five-dimensional data set: the
photoemission intensity as a function of the spatial coordi-
nates x and y, kinetic energy Ek, emission angle �, and the
current I . The sample temperature is held constant at 200 K.
Two local photoemission spectra (photoemission intensity as
a function of Ek and �) are given as examples. Due to the
presence of the electric field accompanying the current den-
sity, the spectra collected at different points are displaced in
energy. Figure 1(b) shows an optical microscopy image of the
sample. The current-dependent electronic structure has been
studied in the area outlined by the orange square. The inset
of Fig. 1(b) shows a map of the integrated photoemission
intensity in this region, with intensity changes that clearly cor-
respond to the sample’s microscopic morphology. For more
experimental details, see Supplemental Material (SM) [26],
including Ref. [27].

Figure 1(c) shows the macroscopic I/V curve, obtained
from the applied current and the voltage drop across the entire
sample. This is compared to a local I/V curve [Fig. 1(d)]
derived from the potential gradient measured by ARPES
(see SM) [22,26]. Both show the shape typical for the
current-induced IMT, with a pronounced region of negative
differential resistance [4,5,12,16]. Note that the local I/V
curve is equivalent to a genuine four-point measurement and
is thereby different from the external measurement, which
includes the sample’s contact resistance. A comparison of
the curves requires the assumption that the ratio of total
current and the current through the area probed by the local

measurement is independent of the magnitude of the total cur-
rent. The similarity of the two I/V curves shows that the local
spectroscopic measurements reported here are representative
of a sample area undergoing the IMT.

Photoemission spectra across the IMT are given in Fig. 2 as
measurements of the photoemission intensity throughout the
Brillouin zone for the equilibrium situation and three selected
currents; (for additional data, see SM [26]). The zero current
I0 and even the low-current spectrum at I1 agree very well with
published equilibrium results [11,28,29]. The two flat bands
at low binding energies (marked by arrows) are related to the
dzx and dyz states of the Ru-4d t2g manifold. In the insulating
S phase, these are half filled, and are a manifestation of the
lower Hubbard band in a Mott state driven by Coulomb in-
teractions [28]. The remaining dxy band is fully occupied, and
thus insulating. It gives rise to the circular intensity feature
marked by arrows in Figs. 2(a) and 2(b) [26]. The more
intense bands at a higher binding energy are primarily derived
from oxygen states.

The IMT to a conducting L phase is predicted to result in a
breakdown of the Mott state, i.e., in a proper metallic state
with a large Fermi surface [18,30]. Clearly, this is at odds
with the ARPES results, which show an absence of Fermi
level crossings at the higher currents I2 and I4 (see Fig. 2).
Indeed, an increased current only results in minor changes
of the spectra. The signature of the Mott state remains and
the most prominent effect appears to be a mere k broadening
that washes out the dispersive features. This is particularly
evident in the oxygen bands, but it also takes place in the
Ru states. The broadening can either signal that k‖ ceases to
be a good quantum number, possibly because of the creation
of defects or small crystalline domains, or it can point to-
wards the simultaneous existence of structural domains with
slightly different electronic structures, such that their inco-
herent superposition is observed here [26]. Both mechanisms
are consistent with the observation of a broad distribution of
structural modifications in diffraction experiments [16,18–21]
(see SM for x-ray diffraction results from the crystals used
here [26]). The persistence of the Mott state in all of these
structural modifications is a key result of this Letter.

An important question is to what degree spectral inten-
sity is filled into the Mott gap, triggering the transition in
conductivity. In equilibrium, the Fermi energy EF is constant
throughout the system. It can be measured precisely from
the sample’s metal contacts and then the intensity at EF can
be mapped. In the presence of a current this is not possible
because of energy displacement of the spectra—and hence
also of the local EF—across the sample, as illustrated in
Fig. 1(a). In order to determine this local Fermi energy, we
find a nondispersive feature in the spectra and measure its
binding energy with respect to EF in equilibrium. Assuming
that this binding energy remains the same when a current is
applied allows us to reconstruct the local EF throughout the
current-carrying sample.

In detail, we proceed as follows: We first reduce the com-
plexity of the spectra, by integrating each of them along
the emission angle, resulting in angle-integrated energy dis-
tribution curves (EDCs), as shown in Figs. 2(i)–2(l). The
integration in angle is justified by the very small dispersion
observed in the {dzx, dyz} bands. Each EDC is fitted by two
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FIG. 2. Photoemission spectra across the IMT: (a)–(d) Photoemission intensity at a binding energy of 2.37 eV for I0, I1, I2, I4 [see markers
in Fig. 1(c)]. The surface Brillouin zone is superimposed. The green line marks the direction and range of the spectra in Fig. 3. The red arrow
marks a circular constant energy contour stemming from the dxy states. (e)–(h) Intensity as a function of energy along the Y S direction. (i)–(l)
Angle-integrated energy distribution curves for no current and the three currents, integrated along the green line in (a). The photoemission
intensity at low binding energy has been fitted by two peaks, A and B, in the same way as in Ref. [28]. The peak positions are also marked
in (i)–(l).

Voigt peaks in the {dzx, dyz} energy region, called A and B
[28]. These fits are also shown in Figs. 2(i)–2(l). We then
choose the B peak as a common energy reference point. The
A peak is clearly unsuitable because it is closest to the gap
where spectral changes are expected. The B peak appears to
be a good choice for two reasons: (1) It represents a flat band
in the equilibrium state; and (2) in contrast to the A peak, it
is only weakly affected by the corresponding strain-induced
IMT [11]. The zero-current binding energy of the B peak is
1.60 eV, measured against a Fermi edge of polycrystalline
Au. Combining this with the local energy from the fit, we
obtain the local EF and thus a binding energy scale for every
spectrum. The spectra in Fig. 2 are already plotted using this
scale (for details, see SM [26]).

Following this procedure, we can now plot the in-gap
spectral intensity as the integrated intensity around the local
EF for maps of the current-carrying sample [see Fig. 3(a)].
As expected, the in-gap intensity increases with the current
throughout the sample. Moreover, the buildup of in-gap inten-
sity initiates at the negative electrode (on the left-hand side),

consistent with the optical observation of the phase transition
[12,15]. This is clearly seen by the yellow edge developing
on the left-hand side of the sample in Fig. 3(a) in the panel
for I2. This spreads from left to right across the image as seen
for I3, eventually covering the entire sample at I4. Figure 3(b)
shows the spectral development at a selected point in the maps
[marked with a white box in Fig. 3(a)], and Fig. 3(c) gives
the corresponding integrated EDCs in the region of the A
and B peaks. The evolution is consistent with that in Fig. 2
and the increase of spectral weight in the gap, while small,
can be observed in the EDCs. The increased spectral weight
also correlates with the estimated current density and local
conductivity. Indeed, a clear increase of the local conductiv-
ity starts at the turning point of the I/V curve, as expected
(see Fig. S2 in the SM [26]).

The appearance of in-gap states can explain the onset of the
IMT in the sample’s conductivity, even if it appears to be at
odds with the conventional picture of an IMT resulting from a
Mott breakdown. However, it raises questions about the possi-
ble origin of the in-gap states. A potentially important element
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missing in calculations modeling the IMT [11,18,30–32]
is structural inhomogeneity which is clearly present accord-
ing to diffraction experiments [16,18–21]. We show that this
inhomogeneity can indeed explain the presence of states in the
bulk band gap. These arise at the interface between different
structural domains.

We consider a simple model in which Ca2RuO4 structural
units with a slightly different c-axis parameter are interfaced
with each other. To this end, Fig. 4(a) compares the electronic
density of states (DOS) for the equilibrium S phase and a
modified S′ phase with a small (3%) expansion of the c axis
(calculated by density function theory [31,33–39]; for details,
see SM [26]). The influence of the structural change is very
small. Both phases are insulating with a very similar gap
and the features mainly appear shifted in energy [26]. This
shift, however, is crucial as it results in an effective band gap
between the valence band maximum of the S phase and the
conduction band minimum of the S′ phase that is drastically

reduced compared to the gap in either of the pure phases.
This smaller gap would be present at the interface between
the two phases, creating electronic states lying inside the bulk
band gap of a homogeneous phase. The reason for the relative
energy shift is the strong covalency of the Ru 4d states com-
bined with a distance variation between the Ru and the apical
oxygen atoms that is changing the crystal field. As expected,
the oxygen states are also affected by the modified interaction
with the Ru atoms (see Fig. 2 and SM [26]).

While a single interface between the S and S′ phases al-
ready captures the creation of interfacial in-gap states, a more
appropriate model for the experimental situation might be,
for example, a superlattice with alternating S and S′ phases,
i.e., “flat” and “not-so-flat” octahedra. Such a structure is
sketched in Fig. 4(b), constructed such that S and S′ layers
are stacked with a layer of intermediate structure in between.
The calculated DOS for this superlattice is also shown in
Fig. 4(b). Now the distinction between the contributions of the
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reduction of the charge gap. The zero of the energy scale is fixed
to the valence band maximum of the superlattice throughout this
Letter.

individual phases loses meaning, but a reduced gap manifests
itself directly in the overall DOS. The gap reduction is qual-
itatively similar for other choices of the superlattice (see SM
[26]). The experimental situation is presumably more compli-
cated than this, with inhomogeneous domain sizes that give
rise to a continuum of energetically displaced and slightly dif-
ferent band structures. This will further increase the tendency
to form in-gap states, in excellent qualitative agreement with
the ARPES results. We stress that all this proceeds without
destroying the local Mott state, and that the resulting phase
can be viewed as an emergent inhomogeneous band-Mott
semimetallic state. Such a state can retain the high-energy

features of the Coulomb-driven insulator while allowing for
an in-gap spectral weight and a conductivity increase due to
the current-driven structural inhomogeneities.

In conclusion, we have shown that the current-driven IMT
in Ca2RuO4 leads to the expected increase of in-gap spec-
tral weight, but that the Mott state appears to be largely
retained. An emergent semimetallic state with simultane-
ous Mott character can be explained by the current-induced
structural inhomogeneity of the sample, because the band
alignment between structurally different domains effectively
reduces the overall gap. Our work thus unveils a nonequi-
librium semimetallic state that forms at the interface of Mott
domains. In contrast to what would be expected on the basis of
well-known mechanisms, this situation arises from the struc-
tural inhomogeneity of a system, and it is entirely different
than the mere coexistence of insulating and metallic domains
that would be expected for a first-order phase transition. The
creation of a different phase from microstructuring has not
been reported in connection with the IMT in transition metal
oxides, but it is somewhat reminiscent of the hidden phase in
laser- or current-exposed 1T -TaS2 [40], where metallicity is
induced in a modified Mott phase by nanotexturing [41].

Note added in proof. It has come to our attention that results
on the IMT of Ca2RuO4 using a similar approach are reported
in [42].
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