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Using ab initio dynamical mean-field theory we explore the electronic and magnetic states of layered LixMnO2

as a function of x, the state-of-charge. Constructing real-space Wannier projections of Kohn-Sham orbitals based
on the low-energy subspace of Mn 3d states and solving a multi-impurity problem, our approach focuses on local
correlations at Mn sites. The antiferromagnetic insulating state in LiMnO2 has a moderate Néel temperature of
TN = 296 K in agreement with experimental studies. Upon delithiation the system proceeds through a number
of states: ferrimagnetic correlated metals at x = 0.92, 0.83; multiple charge disproportionated ferromagnetic
correlated metals with large quasiparticle peaks at x = 0.67, 0.50, 0.33; ferromagnetic metals with small
quasiparticle peaks at x = 0.17, 0.08 and an antiferromagnetic insulator for the fully delithiated state, x = 0.0.
At moderate states of charge, x = 0.67 − 0.33, a mix of +3/+4 formal oxidation states of Mn is observed, while
the overall nominal oxidation of Mn state changes from +3 in LiMnO2 to +4 in MnO2. In all these cases the
high-spin state emerges as the most likely state in our calculations considering the full d manifold of Mn based
on the proximity of eg levels in energy to t2g. We observe a crossover from coherent to incoherent behavior on
delithiation as function of state-of-charge.

DOI: 10.1103/PhysRevB.108.165124

I. INTRODUCTION

LiMnO2 (LMO) [1–3] has the potential to be a low-cost,
low-toxicity, high-safety, and environmentally friendly alter-
native to the most popular rechargeable lithium-ion battery
cathode material LiCoO2 [1,4–8]; however, at 50% delithia-
tion LMO irreversibly transforms to a spinel (Fd3̄m) phase,
which causes significant reduction in the capacity and operat-
ing voltage, limiting its large-scale application [9–11].

The thermodynamically stable phase of LMO at ambient
conditions is orthorhombic (Pmmn) [12] although a rhombo-
hedral layered O3 structure, may be produced by ion exchange
from NaMnO2 [1,2]. The rhombohedral O3 structures com-
prise a family of materials, including LiCoO2 (LCO), LiNiO2

(LNO) [13–15], and LiNi1−x−yMnyCoxO2 (NMC) [8,16–21].
Within this family LMO adopts the same oxygen stacking as
LCO, but with symmetry reduced from rhombohedral (R3̄m)
to monoclinic (C2/m), as a result of a cooperative Jahn-
Teller (JT) distortion. Based on magnetization data [12,22]
pristine monoclinic LMO is an antiferromagnetic insulator in
its high-spin state with relatively moderate Neél temperatures
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(TN ∼ 250 K) due to the stabilization of antiferromagnetism
by the cooperative JT distortions [22].

Structural phase transitions during cycling have prevented
the widespread adoption of layered monoclinic LMO as a
cathode material. Upon 50% delithiation, layered phase to
spinel structural phase transformation of LMO involves the
migration of Mn ions, whilst the close-packed O lattice re-
mains intact. Density functional theory (DFT) calculations,
combined with a hybrid eigenvector-following method to
uncover the pathways, show that for the case of x = 0.5,
particular orderings of Li+/Li+ vacancy and Mn3+/Mn4+

ions play a significant role in this structural transforma-
tion [1,9,23–26]. Moreover, the ionic pathways that give rise
to the ordering and transformations are highly dependent on
the inclusion of a Hubbard U term in the Kohn-Sham Hamil-
tonian, hinting that these structural changes may have a strong
underlying electronic origin. However, the role of electron
correlations in the origin of the mixed-valence charge-ordered
state, as well as the possibility of existence of such states at
other states-of-charge remains unknown.

Electronic phase transitions occurring during cathode cy-
cling [27–32] significantly influence the reversibility of the
(de)lithiation process, in terms of rate limiting formation
and propagation of phase boundaries, lattice mismatch, and
volume changes, all of which lead to slow (de)lithiation
kinetics hence affecting rate capability and stability, caus-
ing degradation of the active material [33]. For example, a
first-order metal-insulator transition, normally driven through
doping [34,35] or pressure [36,37], is driven electronically
in LixCoO2 as a function of states-of-charge x [30–32].
Naturally the question arises whether such a electrochemi-
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cally driven metal-insulator transition, or other exotic phases
may also be observed in the analogous cathode material
LMO.

Electrochemical and magnetic phase transition studies of
complex layered oxides are made all the more robust through
first-principles modeling of the electronic and magnetic states
of these materials. Whilst the first-order metal-insulator tran-
sition observed in LCO has been postulated to be a Mott
transition by some DFT studies [31,38], a true Mott transition
is difficult to capture within noninteracting DFT and warrants
the use of many-body methods like dynamical mean-field
theory (DMFT) [39–44]. Recently a DFT + DMFT study
to account for both static and dynamic correlations has been
carried out to explore this Mott transition and associated
compositional phase diagram in LixCoO2 [45]. Here local
interactions, which DMFT describes, are seen to strongly
impact self energies, occupancies of d orbitals, phase sta-
bility, and electronic behavior of LCO at various x. Pristine
LCO is an insulator while delithiated phases are moderately
correlated Fermi liquids with modest quasiparticle weights.
DFT+DMFT also correctly captures the phase stability of
LCO as a function of x, without a strong tendency for charge
disproportionation at x = 0.5 as seen in experiments and
unlike what is found in DFT+U [45]. Quasiparticles like
polarons are known to affect charge conductivity in bat-
teries [46,47]. It is likely that similar treatment of strong
correlations is essential for modeling plausible phase transi-
tions in LMO.

One of the main bottlenecks to the use of DMFT in bat-
tery cathodes is that they need to be studied at different
states-of-charge. This means dealing with multiple inequiv-
alent sites, and hence solving multi-impurity problems. This
has the disadvantage of having to solve very large density
matrices, which are not only very expensive, but may of-
ten have large off diagonal terms, leading to Fermionic sign
problems.

In this paper we predict using DFT+DMFT the phase tran-
sitions in layered monoclinic LixMnO2, as a function of x, and
explore the temperature versus x phase diagram. We develop a
computationally tractable method to deal with multi-impurity
DMFT calculations avoiding Fermionic sign problem and
showing excellent match in physical results with conventional
multi-impurity DMFT. The electronic and magnetic state of
pristine LMO are examined and compared to experimental
results at temperatures below and above TN . The system is
then delithiated systematically and for each x we present the
spectral functions, magnetic properties, and transition temper-
atures. We find a metal-insulator Mott transition as a function
of delithiation and the emergence of exotic states like fer-
rimagnetic correlated metals with large quasiparticle peaks
and charge-ordered ferromagnetic correlated metals with large
quasiparticle peaks. We also observe a coherent (Fermi liquid
type) to incoherent (non-Fermi liquid type) behavior shown by
the system on delithiation as a function of state-of-charge. We
observe that the charge disproportionated mixed valence states
arises in cases with different quasiparticle peaks at different
sites, and postulate this ordering to be present for a range of x.
The pathways leading to structural transformations to spinel
structure may be traced back to such charge disproportionated
state.

II. COMPUTATIONAL METHODOLOGY

A. DFT calculations

Our DFT calculations for structural relaxation were carried
out in a plane-wave basis with projector-augmented wave
(PAW) potentials [48] as implemented in the Vienna Ab initio
Simulation Package (VASP) [49,50]. In all our DFT relaxation
calculations, we chose as exchange-correlation functional the
generalized gradient approximation (GGA), implemented fol-
lowing the Perdew-Burke-Ernzerhof (PBESol) prescription
for solids [51]. The effect of static correlations at the level of
DFT was included through the DFT+U formalism and were
carried out in the form of GGA+U. The value of U at the
Mn sites in the GGA+U scheme was varied between 4.5 and
7.5 eV, with Hund’s exchange JH of 0.5–0.75 eV. For ionic
relaxations using the VASP package, internal positions of the
atoms were allowed to relax until the forces became less than
0.005 eV/Å. An energy cutoff of 550 eV and a 6 × 12 × 4
Monkhorst–Pack k-points mesh provided good convergence
of the total energy. For our DFT+DMFT calculations we are
using the full-potential augmented plane-wave basis as im-
plemented in the WIEN2K code package [52]. For the WIEN2K

calculations, we used the largest possible muffin-tin radii, and
the basis set plane-wave cutoff was defined by Rmin ·Kmax =
7.5, where Rmin is the muffin-tin radius of the O atoms. The
consistency between the VASP and WIEN2K results has always
been cross checked.

B. DMFT calculations

DMFT calculations were performed using the
TRIQS/DFTTools package [53–55] based on the TRIQS
libraries [56]. We perform DMFT calculations in a basis
set of maximally localized Wannier functions (MLWF)
Wannierized using Wannier90 [57] and the wien2wannier [58]
interface. Projective Wannier functions as implemented in the
dmftproj module of TRIQS were employed to cross check
the results and also to calculate the initial occupancy of the
correlated orbitals. The DMFT calculations in both MLWF
and projective Wannier functions basis have been found to
yield consistent results. All five Mn d orbitals have been taken
into account in the correlated subspace. A projection window
of −2 eV to +3 eV was chosen. The Anderson impurity model
constructed by mapping the many-body lattice problem to
a local problem of an impurity interacting with a bath was
solved using the continuous-time quantum Monte Carlo
algorithm in the hybridization expansion (CT-HYB) [59]
as implemented in the TRIQS/CTHYB package [60]. For
each DMFT step 125 000 cycles of warmup steps and
1 250 000 cycles of measures were performed for the
quantum Monte Carlo calculations. We performed one-shot
DFT+DMFT calculations, using a fully localized limit
(FLL) type double-counting correction [44]. We use a fully
rotationally-invariant Kanamori Hamiltonian parametrised
by Hubbard U and Hund’s coupling JH , where we set the
intraorbital interaction to U ′ = U − 2JH . For our DMFT
calculations we used U values ranging from 4.5 to 7.5 eV and
JH = 0.5 − 0.75 eV. The choice of interaction parameters is
motivated by previous DMFT study on manganite compounds
such as LaMnO3, where Mn is in isoelectronic state to
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LiMnO2 and showing a very similar JT distorted crystal
structure [61–65]. Real-frequency spectra have been obtained
using the maximum-entropy method of analytic continuation
as implemented in the TRIQS/MAXENT application [66].

We develop a method to carry out multi-impurity DMFT
calculations by mapping multi-impurity problems to equiva-
lent number of single-impurity problems interacting through
bath hybridization by means of Wannier projections. Delithi-
ating the system results in formation of crystallographically
inequivalent Mn sites in the LMO supercell, which requires
solving multi-impurity problems, involving solution of ex-
tremely large density matrices, which is computationally
expensive, and has Fermionic sign problem at low temper-
atures. To make the problem tractable, maximally localized
Wannier functions (MLWF) were constructed for all struc-
turally inequivalent sites; however, each inequivalent site was
solved as a single-impurity problem interacting through the
bath with the other inequivalent sites by virtue of the con-
structed MWLF, and the bath hybridization. In conventional
multiple impurity DMFT solving a multi-impurity problem
is done by solving all the impurity problems in one go. We,
however, solve for the self energy of each impurity problem
separately but putting the self energy of all other impurities
to 0. Our method solves each Anderson impurity problem
separately for the full basis of Wannier functions of all impu-
rities. This method works well for strongly localized systems
and makes accurate calculations at low-temperatures converge
faster with much less noise, avoiding the Fermionic sign prob-
lem. Further details on comparison to conventional DMFT are
in the Appendix.

III. RESULTS

A. DFT calculations and construction of Wannier functions

Layered LMO crystallizes in space group C2/m, with (ex-
perimental) lattice constants a = 5.438 Å, b = 2.808 Å, c =
5.387 Å, with α = γ = 90◦, β = 116◦. It has been syn-
thesized experimentally [3,22,67] although is a metastable
compound. We fully geometry optimize the structure using
the PBESol functional, with static correlations included at the
level of DFT+U, as implemented in the VASP (5.4) plane-
wave DFT package, to reduce the external pressure below
0.01eV/Å2 as well as the forces below 0.001 eV/Å on the
ionic positions, and obtain a = 5.426 Å. A 3 × 1 × 1 super-
cell of LMO is shown in Fig. 1(a). The nonspin polarized
orbital- and site-resolved DFT band structure, obtained from
VASP, is shown in Fig. 1(b), where a metallic ground state is
obtained and the Mn d orbitals are seen to cross the Fermi
energy. For constructing the orbital-resolved band structure
the charge densities are projected onto spherical harmonics.
The red bands represent Mn d orbitals while the green bands
represent O p orbitals. From the band structure it is also seen
that the Mn d orbitals are split into t2g and eg orbitals due to the
octahedral crystal-field splitting. The degeneracy in the Mn eg

orbitals is further broken due to a strong collinear Jahn-Teller
distortion. Mn t2g orbitals are also further split into a1g and eπ

g
orbitals due to the almost trigonal distortion in the structure.
Most importantly it can be inferred from the band structure
that a d only model for Wannier projections is sufficient to
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FIG. 1. The crystal structure and associated DFT electronic
band-structure and Wannier functions of monoclinic LMO. (a) The
crystal structure, (b) the DFT nonmagnetic band structure where the
Fermi level is set to 0 eV, and (c) the Wannier orbitals dxz = a1g, eπ

g ,
and eσ

g = dx2−y2 , dz2 . We see well separated Mn d and O p bands and
a d model to be sufficient to describe the system, with p contributions
accounted for on the tails of the Wannier functions.

describe the correlated Mn d orbitals in the system, since the
Mn d and O p bands are well separated in energy. Maximally
localized Wannier functions are constructed for the full d
manifold of Mn, to allow for high-spin states of Mn. We
find the crystal field splitting ∼0.48 eV from Wannier on-site
energy calculation. On-site energy difference between Mn t2g

and O p states ∼3eV. A d only model is sufficient in this case,
as in case of other manganites with similar JT distortions and
similar occupancy [68–71]. Any hybridization Mn d and O p
is taken into account by the Wannier functions, whereby the
O p contributions are considered within the downfolded Mn d
orbitals. The Wannier functions for Mn a1g, eπ

g and the two eσ
g

orbitals are shown in Fig. 1(c). The eπ
g orbitals have a much

higher spread in space as expected compared to a1g orbitals
due to symmetry of the eπ

g bonding. The eσ
g orbitals show large

σ -bonded contributions from O p on tails of the Mn-centered
Wannier functions.

B. Single-impurity DMFT calculation

To correctly account for dynamic correlation effects on Mn
d states, we first carry out single-impurity DMFT calculations
for Mn d based low-energy Hamiltonians defined in the basis
of DFT-derived Wannier functions (see Fig. 1).

The paramagnetic state of pristine layered monoclinic
LMO at T = 580 K shown by the paramagnetic spectral
function in Fig. 2(a) (right) displays good agreement with ex-
perimental studies [72]. Pristine LMO is an insulator [22,73];
however, experimental value of the electronic band gap is
unknown. A wide range of band gap values from 0.3 eV to
1.8 eV have been reported from ab initio calculations based
on various choices of static Hubbard U in DFT+U calcula-
tions [73–77]. We report a paramagnetic band gap of ∼0.6 eV,

with U ′ = 5 eV. We find three slightly degeneracy broken t2g
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FIG. 2. The DMFT spectral functions and magnetic calculations
in LMO. Figure shows the DMFT spectral functions for both single-
site spin-polarized (at T = 58 K, left panel) and paramagnetic (at T =
580 K, right panel) calculations. Inset in left panel shows the plot of
1/χ vs temperature on application of small magnetic fields at various
temperatures. The straight line Curie-Weiss fit χ = C/(T -θ ) for the
data is shown.

states that are half-filled, one eg state is half-filled and one eg

state completely empty. The impurity charge on Mn is 3.99 |e|
indicating Mn is in a d4 (+3) formal oxidation state, again in
agreement with XPS experiments [72].

Next, we proceed to explore the magnetism within
single-impurity DMFT. For this purpose, we start from the
paramagnetic solutions, add a symmetry breaking term in
form of a spin-splitting term in the real part of the self
energies, and let the DMFT iterative cycle converge to a pos-
sible symmetry-broken solution with net-ordered magnetic
moment. We carry out the calculations at various differ-
ent values of inverse temperature with β between 20 and
300 eV−1, where β = 1

kBT , where kB is the Boltzmann’s

constant. At β = 20 eV−1 (T = 580 K), the calculations are
found to converge to a paramagnetic state, while upon re-
ducing temperature, a transition to a magnetic solution is
found. In Fig. 2 (bottom panel) we show a plot of the or-
dered average Wannier moments of Mn Wannier functions
with the number of DMFT iterations. The ordered moments
(saturating around 3.25μB) are not stable, they oscillate as a
function of iteration. The ordered (saturating around 3.25μB)
Wannier moments show a oscillating behavior as shown in

Fig. 2, meaning that their sign changes from one iteration
to the next. This not only rules out a FM-ordered solution
within the single-impurity problem, as explained in detail
in previous papers [40,78,79], but may indicate a propensity
towards antiferromagnetic behavior. The reason for these os-
cillations is that antiferromagnetism naturally gives rise to
two distinct sublattices A and B, with the symmetry for the
local Green’s functions GA,σ (iωn) = GB,σ̄ (iωn) [40,79]. Here,
in our ferromagnetic setup, we do not have a sublattice struc-
ture, which corresponds to GA,σ (iωn) = GB,σ (iωn). Since the
impurity hybridization function for sublattice A is calculated
from the self-energy and Green’s function on sublattice B,
it is clear that this leads to oscillations, when the sublattice
structure and above given symmetry is not explicitly taken
into account. The spectral function for the magnetic state
shows insulating behavior. The ordered saturation moment
and antiferromagnetic behavior is in good agreement with
susceptibility experiments [22].

Using a U ′ = 5 eV within DMFT the antiferromagnetic
band gap is ∼1.2 eV.

In order to determine the Néel temperature (TN ) we carry
out susceptibility calculations with an external field applied
on the system. We vary the applied field from 0.01 − 0.03 eV
in steps of 0.01 eV, and for each value of temperature we
obtain the inverse slope of the magnetization versus applied
field within the linear regime. Magnetic fields are applied as
a split in energy and the value of magnetic field is added to
the DFT Hamiltonian. The contribution −hfield × 
 is added
to diagonal elements of the Hamiltonian. This gives the in-
verse of the uniform susceptibility 1/χ vs temperature T , as
shown in Fig. 2 (top left panel inset). By fitting the data to
Curie-Weiss law χ = C/(T -θ ), where C is Curie constant, θ is
Weiss temperature in the high temperature regime we find θ =
769 K, in excellent agreement with experimentally reported
values on two different samples θ = 790 K, 540 K [22], and
a calculated value of θ = 790 K [76]. This has been attributed
to the stabilization of antiferromagnetic state due to the co-
operative JT distortion [76]. The calculated Néel temperature
(TN ) ∼296 K, is also in agreement with experiments [22]. We
use the same set of parameters throughout for benchmarking
of TN with experimental data.

C. Multiple impurity DMFT calculations

Next we look at delithiating the pristine LMO by mak-
ing two supercells of dimensions 3 × 1 × 1 and 3 × 2 × 1.
This results in six and 12 symmetry equivalent Mn sites in
case of 3 × 1 × 1 and 3 × 2 × 1 respectively. One Li atom
is removed sequentially at each stage and various result-
ing structures are relaxed within DFT+U using the PBESol
exchange-correlation functional. For the sake of brevity we
do not enumerate all the structural details here; however, a
significant contraction of lattice parameters and lattice vol-
ume is seen on delithiation, as also observed in experiments,
as well as a reduction in JT distortion in the system is ob-
served. The various fractions of x considered here are x =
0.92, 0.83, 0.67, 0.50, 0.33, 0.17, 0.08, and 0.00. However,
x = 0.00 is an extreme case: Removing all the Li from the
structure is not possible experimentally and makes the struc-
ture unstable.
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TABLE I. Occupancies in units of |e| and Wannier moments in units of μB at different impurity sites.

Mn1 Mn2 Mn3 Mn4

x Occupancy Moment Occupancy Moment Occupancy Moment Occupancy Moment

0.83 4.04 −3.93 4.01 3.94 3.94 −3.75 4.02 3.95
0.67 4.10 3.91 3.98 3.87 3.83 3.65 3.07 2.99
0.50 3.89 3.75 3.07 2.99
0.33 3.07 2.97 3.06 2.98 3.92 3.77 3.07 2.99
0.17 3.06 2.99 3.05 2.98 3.07 2.98 3.05 2.98

In case of delithiation to x = 0.83, the six symmetry equiv-
alent Mn atoms in the pristine 3 × 1 × 1 cell are now split by
reduction of symmetry into have 4 structurally inequivalent
types, Mn1, Mn2, Mn3, and Mn4 each with multiplicity 2, 1,
2, and 1 respectively. We find a ferrimagnetic state in this case
since from the DMFT spectral functions and from magnetic
moments in Table I we see that Mn1 with multiplicity =
2 (Mn3 spectral function is electronically similar to Mn1)
is oppositely oriented to Mn2 with multiplicity = 1 (Mn4

spectral function is electronically similar Mn2), as shown in
Fig. 3(a). A large quasiparticle peak is seen at the chemical
potential in Mn1 and Mn3 indicating a correlated metallic
state [44]. The quasiparticle peak may be defined as the sharp
peak in the correlated spectral function seen at/around chem-
ical potential in the correlated metallic state representing a
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FIG. 3. The structures and orbital-resolved DMFT spectral func-
tions for various states of charge showing the various phases as a
function of x. The orbital spectral functions are denoted by the same
colors as in Fig. 1. (a) shows the case of x = 0.83. The top far-right
panel shows the paramagnetic spectral function for Mn1. (b) shows
the case of x = 0.67. The middle far-right panel shows the paramag-
netic spectral function for Mn1. (c) shows the case for x = 0.17. The
bottom far-right panel shows the paramagnetic spectral function of
Mn1.

quasiparticle state. The height of this peak in the correlated
spectral function determines whether it is a large or a small
quasiparticle peak. In this paper we distinguish between small
quasiparticle peaks where this height is very small and close to
0 and large quasiparticle peaks where this height is large and
finite. Thus these four structurally inequivalent types may thus
be primarily be grouped into two categories—one with large
quasiparticle and the other with small quasiparticle peaks.

The spectral function for the x = 0.83 filling is orbital
resolved and shows that the t2g orbitals are partially filled
and one of the eg orbitals is partially filled while the other
eg orbital is empty, as shown in Fig. 3(a). This implies an
occupancy of d4 and a formal oxidation state of +3. The
occupancies and Wannier moments are given in Table 1. The
paramagnetic phase at T = 580 K corresponds to a strongly
correlated paramagnetic metal with a large quasiparticle peak
and non-Fermi liquid behavior as seen from the paramagnetic
spectral function shown in the top right panel of Fig. 3(a). The
electronic structure for the case of x = 0.92 is found to be very
similar to x = 0.83. For this case of very low state-of-charge
we remove one Li from a 3 × 2 × 1 supercell of LMO. Thus
there are 11 Li out of 12 and a corresponding fraction of
x = 0.92. We have six structurally inequivalent sites in this
case. The moments indicate a ferrimagnetic arrangement and
a correlated metallic electronic state. We do not show the
spectral functions here for the sake of brevity.

Delithiated states with x = 0.67, 0.50, 0.33 show simi-
lar electronic structure to each other across this range of x
with certain slight differences, and belong to the same phase
of charge-disproportionated ferromagnetic correlated metallic
states. In case of x = 0.67 and x = 0.33, the six symmetry
equivalent Mn atoms in the pristine 3 × 1 × 1 cell are again
split by reduction of symmetry into four structurally inequiv-
alent types, Mn1, Mn2, Mn3, and Mn4, each with different
multiplicities of 2, 1, 2, 1 respectively; however, in case of x =
0.50 there are two structurally inequivalent sites each with
multiplicity 3. These sites may primarily be grouped again
into two categories—one group with large quasiparticle and
the other group with small quasiparticle peaks. The x = 0.67
state is ferromagnetic since all Mn sites have the same orien-
tation in the spectral function, as shown in Fig. 3(b), and can
also be seen from Moments in Table I. A large quasiparticle
peak is seen at the chemical potential in Mn1 (multiplicity
= 2), Mn3 (multiplicity = 2), and Mn4 (multiplicity = 1).
Mn3 and Mn4 are not shown here for the sake of brevity.
The middle right panel of Fig. 3 shows the paramagnetic
spectral function as a strongly correlated metal for Mn1, for
the case of x = 0.67. Large quasiparticle peaks are also seen
on Mn1, with multiplicity of 3 (for x = 0.50) and on Mn1 with
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multiplicity 2 for x = 0.33, indicating a strongly-correlated
metallic state in all cases. From Table I a mix of +3 and +4
states are seen in all these cases of x = 0.67, 0.50, and0.33
with different fractions of +3 and +4 Mn being present in
the system. It is also seen from the spectral functions that
this mixed oxidation state and corresponding charge dispro-
portionation may be correlated to different quasiparticle peak
heights on different sites. Spectral functions obtained for x =
0.50, and 0.33 are seen to be qualitatively similar to the case
of x = 0.67.

In case of the delithiated state with x = 0.17 the six sym-
metry equivalent Mn atoms in the pristine 3 × 1 × 1 cell are
also split by reduction of symmetry into four structurally
inequivalent types, Mn1, Mn2, Mn3, and Mn4 each with
multiplicity 2, 1, 2, and 1 respectively. Qualitatively all Mn
have similar electronic structures at all sites. A ferromag-
netic arrangement is observed here since all Mn sites have
same orientation as can be seen from the spectral function
in Fig. 3(c) as well as in Table I. A small quasiparticle peak
is seen at the chemical potential in each of Mn1, Mn2, and
Mn3 indicating a moderately correlated metallic state. A ma-
jority of +4 oxidation states are seen. There is no charge
disproportionation in this case. The bottom-right panel of
Fig. 3(c) shows the paramagnetic weakly correlated metallic
state with a small quasiparticle peak. To explore a very high
state-of-charge we return to the large 3 × 2 × 1 supercell and
remove 11 Li out of 12 and explore the high-charge state of
x = 0.08. In this case there are six structurally inequivalent
Mn atoms, each with multiplicity 2, 2, 1, 1, 4, and 2 re-
spectively. When solved we obtain occupancies Mn1 = 3.08,
Mn2 = 3.08, Mn3 = 3.06, Mn4 = 3.06, Mn5 = 3.04, Mn6 =
3.04. and moments Mn1 = 2.98, Mn2 = 2.97, Mn3 = 2.96,
Mn4 = 2.97, Mn5 = 2.98, Mn6 = 2.98. This indicates a fer-
romagnetic arrangement again. The spectral function shows a
correlated metal with very small quasiparticle peak. We do not
show the very similar spectral functions here for the sake of
brevity. Fully delithiating the system to x = 0.0 results in an
unstable structure of MnO2 (cf. Appendix).

To check the stability of the quasiparticle peaks we carried
out calculations varying the values of U from 4.5–7.5eV,
which may be considered a reasonable range of values for
Mn d orbitals. We also varied the value of JH from 0.5 eV
to 0.75 eV. On increasing the U to 7.5 eV, we still found
the quasiparticle peaks to survive, showing that the large
quasiparticle state is a robust state. There is a tendency of
smaller JH to favor antiferromagnetism while larger JH to
favor ferromagnetism. Within reasonable values of Hund’s
coupling for a 3d element like Mn in our case we see that the
same JH , which favors antiferromagnetism in pristine system
gives rise to ferromagnetism for x < 0.67, with a phase of
ferrimagnetism in between at x = 0.83.

IV. DISCUSSION

The exotic phase diagram and associated phase transitions
in LixMnO2 as a function of x versus temperature, is shown in
Fig. 4. The y axis shows the phase change from magnetic to
paramagnetic states at each x driven by competition of thermal
fluctuations with magnetic order. The change of magnetic
phases along x is more nuanced. JT distorted materials show
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FIG. 4. The different phases at different temperatures of
LixMnO2 as a function of Li content. AFM-I refers to antiferromag-
netic insulator; FiM-M, ferrimagnetic metal; FM-M, ferromagnetic
metal; PM-I, paramagnetic insulator; PM-M, paramagnetic metal;
CD, charge disproportionated; and QP, quasiparticle. The different
symbols on the line corresponds to the actual data points demarcating
the different phases.

large superexchange, which favors antiferromagnetism. This
is the case of the pristine material x = 1, which is a JT driven
antiferromagnetic insulator. As the system is delithiated, JT
distortion reduces on different MnO6 octahedra, which in
turn indicates a reduction in monoclinicity. This reduction in
JT favors ferromagnetism instead of antiferromagnetism. At
x = 0.83 there are few sites with reduced JT distortion and
hence ferromagnetic exchange whereas majority of other sites
still have significant JT distortion and hence show Mn-Mn
antiferromagnetic superexchange, leading to an overall fer-
rimagnetic state. When further delithiated to x = 0.67, and
beyond, the overall reduction of JT distortion now favors FM
double exchange, between different occupancies at majority
of Mn sites. Reduction in JT distortion is usually associated
with ferromagnetism particularly in manganites [61,62,80].
Charge disproportionation into Mn3+/Mn4+ states may be
correlated to large quasiparticle peak heights on some sites
and small quasiparticle peak heights on others. This charge
disproportionation leads to a double exchange mechanism
instead of a superexchange.

We next examine the phenomena of a crossover from
coherent (Fermi liquid) to incoherent (non-Fermi liquid) be-
havior as a function of x. We plot −Im
(ω → 0), 
 is self
energy, as a function of x shown in Fig. 5, which gives the
measure of the coherence/incoherence behavior of the corre-
lated metallic states [78,81,82]. A large finite nonzero value
of this quantity indicates inelastic electron-electron scatter-
ing, leading to finite quasiparticle lifetimes. If the scattering
becomes strong (larger than the energy scale given by tem-
perature, for instance), we have incoherent electronic states.
Eventually, large electron-electron scattering can induce non-
Fermi liquid states [81,82]. Hence a finite nonzero value
of −Im
(ω → 0) has previously been shown to be corre-
lated to incoherent scattering behavior [78], which has been
shown to be indicative of non-Fermi liquid behavior by Dasari
et al. [81]. Here we observe as shown in Fig. 5 that there is
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FIG. 5. Plot of –Im 
 (ω → 0), which gives a measure of
coherence/incoherence behavior as a function of state-of-charge. A
finite nonzero value of this quantity indicates a incoherent scattering
behavior. An infinitesimally small value tends to indicate a coherent
behavior [78,81].

an increase of incoherent (or non-Fermi liquid-like) behavior
with delithiation from x = 0.83 to x = 0.33. We thus observe
a crossover from a coherent (Fermi liquid-type) to incoherent
(non-Fermi liquid-type) state on delithiation as a function of
state-of-charge and then back to coherent behavior at high
states of charge.

To explore the effect of distribution of Li on the charge
disproportionated states we carried out DMFT calculations
for a different configuration for x = 0.5 having a different
distribution of Li atoms. We get qualitatively similar physical
results. We end up with six different inequivalent sites. Out of
these we get a charge disproportionated state with two sites
having impurity charge ∼4 and four sites having impurity
charge ∼3. This shows that although the method employed
is qualitatively very robust, the distribution of charge dis-
proportionated sites do indeed depend on the distribution of
Li atoms locally, with the overall result being the same—a
charge disproportionated state of +3/+4 Mn sites, with a
corresponding spin disproportionation. It is to be noted here
that the charge disprportionated state with equal number of
+3/+4 Mn sites (three each) has a lower ground-state energy
at the level of DFT calculations.

V. CONCLUSIONS

In summary we have shown the exotic phase diagram and
phase transitions in LixMnO2 as a function of state-of-charge
x, and temperature. Our study shows a different method of
carrying out multi-impurity DMFT calculations in cathode
materials in a computationally tractable way, thus opening
up the field of battery physics in terms of strong correlations
based many-body studies. It demonstrates an electrochem-
ical method of tuning strongly correlated phase transitions
and also shows emergence of quasiparticle states, which con-
tribute to charge disproportionation and which eventually lead
to structural transformations seen in this material, and helps us
in understanding degradation in cathodes.

We find that an antiferromagnetic insulating state emerges
in LiMnO2, with a Weiss temperature of θ = 769 K, in its +3
formal oxidation state, in high-spin configuration, in excellent
agreement with experimental measurements. As the system
is delithiated at fractions of x = 0.92, and 0.83 we predict a
ferrimagnetic correlated metallic state thus observing a metal-
insulator transition, similar to that in LCO. From the DMFT
spectral function this metal-insulator transition is seen to be
of a Mott-type transition with a large quasiparticle peak in the
strongly correlated metallic state.

At fractions of x = 0.67, 0.5, and 0.33 we find the system
to be in ferromagnetic strongly correlated metallic state with a
mix of +3/+4 formal oxidation states. The pathways leading
to the structural transformation to low-energy spinel struc-
ture, originates with orderings of Li+/Livac and Mn3+/Mn4+

mixed oxidation states at x = 0.50 [9]. It is observed that this
Mn3+/Mn4+ charge disproportionation may be correlated to
the different quasiparticle peak heights at different sites. At
a high state-of-charge with x = 0.17, we find a ferromag-
netic correlated metal with a small quasiparticle peak near a
formal oxidation state of +4. An overall nominal oxidation
state change of Mn from +3 in LiMnO2 to +4 in MnO2

is observed, through stages of mixed oxidation states. In all
these cases the high-spin state emerges as the most likely
state considering the full d manifold of Mn in the model. A
crossover from a coherent to incoherent behavior on delithia-
tion as a function of state-of-charge and then back to coherent
behavior at high states of charge is observed. Our compu-
tationally tractable method of carrying out multi-impurity
DMFT calculations involves calculating Wannier projections
for all impurities and solving each separately keeping others in
the bath, interacting through the bath hybridization, avoiding
Fermionic sign problem and matching well with conventional
DMFT.

To the best of our knowledge a systematic examination
of the electrochemically driven Mott transition and the full
phase diagram of LMO from a correlations based perspective
does not exist, nor does an explanation for the observed or-
bital ordering at x = 0.50 and our study is expected to give
rise to further experimental studies exploring these aspects of
this very important cathode material through possible in situ
XPS+BIS spectra and magnetic susceptibility measurements
while charging and discharging of the LMO cathodes. It is
also to be noted that without many-body methods like DMFT
it is not possible within DFT or DFT+U methods to capture
this rich quasiparticle-based physics at moderate values of U,
which dominates the physics of battery cathodes on charging-
discharging processes both at high- (paramagnetic) and low-
(magnetically ordered) temperature regimes.
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FIG. 6. Figure showing electronic structure of MnO2. Top left
panel shows DMFT spectral functions at T = 58 K, and top right
panel shows DMFT spectral function in the paramagnetic phase at
T = 580 K. The low temperature magnetic phase has oscillating
moments as shown in the lower panel and may indicate a propensity
towards antiferromagnetic behavior.

APPENDIX

1. DMFT calculations on MnO2

Although it is nearly impossible to fully delithiate the
system experimentally since the resulting MnO2 structure is
unstable, we can theoretically explore this system by con-
structing a fully delithiated structure, which would albeit be
unstable. We construct this structure by removing all Li from
pristine LMO. This results in a single inequivalent site and
hence a single-impurity problem in DMFT. This system has an
impurity charge = 2.98 with three half filled t2g orbitals, two
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FIG. 7. Figure showing a comparison of spectral functions ob-
tained from our method of multi impurity DMFT calculation with
that obtained from conventional multi impurity DMFT calculations
for the case of x = 0.5, with 2 structurally inequivalent impurity
sites.

empty eg orbitals. The average Wannier moments fluctuates
with a maximum saturation value of ∼2.50μB. This indicates
presence of antiferromagnetic fluctuations in the system. The
system is insulating as seen from spectral functions shown in
Fig. 6.

2. Comparison of our DMFT method with conventional DMFT

To check the validity and robustness of our method against
conventional multi impurity DMFT calculations we carried
out conventional two impurity DMFT calculations for x =
0.5. This shows the same charge disproportionation and fer-
romagnetic behavior at low temperature, and very similar
spectral functions for paramagnetic phase as well, as shown
in Fig. 7, that our method has an excellent match with the
conventional way of calculating multi-impurity problems in
DMFT. The minor differences in spectral functions may be
attributed to the extra effect of localization in our approxi-
mation; however, we see that all the qualitative features are
very well reproduced by our method. In terms of charges and
magnetic moments, for low-temperature magnetic phase, the
conventional DMFT multi-impurity calculation gives charges
of 3.97e and 3.01e for Mn1 and Mn2 respectively and Wannier
moments of 3.86 and 2.75. This can be easily compared to the
occupancy and Wannier moments of Mn1 and Mn2 for our
method from Table I and we see that there is very little to no
difference in qualitative results between the two methods.
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