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A B S T R A C T

This paper solves the discretised multiphase flow equations using tools and methods from
machine-learning libraries. The idea comes from the observation that convolutional layers can
be used to express a discretisation as a neural network whose weights are determined by the
numerical method, rather than by training, and hence, we refer to this approach as Neural
Networks for PDEs (NN4PDEs). To solve the discretised multiphase flow equations, a multigrid
solver is implemented through a convolutional neural network with a U-Net architecture.
Immiscible two-phase flow is modelled by the 3D incompressible Navier–Stokes equations with
surface tension and advection of a volume fraction field, which describes the interface between
the fluids. A new compressive algebraic volume-of-fluids method is introduced, based on a
residual formulation using Petrov–Galerkin for accuracy and designed with NN4PDEs in mind.
High-order finite-element based schemes are chosen to model a collapsing water column and a
rising bubble. Results compare well with experimental data and other numerical results from
the literature, demonstrating that, for the first time, finite element discretisations of multiphase
flows can be solved using an approach based on (untrained) convolutional neural networks.
A benefit of expressing numerical discretisations as neural networks is that the code can run,
without modification, on CPUs, GPUs or the latest accelerators designed especially to run AI
codes.

1. Introduction

1.1. Motivation

Detailed numerical flow simulations provide significant insight into a wide range of sectors, including the environment [1],
energy [2] and food [3] sectors. Over the past two decades, computational fluid dynamics (CFD) models, including multiphase
flow models, have become critical for predicting environmental [4] and industrial [5] flow behaviour; conducting safety [6] and
environmental [7] assessments; studying the effect of cloud formation on the climate [8]; analysing slugging in fluidised bed
reactors [9] and pipelines [10]; modelling food processing to reduce waste [11]; as well as being used to investigate fundamental
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multiphase turbulence [12]. Our aim is to develop a method that can be used to simulate complex environmental and industrial
processes involving immiscible multiphase flows and that has the potential to run on the latest GPUs and AI processors. The finite
element discretisations and Petrov–Galerkin terms are all written as a neural network and solved with a neural network, giving the
same result as if these methods had been programmed in a traditional way. We benchmark the proposed method with a collapsing
water column problem and a rising bubble problem, running the code on a GPU.

1.2. Background

The so-called one-fluid approach has been widely used to simulate the flow of two or more immiscible fluids or phases [13]. In
his approach, a single model describes the flow throughout the domain and an interface marks the boundary between the different
luids or phases, across which, surface tension forces can be applied. Schemes for modelling the interface can be broadly classified
s interface tracking or interface capturing. Although interface tracking methods maintain a sharp interface and enable physical
rocesses to be incorporated at the interface, these methods suffer from mass conservation issues, and struggle to model break-
p and coalescence [14–17]. Combining these methods with level-set methods has resulted in an improvement in their ability to
onserve mass [18,19]. Interface-capturing methods treat interfaces as discontinuities in the material properties which are advected
y a volume fraction field. In sharp-interface approaches, such as Volume-of-Fluid (VoF) methods [20,21] or enriched element
ethods (including XFEM [22] and Cut-Cell methods [23,24]), values of density and viscosity exhibit a discontinuity or jump at the

nterface, whereas for diffuse–interface approaches, such as the phase field method [25], values of density and viscosity are functions
f the volume fraction field. VoF methods have good mass conservation properties, are able to maintain a sharp interface [14,26]
provided there is sufficient resolution), and can handle coalescence and break-up [27]. Phase-field methods diffuse the interface
ver a number of cells [28], which improves stability but loses the sharpness of the interface. Level set methods can be considered
s sharp [15] or diffuse [23], and, although the volume fraction field is smooth, conservation of mass can be problematic [14,16].
or more details on many of the available approaches to modelling interfaces, see [15,29,30], and for some recent work on the
ombination of interface tracking and interface-capturing methods, see [31]. In this paper, our goal is to model the break-up of
mmiscible two-phase flows, and we choose a VoF type approach for its ability in this regard. Following Pavlidis et al. [32,33]
nd Obeysekara et al. [34], additional diffusion terms are included to keep the interface between the two fluids sharp: positive
iffusion is added if oscillations are detected in the solution and negative diffusion is added if the solution is smooth. However, in
his paper, oscillations are detected in a different manner to the methods presented previously [32–34] and the amount of diffusion
s calculated more conservatively to increase accuracy.

The accuracy of CFD models strongly relies on the resolution of the mesh or grid, which becomes particularly challenging for
ultiphase flow problems due to the enormous range of length scales within the governing mechanisms [1,3,17]. As a consequence,

omputational costs are extremely high when simulating these processes. The use of high performance computing (HPC) resources
an be beneficial, although, to obtain good performance, an efficient implementation of models, methods and algorithms is
eeded [35]. Originally, HPC clusters consisted predominantly of central processing units (CPUs), however, Graphics Processing
nits (GPUs), containing hundreds to thousands of processing cores, are now also available in such clusters [36,37]. In order to
ake use of GPUs, however, existing CFD models either need to be re-implemented in terms of graphical primitives, using specialist
rogramming platforms such as CUDA, OpenCL and OpenACC [38,39], or require implementation of communication protocols
etween program units across computational architectures [40,41].

Appleyard and Drikakis [42] presented an early comparison between the performance of a single CPU and a single GPU when
olving the level set equations describing an interface, and reported a difference of two orders of magnitude in favour of the
PU implementation. Following this, a number of researchers developed hybrid CPU/GPU implementations of multiphase flow

olvers [14,43,44]. In all three cases, the computationally expensive pressure equation was solved on the GPUs and the other
quations were solved on CPUs. For a variety of problems with up to 27 million grid points, speed-ups of 50 to 100 were obtained.
ryngelson et al. [45] introduced the MFC code, a parallel multi-component, multiphase and multiscale flow solver that was extended
y Radhakrishnan et al. [46] to run on GPU systems. The solver uses high-order interface-capturing with diffuse–interface models
o describe the interface between fluids. They ran their code on up to 576 GPUs to solve shock-induced collapse of air bubbles in
he vicinity of a kidney stone with half a million grid points and on 960 GPUs to solve atomising droplets with 2 billion (109) grid

points. Crialesi-Esposito et al. [17] presented FluTAS, a solver for incompressible multiphase flows with heat transfer that can be
run on multi-CPU and multi-GPU architectures. A direct method based on the Fast Fourier Transform is used to solve the pressure
equation and the interface is represented by a volume-of-fluid method. Demonstrating their code on two-layer Rayleigh–Bénard
convection and emulsions in homogeneous isotropic turbulence using up to 1 billion (109) grid points with up to 128 GPUs, they
identify a communication burden which increased with the number of GPUs.

Not only is there significant work to be done in getting a code to run on a GPU system relating to re-implementing algorithms
with graphical primitives, in addition, many of the afore-mentioned papers fine-tune their codes to obtain good performance, by
assigning particular tasks to CPUs and others to GPUs. The level of computational expertise required can pose a barrier for many,
however, a recent AI-based approach offers a way of circumventing this issue. Instead of using AI technologies to approximate CFD
models, as is often done, this recent approach solves discretised fluid dynamics systems exactly (to within solver tolerances) using the
unctionality found within ML libraries [47–51]. This is because numerical discretisations can be expressed as discrete convolutions
etween a solution field and a stencil, the weights of which are determined explicitly by the numerical discretisation [52,53].
xactly the same operation is performed in the convolutional layer of a convolutional neural network (CNN) [54–56] by a filter
2

hen it is convolved with an image. The weights of the filters of CNNs are usually determined by training, however, in this case, no
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training is needed as the weights are determined by the numerical discretisation. Hence, numerical discretisations can be expressed
as CNNs using functionality from machine learning libraries. To solve the resulting systems, Jacobi methods can be implemented
directly or multigrid methods can be implemented through a special neural network architecture known as a U-Net [57]. Previous
examples of solving discretised governing equations using machine learning techniques include Zhao et al. [47], who solved a
finite difference discretisation of the Navier–Stokes equations using a neural network with pre-defined weights adopting an explicit
solver for the pressure equation based on preconditioned conjugate gradients. The solutions of the neural network implementation
were in good agreement with CFD benchmarks. Wang et al. [48] developed a similar approach, and obtained linear weak scaling
and a superlinear strong scaling for 2048 cores on TPUs (Google’s accelerated tensor processing units) for CFD problems with up
to a billion (109) computational cells. Woo et al. [58] developed a particle-in-cell multiphase solver to model particles immersed
in a gas, porting parts of the MFiX code (Multiphase Flow with Interphase eXchanges) to TensorFlow. Some operations, such as
particle initialisation, were handled by CPUs through Fortran code, but the computationally demanding calculations were handled
by GPUs through python code and TensorFlow functions. Chen et al. [49] implemented both finite difference and finite element
discretisations through convolutional neural networks with a sawtooth multigrid method implemented within a U-Net architecture,
to solve benchmark single-phase CFD problems. This method was extended to solve the neutron diffusion equations [50] and
radiation transport problems [51]. In the latter, a new convolutional finite element method (ConvFEM) was proposed, which was
designed to simplify the discrete convolutions of higher-order Finite Element Methods (FEMs), so that they can be easily represented
by convolutional layers in neural networks. Although applied to structured grids in this paper, by using graph neural networks, the
NN4PDEs approach has been extended to unstructured meshes, where Li et al. [59] apply the method to a Discontinuous Galerkin
formulation for solving diffusion equations.

1.3. Contribution

In this paper, we start from the NN4PDEs approach proposed by Chen et al. [49], which includes a single-phase CFD solver written
as a neural network, and extend it to model immiscible two-phase flows. We solve the 3D incompressible Navier–Stokes equations
with surface tension on structured grids and develop a type of compressive algebraic VOF method to capture the interface. A
segregated pressure and velocity time-stepping method is used with explicit time-stepping schemes for volume fraction and velocity,
and an implicit pressure update is used to enforce the incompressibility constraint. The latter is solved using a multigrid method with
Jacobi smoothing through a U-Net architecture, as described in Phillips et al. [50]. Using convolutional neural networks, we solve
the discretised system of equations and obtain the same answer (to within solver tolerance) as if the numerical methods had been
coded in Fortran or C++. The first advantage of this AI-based framework is that the code can be run on CPU- or GPU-based systems
without having to make any changes or re-implement code using CUDA, OpenCL or OpenACC. The writers of ML libraries such as
TensorFlow [60], PyTorch [61] and JAX [62] have abstracted away platform-related code, meaning that it is very simple for the user
to run their code on CPUs or GPUs. Furthermore, as the code uses functionality found in machine learning libraries, it can also be
deployed on the latest energy-efficient AI accelerators such as those developed by GraphCore [63] and Cerebras [64], which have the
potential for even greater computational speeds than GPUs. The C++ library Kokkos [65] operates in a similar vein to ML libraries,
abstracting away code relating to the low-level memory access needs for different GPU architectures, enabling users to run their
C++ codes on CPUs and GPUs without writing in CUDA, OpenCL or OpenACC themselves. Kokkos has been used to simulate boiling
in two-phase flow [66] and two-phase-flow in a fluidised bed [67]. A second advantage of expressing the discretised governing
equations as neural networks is the potential for seamless integration with machine learning workflows such as surrogate models
or digital twins. For example, having a CFD-based solver written as a neural network will streamline physics-informed approaches,
which minimise the residual of the governing equations whilst training a neural network [68,69]. In addition, the backpropagation
functionality of machine learning libraries will allow the CFD model to be differentiated [70,71], facilitating data assimilation,
control and inversion. The NN4PDEs approach has already been successfully applied to discover subsurface geology by inverting
measurements of electrical resistivity [72].

The contribution of this paper is to extend, to multiphase flow problems, the NN4PDEs approach of solving discretised PDEs
by capitalising on the functionality found within machine-learning libraries. The numerical schemes used should all be suitable for
implementation in the AI-based framework proposed here, so a compressive algebraic VoF method is developed which maintains a
sharp interface between the two fluids. The remaining text is divided as follows: the methodology is described in Section 2; results
for a series of collapsing water column problems and rising bubble problems are presented in Section 3; and conclusions are drawn
in Section 4.

2. Methodology

In Section 2.1, we outline the governing equations: the advection equation for the interface between the fluids, and the equations
conserving mass and momentum. The idea underlying the NN4PDEs approach is introduced in Section 2.2 and demonstrated for
some simple cases. Here, we also explain the notation used to express discretisations through filters of convolutional layers which
is fundamental to the NN4PDEs approach. In Section 2.3, we describe the application of NN4PDEs to the equations governing
multiphase flow, and give an outline of the interface-capturing scheme that detects oscillatory behaviour and the non-linear
3

Petrov–Galerkin method that attempts to diffuse away oscillations. The final solution algorithm is presented in Section 2.4.
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2.1. Governing equations

2.1.1. Advection equation for the volume fraction field
The advection equation that governs the scalar volume fraction field 𝐶 (or indicator field) is given by:

𝜕𝐶
𝜕𝑡

+ 𝒒 ⋅ ∇𝐶 = 0 , (1)

where 𝒒 = (𝑢, 𝑣,𝑤)𝑇 represents the advection velocity. Here, two-phase flow is modelled, where a value of 𝐶 = 1 indicates pure
liquid and a value of 𝐶 = 0 indicates a pure gas. The overall density, 𝜌, is:

𝜌 = 𝐶𝜌𝑙 + (1 − 𝐶)𝜌𝑔 , (2)

with densities of the liquid and gas denoted by 𝜌𝑙 and 𝜌𝑔 respectively.

2.1.2. Navier–Stokes equations
The incompressible Navier–Stokes equations can be written as

𝜌
(

𝜕𝒒
𝜕𝑡

+ 𝒒 ⋅ ∇𝒒
)

+ 𝜎𝒒 − ∇ ⋅ (𝜇∇𝒒) = −∇𝑝 + 𝒔𝑞 + 𝒔𝑡 , (3a)

∇ ⋅ 𝒒 = 0 , (3b)

in which 𝑝 denotes the pressure, 𝜎 is an absorption coefficient and 𝜇 is the dynamic viscosity. Buoyancy is represented by the term
𝒔𝑞 = −𝜌𝑔𝒆𝒛 where 𝑔 is the acceleration due to gravity and 𝒆𝒛 is a unit vector in the upwards vertical direction. The effects of surface
tension are represented through a source term, 𝒔𝑡, given by

𝒔𝑡 = 𝜎𝑡𝜅∇𝐶 , (4)

where 𝜎𝑡 is the surface tension coefficient and the curvature is represented by 𝜅. The curvature is a continuous volumetric field
which represents the effective normal to the liquid–gas interface and is defined as follows:

𝜅 = ∇ ⋅ 𝒏𝑡 where 𝒏𝑡 =
∇𝐶

||∇𝐶||2
. (5)

his formulation is sometimes referred to as continuous surface force [15]. A consequence of Eqs. (1), (2) and (3b), is that the mass
onservation equation holds:

𝜕𝜌
𝜕𝑡

+ ∇ ⋅ (𝜌𝒒) = 0 . (6)

Dirichlet or Neumann boundary conditions are applied as needed, depending on the example being investigated.

2.2. Discretisation using convolutional layers

The NN4PDEs approach [49] is based on the idea that the matrix–vector multiplications associated with numerical discretisations
can be written as discrete convolutions. Such operations are commonly used in the convolutional layers of neural networks, thus
many numerical discretisations can be expressed using functions within machine learning libraries. See [54–56] for more details
about CNNs.

2.2.1. Equivalence between numerical discretisations and discrete convolutions
Although finite element discretisations are used in this paper, finite difference discretisation schemes have a simpler mathematical

form, so an example of writing finite difference discretisations as discrete convolutions is presented here. For the discretised isotropic
diffusion operator (∇2) in 3D, a second-order finite difference scheme has the following representation as a 3 × 3 × 3 convolutional
filter:

𝐰∇2 ⋅,⋅,−1 =

⎡

⎢

⎢

⎢

⎣

0 0 0

0 −1
(𝛥𝑧)2 0

0 0 0

⎤

⎥

⎥

⎥

⎦

, 𝐰∇2 ⋅,⋅,0 =

⎡

⎢

⎢

⎢

⎢

⎣

0 −1
(𝛥𝑦)2 0

−1
(𝛥𝑥)2

2
(𝛥𝑥)2 + 2

(𝛥𝑦)2 + 2
(𝛥𝑧)2

−1
(𝛥𝑥)2

0 −1
(𝛥𝑦)2 0

⎤

⎥

⎥

⎥

⎥

⎦

,𝐰∇2 ⋅,⋅,1 =

⎡

⎢

⎢

⎢

⎣

0 0 0

0 −1
(𝛥𝑧)2 0

0 0 0

⎤

⎥

⎥

⎥

⎦

, (7)

where 𝛥𝑥, 𝛥𝑦 and 𝛥𝑧 denote the grid spacing between the nodes in the 𝑥, 𝑦 and 𝑧 directions. The rank 3 tensor is shown here in
three ‘slices’, labelled as −1, 0 and 1. For more details on finite difference discretisations, the reader is referred to Fletcher [73]
and Linge and Langtangen [74]. Considering this diffusion operator in 2D for a uniform grid (𝛥𝑥 = 1 = 𝛥𝑦), Fig. 1 shows a stencil
representing the discretised operator acting on a part of the solution field which calculates the value for cell 𝑌33. This application
of the finite difference stencil is exactly equivalent to passing a filter, with weights as specified in Fig. 1, over an image, as done in
the convolutional layer of a convolutional neural network. In the left of this figure, a halo region can be seen, which is made up of
ghost cells that are represented by the white cells (cells 𝑖𝑗 where 𝑖 ∈ {0, 6}, 𝑗 ∈ {0, 1,… , 6} and 𝑖 ∈ {0, 1,… , 6} , 𝑗 ∈ {0, 6}), through
which boundary conditions can be applied. In machine learning terminology, this is known as padding, and is used to obtain a
feature map of the same dimension as that of the image to which the filter is applied. In this way, numerical discretisations can be
represented as convolutional layers of neural networks. Systems arising from this can be solved directly with a Jacobi method or
implicitly using a multigrid solver implemented through a U-Net architecture [49,50].
4



Computer Methods in Applied Mechanics and Engineering 426 (2024) 116974B. Chen et al.

a
t
o
o
o

2

w
T
i
t
t
b
w

2

p

i
n
q
l

Fig. 1. On the left (in orange) is a 5 by 5 image with pixel values 𝐶𝑖𝑗 (𝑖, 𝑗 ∈ {1, 2, … , 5}). A filter (in blue) of a convolutional layer, with weights as shown, is
pplied to the 3 by 3 part of the image centred around pixel 𝐶33. The sum of the products of the weights and the pixel values determines the central value of
he resulting feature map 𝑌33 (in orange). Equivalently, on the left (in orange) is a 5 by 5 solution field 𝐶𝑖𝑗 (𝑖, 𝑗 ∈ {1, 2, … , 5}) to which is applied the stencil
f the diffusion operator discretised by finite differences (in blue). This results in the value 𝑌33 (in orange). (The finite difference nodes are located at the centre
f the cells.) Forming a halo around the inner domain are the white cells or ghost cells, through which boundary conditions can be applied. (For interpretation
f the references to colour in this figure legend, the reader is referred to the web version of this article.)

.2.2. Notation
The action of a discretisation stencil on a 3D tensor, 𝑪𝑛, can be written as follows:

𝒇 (𝑪𝑛;𝐰)|𝑖,𝑗,𝑘 =
𝓁
∑

𝑖𝑖=−𝓁

𝓁
∑

𝑗𝑗=−𝓁

𝓁
∑

𝑘𝑘=−𝓁
w𝑖𝑖,𝑗𝑗,𝑘𝑘 𝐶

𝑛
𝑖+𝑖𝑖,𝑗+𝑗𝑗,𝑘+𝑘𝑘 (8)

here 𝐰 is of dimension 2𝓁 + 1 by 2𝓁 + 1 by 2𝓁 + 1 and represents the coefficients associated with the numerical discretisation.
his expression is equivalent to convolving a filter of weights 𝐰 with an image, as is done in a convolutional layer, see page 128

n chapter 3 of [75] and also [53,76]. This notation is used throughout to represent the application of a filter with weights 𝐰 to a
ensor 𝑪𝑛 which holds the values of a solution field at the nodes or grid points. The discretised differential operator is expressed
hrough the weights and is applied to the discretised field. Generally, the tensor will have a padding of 𝓁 cells (through which
oundary conditions are applied) and be of dimension 𝑁𝑥 +2𝓁 by 𝑁𝑦 +2𝓁 by 𝑁𝑧 +2𝓁, but the output of the function can be written
ithout the padding (𝑁𝑥 by 𝑁𝑦 by 𝑁𝑧). The value of 𝓁 depends on the discretisation applied, see Section 2.3.3.

.2.3. Finite element discretisation of first-order derivatives
Filters can also be used to represent finite element discretisations. The weights of the filter are calculated from integrals of

roducts of basis functions
(

𝑁𝑎
)

and their derivatives in the usual manner, e.g.,

∫𝑉
𝑁𝑎

𝜕𝑁𝑏
𝜕𝑥

𝑑𝑉 , ∀ 𝑏, or ∫𝑉
𝑁𝑖,𝑗,𝑘

𝜕𝑁𝑖′ ,𝑗′ ,𝑘′

𝜕𝑥
𝑑𝑉 , ∀

(

𝑖′, 𝑗′, 𝑘′
)

. (9)

n which the finite element nodes 𝑎 and 𝑏 are replaced with the equivalent tensor indices (𝑖, 𝑗, 𝑘) and
(

𝑖′, 𝑗′, 𝑘′
)

respectively. For every
ode away from the boundary and, with every element being of quadrilateral shape and of the same size (i.e., regular structured
uadrilateral elements), these matrix entries are the same for each node and written as the weights of a filter of a convolutional
ayer:

wx 𝑖𝑖,𝑗𝑗,𝑘𝑘 = ∫𝑉
𝑁𝑖,𝑗,𝑘

𝜕𝑁𝑖′ ,𝑗′ ,𝑘′

𝜕𝑥
𝑑𝑉 with 𝑖𝑖 = 𝑖′ − 𝑖, 𝑗𝑗 = 𝑗′ − 𝑗, 𝑘𝑘 = 𝑘′ − 𝑘 . (10)

Due to the compact support of the FEM basis functions, these matrix entries are only non-zero for indices 𝑖𝑖 ∈ {−𝓁,… ,𝓁},
𝑗𝑗 ∈ {−𝓁,… ,𝓁}, 𝑘𝑘 ∈ {−𝓁,… ,𝓁} and they can be replaced by a 2𝓁 + 1 by 2𝓁 + 1 by 2𝓁 + 1 tensor 𝐰 or w . For linear
5

𝐱 x 𝑖𝑖,𝑗𝑗,𝑘𝑘
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elements 𝓁 = 1, quadratic elements 𝓁 = 2 and cubic elements 𝓁 = 3. Thus, the weights of a linear FEM discretisation of the
derivative with respect to 𝑥, 𝐰𝐱, are defined as

𝐰𝐱⋅,⋅,−1 =
𝑚𝑙

72𝛥𝑥

⎡

⎢

⎢

⎣

−1 0 1
−4 0 4
−1 0 1

⎤

⎥

⎥

⎦

, 𝐰𝐱⋅,⋅,0 =
𝑚𝑙

72𝛥𝑥

⎡

⎢

⎢

⎣

−4 0 4
−16 0 16
−4 0 4

⎤

⎥

⎥

⎦

, 𝐰𝐱⋅,⋅,1 =
𝑚𝑙

72𝛥𝑥

⎡

⎢

⎢

⎣

−1 0 1
−4 0 4
−1 0 1

⎤

⎥

⎥

⎦

, (11)

where 𝑚𝑙 = 𝛥𝑥𝛥𝑦𝛥𝑧.
A challenge arising during the design of quadratic or higher order FE methods within the NN4PDEs approach, is that the

coefficients of the stencil are different at each node. For convolutional layers, the same filter is applied to each pixel in the image.
In order to address this, a new FEM has been devised known as the Convolutional Finite Element Method (ConvFEM), which has
the same coefficients at each node in the mesh or grid. This greatly simplifies the implementation of higher-order FE discretisations
using the filters of convolutional layers on structured grids. The basic idea in forming the ConvFEM filters is to sum coefficients
of the stencils and take the average (see Phillips et al. [51] for further details). A number of FE discretisations are applied in this
paper, thus filters are tensors of shape of either 3 × 3 × 3 for linear FE, 5 × 5 × 5 for quadratic ConvFEM elements, or 7 × 7 × 7
for cubic ConvFEM elements. These filters are listed in the GitHub repository by Phillips [77], along with the computer code that
automatically generates them.

2.2.4. Finite-element based discretisation of second-order derivatives
Second-order derivatives can be implemented in the same way as first-order derivatives, with the coefficients corresponding to

the numerical discretisation making up the weights of the filters, 𝐰𝐱𝐱, 𝐰𝐲𝐲 and 𝐰𝐳𝐳. In this work, any stabilising terms (such as
those derived from Petrov–Galerkin methods) also involve second-order spatial derivatives. Considering the second derivative in
the 𝑥 direction of field 𝐶𝑛 with diffusion coefficient 𝑘𝑛𝐶 , its typical form can be expanded as three terms, all involving the Laplacian
operator,

− 𝜕
𝜕𝑥

(

𝑘𝑛𝐶
𝜕𝐶𝑛

𝜕𝑥

)

= −1
2

(

𝜕2(𝑘𝑛𝐶𝐶
𝑛)

𝜕𝑥2
+ 𝑘𝑛𝐶

𝜕2𝐶𝑛

𝜕𝑥2
− 𝐶𝑛

𝜕2𝑘𝑛𝐶
𝜕𝑥2

)

(Continuum Form)

∼ 1
2
(

𝒇 (𝒌𝑛𝑪 ⊙ 𝑪𝑛;𝐰𝐱𝐱) + 𝒌𝑛𝑪 ⊙ 𝒇 (𝑪𝑛;𝐰𝐱𝐱) − 𝑪𝑛 ⊙ 𝒇 (𝒌𝑛𝑪 ;𝐰𝐱𝐱)
)

=∶ 𝒇∇2 (𝑪𝑛,𝒌𝑛𝑪 ;𝐰𝐱𝐱) , (Discretised Form)

(12)

here 𝐰𝐱𝐱 contains weights associated with a particular discretisation of the second derivative (as yet unspecified), 𝒌𝐶𝑛 is the tensor
ontaining the diffusion coefficients at each node of the grid at time level 𝑛, and ⊙ is the Hadamard product (also known as Schur
roduct) which represents entry-wise multiplication. Eq. (12) presents a very convenient way of writing terms involving second
erivatives of the form seen in the left-hand side of Eq. (12) for implementation using convolutional layers, as it only requires the
se of a discretised Laplacian (or associated filter) to form the diffusion operator in the case of varying diffusion coefficients. For
sotropic diffusion (in three directions) this equation becomes:

−∇ ⋅
(

𝑘𝑛𝐶∇𝐶
𝑛) = −1

2
(

∇2(𝑘𝑛𝐶𝐶
𝑛) + 𝑘𝑛𝐶∇

2𝐶𝑛 − 𝐶𝑛∇2𝑘𝑛𝐶
)

(Continuum Form)

∼ 1
2
(

𝒇 (𝒌𝑛𝑪 ⊙ 𝑪𝑛;𝐰∇2 ) + 𝒌𝑛𝑪 ⊙ 𝒇 (𝑪𝑛;𝐰∇2 ) − 𝑪𝑛 ⊙ 𝒇 (𝒌𝑛𝑪 ;𝐰∇2 )
)

= 𝒇∇2 (𝑪𝑛,𝒌𝑛𝑪 ;𝐰∇2 ) , (Discretised Form)

(13)

in which the filter 𝐰∇2 contains weights associated with a particular discretisation of isotropic diffusion. These expressions will be
used, in the following sections, to represent viscous and stabilisation terms that are determined from a non-linear Petrov–Galerkin
discretisation.

2.3. Discretisation of the governing equations using convolutional layers

We now discretise multiphase flow equations in space and time with FEM, and express these discretisations as convolutions using
the notation introduced in Section 2.2.2.

2.3.1. Advection equation for the volume fraction field
The equation governing the volume fraction field, Eq. (1), is discretised in time using forward Euler time-stepping:

𝐶𝑛+1 − 𝐶𝑛

𝛥𝑡
+ 𝒒𝑛+1 ⋅ ∇𝐶𝑛 = 0 , (14)

here 𝐶𝑛 is the volume fraction field at time level 𝑛, 𝒒𝑛 is the velocity field at time level 𝑛 and 𝛥𝑡 is the time step. The forward Euler
ime-stepping method has been chosen because it has a negative diffusion coefficient in the truncation error which compresses the
olution slightly [32,33]. Using the filters derived in Section 2.2.4, Eq. (14) can be discretised in space as

𝒓
𝑛+ 1

2
𝑪 = 𝒇

(

𝑪𝑛+1 − 𝑪𝑛

𝛥𝑡
;𝐰𝐦𝐥

)

+ 𝒔̃
𝑛+ 1

2
𝐶 , (15)

̃
𝑛+ 1

2 = 𝒖𝑛+1 ⊙ 𝒇
(

𝑪𝑛;𝐰
)

+ 𝒗𝑛+1 ⊙ 𝒇
(

𝑪𝑛;𝐰
)

+𝒘𝑛+1 ⊙ 𝒇
(

𝑪𝑛;𝐰
)

6

with 𝒔𝐶 𝐱 𝐲 𝐳
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T
a

i

+ 𝒇∇2 (𝑪𝑛;𝒌𝒙 𝑛
𝑪 ,𝐰𝐏𝐆

𝐱𝐱
)

+ 𝒇∇2
(

𝑪𝑛;𝒌𝒚 𝑛𝑪 ,𝐰𝐏𝐆
𝐲𝐲

)

+ 𝒇∇2 (𝑪𝑛;𝒌𝒛 𝑛𝑪 ,𝐰𝐏𝐆
𝐳𝐳

)

, (16)

where 𝒇 denotes the convolution of a filter with the first argument of the function; 𝐰𝐦𝐥 represents a lumped mass tensor whose only
non-zero entry corresponds to 𝑖 = 0, 𝑗 = 0, 𝑘 = 0 and has value 𝛥𝑥𝛥𝑦𝛥𝑧; 𝒖𝑛+1, 𝒗𝑛+1 and 𝒘𝑛+1 are tensors which represent the three
velocity components on the structured grid; the first-order discretised differential operators are represented by a convolutional layer
with weights 𝐰𝐱, 𝐰𝐲 and 𝐰𝐳. Finally, filters with weights from a linear 3 × 3 × 3 FEM discretisation for calculating the second-order
derivatives are represented by 𝐰𝐏𝐆

𝐱𝐱 , 𝐰𝐏𝐆
𝐲𝐲 , and 𝐰𝐏𝐆

𝐳𝐳 . These second derivative terms provide diffusion (based on the Petrov–Galerkin
method) and are included to reduce the oscillations that can occur when central-difference or FEM-based discretisations are applied
to an advection term (see Sections 2.3.4 and 2.3.5).

2.3.2. Navier–Stokes equations
The momentum equation, Eq. (3a), is discretised in time using a two-level central difference scheme similar to the Crank–Nicolson

time-stepping method, however 𝜎 and the pressure terms are discretised using backward Euler time-stepping, resulting in:

𝜌𝑛
(

𝒒̃𝑛+1 − 𝒒𝑛

𝛥𝑡
+ 𝑢𝑛+

1
2
𝜕𝒒𝑛+

1
2

𝜕𝑥
+ 𝑣𝑛+

1
2
𝜕𝒒𝑛+

1
2

𝜕𝑦
+𝑤𝑛+ 1

2
𝜕𝒒𝑛+

1
2

𝜕𝑧

)

+ 𝜎𝒒̃𝑛+1 − ∇ ⋅ (𝜇∇𝒒𝑛+
1
2 )

= −∇𝑝𝑛+1ℎ𝑠 − ∇𝑝̃𝑛+1𝑛ℎ + 𝒔𝑛𝑞 + 𝒔𝑛𝑡 .

(17)

he buoyancy and surface tension forces are represented by 𝒔𝑛𝑞 and 𝒔𝑛𝑡 respectively, and the pressure has been split into two terms:
term which balances hydrostatic and surface tension forces

(

𝑝𝑛+1ℎ𝑠
)

, and a non-hydrostatic non-surface-tension force component
(

𝑝̃𝑛+1𝑛ℎ
)

. The tilde sign above a variable indicates that we will use the best approximation currently available for that variable. Eq. (17)
can then be discretised in space using a Petrov–Galerkin method [78], with mass lumping for the advection, time and absorption
terms. Using the filter notation of Section 2.2.2, this can be expressed as:

𝒓
𝑛+ 1

2
𝑢 = 𝒇

(

𝝆𝑛 ⊙
(

𝒖̃𝑛+1 − 𝒖𝑛
𝛥𝑡

)

+ 𝝈 ⊙ 𝒖̃𝑛+1;𝐰𝐦𝐥

)

+ 𝒔̃
𝑛+ 1

2
𝑢 with

𝒔̃
𝑛+ 1

2
𝑢 = 𝝆𝑛 ⊙

(

𝒖𝑛+
1
2 ⊙ 𝒇 (𝒖𝑛+

1
2 ;𝐰𝐱) + 𝒗𝑛+

1
2 ⊙ 𝒇 (𝒖𝑛+

1
2 ;𝐰𝐲) +𝒘𝑛+ 1

2 ⊙ 𝒇 (𝒖𝑛+
1
2 ;𝐰𝐳)

)

(18a)

+𝒇∇2 (𝒖𝑛+
1
2 ,𝒌

𝑛+ 1
2

𝑢 ;𝐰∇2 ) + 𝒇 (𝒑𝒉𝒔𝑛+1 + 𝒑̃𝑛+1𝒏𝒉 ;𝐰𝐱) − 𝒇 (𝒔𝑛𝑢 + 𝒔𝑛𝒕𝑢;𝐰𝐦),

𝒓
𝑛+ 1

2
𝑣 = 𝒇

(

𝝆𝑛 ⊙
(

𝒗𝑛+1 − 𝒗𝑛
𝛥𝑡

)

+ 𝝈 ⊙ 𝒗̃𝑛+1;𝐰𝐦𝐥

)

+ 𝒔̃
𝑛+ 1

2
𝑣 with

𝒔̃
𝑛+ 1

2
𝑣 = 𝝆𝑛 ⊙

(

𝒖𝑛+
1
2 ⊙ 𝒇 (𝒗𝑛+

1
2 ;𝐰𝐱) + 𝒗𝑛+

1
2 ⊙ 𝒇 (𝒗𝑛+

1
2 ;𝐰𝐲) +𝒘𝑛+ 1

2 ⊙ 𝒇 (𝒗𝑛+
1
2 ;𝐰𝐳)

)

(18b)

+𝒇∇2 (𝒗𝑛+
1
2 ,𝒌

𝑛+ 1
2

𝑣 ;𝐰∇2 ) + 𝒇 (𝒑𝒉𝒔𝑛+1 + 𝒑̃𝑛+1𝒏𝒉 ;𝐰𝐲) − 𝒇 (𝒔𝑛𝑣 + 𝒔𝑛𝒕𝑣;𝐰𝐦),

𝒓
𝑛+ 1

2
𝑤 = 𝒇

(

𝝆𝑛 ⊙
(

𝒘̃𝑛+1 −𝒘𝑛

𝛥𝑡

)

+ 𝝈 ⊙ 𝒘̃𝑛+1;𝐰𝐦𝐥

)

+ 𝒔̃
𝑛+ 1

2
𝑢 with

𝒔̃
𝑛+ 1

2
𝑤 = 𝝆𝑛 ⊙

(

𝒖𝑛+
1
2 ⊙ 𝒇 (𝒘𝑛+ 1

2 ;𝐰𝐱) + 𝒗𝑛+
1
2 ⊙ 𝒇 (𝒘𝑛+ 1

2 ;𝐰𝐲) +𝒘𝑛+ 1
2 ⊙ 𝒇 (𝒘𝑛+ 1

2 ;𝐰𝐳)
)

(18c)

+𝒇∇2 (𝒘𝑛+ 1
2 ,𝒌

𝑛+ 1
2

𝑤 ;𝐰∇2 ) + 𝒇 (𝒑𝒉𝒔𝑛+1 + 𝒑̃𝑛+1𝒏𝒉 ;𝐰𝐳) − 𝒇 (𝒔𝑛𝑤 + 𝒔𝑛𝒕𝑤;𝐰𝐦),

in which 𝐰𝐦 is the consistent mass filter. When solving the discretised Navier–Stokes equations the aim is to minimise the residual,

that is, to obtain: 𝒓
𝑛+ 1

2
𝑢 = 𝟎, 𝒓

𝑛+ 1
2

𝑣 = 𝟎, 𝒓
𝑛+ 1

2
𝑤 = 𝟎. These equations are solved using a two-step predictor–corrector time level approach,

n order to obtain better estimates of the velocity variables at time level 𝑛+ 1
2 . In Eqs. (18), the density at time level 𝑛 is given by:

𝝆𝑛 = 𝜌𝑙𝑪𝑛 + 𝜌𝑔(𝟏 − 𝑪𝑛) , (19)

where 𝟏 is a tensor in which each entry is unity
(

that is 𝟏 | 𝑖,𝑗,𝑘 = 1
)

and similarly, 𝟎 represents the zero tensor (every entry is 0).
There are three buoyancy tensors, one of which is non-zero, as determined by the direction of gravity

𝑛 𝑛 𝑛 𝑛
7

𝒔𝑢 = 𝟎, 𝒔𝑣 = 𝟎, 𝒔𝑤 = −𝑔 𝝆 . (20)
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On discretising the surface tension given in Eq. (4) we obtain:

𝒔𝑛𝒕𝑢 = 𝜎𝑡𝜿𝑛 ⊙ 𝑪𝑛
𝒙, 𝒔𝑛𝒕𝑣 = 𝜎𝑡𝜿𝑛 ⊙ 𝑪𝑛

𝒚 , 𝒔𝑛𝒕𝑤 = 𝜎𝑡𝜿𝑛 ⊙ 𝑪𝑛
𝒛 , (21)

where the curvature tensor is represented by 𝜿𝑛. In order to calculate the curvature, we take the gradient of the normal to the
interface using filters as follows

𝜿𝑛 = 𝒇
(

𝒇 (𝒏𝑛𝒕𝑢;𝐰𝐱) + 𝒇 (𝒏𝑛𝒕𝑣;𝐰𝐲) + 𝒇 (𝒏𝑛𝒕𝑤;𝐰𝐯);𝐰−𝟏
𝐦𝐥
)

, (22)

in which 𝐰−𝟏
𝐦𝐥 is the inverse of the lumped mass filter and where the tensors representing the normal are given by

𝒏𝑛𝒕𝑢 = 𝑪𝑛
𝒙 ⊘

(

𝜖𝑡𝟏 + 𝒍𝑛
)

,

𝒏𝑛𝒕𝑣 = 𝑪𝑛
𝒚 ⊘

(

𝜖𝑡𝟏 + 𝒍𝑛
)

,

𝒏𝑛𝒕𝑤 = 𝑪𝑛
𝒛 ⊘

(

𝜖𝑡𝟏 + 𝒍𝑛
)

,

with 𝑙𝑛𝑖,𝑗,𝑘 =
√

(𝐶𝑛
𝑥𝑖,𝑗,𝑘)

2 + (𝐶𝑛
𝑦𝑖,𝑗,𝑘)

2 + (𝐶𝑛
𝑧𝑖,𝑗,𝑘)

2 and 𝜖𝑡 =
10−7
ℎ

, (23)

where ℎ is the typical grid spacing and ⊘ is the Hadamard entry-wise division of equally sized tensors, i.e.,

𝒄̂ = 𝒂̂⊘ 𝒃̂ ⟺ 𝑐𝑖,𝑗,𝑘 =
𝑎̂𝑖,𝑗,𝑘
𝑏̂𝑖,𝑗,𝑘

.

Spurious currents can be generated when the capillary number is low [79], which is mitigated by introducing dissipation to the
volume fraction field, done here through a Petrov–Galerkin formulation (see Section 2.3.4).

2.3.3. Application of boundary conditions
The boundary conditions are applied through the halo nodes using padding (see Fig. 1). This means that the discretisation scheme

is the same wherever it is applied, whether this is next to the boundary or within the domain, thereby simplifying the implementation
of the method. These halos are one node thick for linear elements, two nodes thick for quadratic elements and three nodes thick for
cubic elements. Dirichlet boundary conditions are applied by setting the values of the halo nodes to equal the desired value. When
applying a specified normal derivative, the value at the halo nodes is calculated by extrapolating from the nearest node within
the domain using the specified gradient. Most commonly, a zero derivative is applied, in which case, this simplifies to copying
the nearest nodal value within the domain to the halo nodes at least for linear ConvFEM. See Fig. 2 for further details of how the
boundary conditions are applied.

Thus, for incoming flows one might specify the values of 𝐶𝑛
𝑖,𝑗,𝑘 at the halo nodes based on the desired Dirichlet boundary

onditions and for boundaries with outgoing flows one might apply a zero derivative boundary condition to 𝐶𝑛
𝑖,𝑗,𝑘. For incoming

elocities, the Dirichlet velocity components are specified at the halo nodes and for outgoing flows (outlet boundary), a zero normal-
erivative boundary condition is applied by copying the nodal values at the boundary to the halo nodes for the velocity component
ormal to the boundary. For non-hydrostatic non-surface-tension pressure, a zero derivative boundary condition is applied on all
oundaries other than the outlet boundary, at which a zero value is specified. For hydrostatic and surface-tension pressure, 𝑝ℎ𝑠, a
ero normal-derivative boundary condition is applied on the lateral (side) boundaries and a zero value is applied at the top boundary
f the domain. For the bottom boundary, the pressure gradient 𝜕𝑝ℎ𝑠

𝜕𝑧 = −𝜌𝑔 is enforced, in which the density 𝜌 from the nearest node
within the domain is used. For the hydrostatic and surface-tension pressure, and the non-hydrostatic non-surface-tension pressure
correction steps, the boundary conditions just described are applied at each of the levels within the multigrid method, see Phillips
et al. [51].

2.3.4. Isotropic non-linear Petrov–Galerkin method
We apply an isotropic non-linear Petrov–Galerkin method to both the velocity components and the volume fraction field in order

to reduce the oscillations that would otherwise occur, as a result of applying a high-order discretisation, see Godunov’s theorem [80].
Introducing non-linearity enables us to control the oscillations. Based on Donéa and Huerta [78, page 185], the approach outlined in
this section will calculate diffusion coefficients to be used for volume fraction and velocities that are calculated in Eqs. (15), (18a),
(18b) and (18c). Using three methods, we calculate three diffusion coefficients, and select the one with the lowest value at each
grid point. Suppose that 𝜳 𝑛 is either the volume fraction field 𝑪𝑛 or a velocity component (either 𝒖𝑛, 𝒗𝑛 or 𝒘𝑛). Then, according
to Codina [81], if the discretised derivatives of 𝜳 𝑛 with respect to 𝑥, 𝑦 and 𝑧 are written as 𝜳 𝑛

𝒙 = 𝒇 (𝜳 𝑛;𝐰𝐱), 𝜳 𝑛
𝒚 = 𝒇 (𝜳 𝑛;𝐰𝐲) and

𝑛
𝒛 = 𝒇 (𝜳 𝑛;𝐰𝐳), the first residual-based diffusion coefficient is given by:

𝒌𝑛𝒂𝒃𝒔 = 𝛼𝑘𝑎𝑏𝑠|𝒂𝑛𝜳 |⊙ 𝒉𝑛𝜳 ⊘ (𝜖𝑘𝟏 +
1
3
(|𝜳 𝑛

𝒙| + |𝜳 𝑛
𝒚 | + |𝜳 𝑛

𝒛|)) , (24)

where 𝜖𝑘 is a small positive number added to the term in the divisor, so that the diffusion coefficients do not become too large (in
this paper, 10−7 is used); and 𝒂𝑛𝜳 represents the residual of the advection part of the governing equation. For the general case where
the grid spacing is different in different directions, the lengthscale associated with the diffusion is given by

𝒉𝑛𝜳 =
(

𝛥𝑥|𝜳 𝑛
𝒙| + 𝛥𝑦|𝜳 𝑛

𝒚 | + 𝛥𝑧|𝜳 𝑛
𝒛|
)

⊘
(

𝜖𝑘𝟏 + |𝜳 𝑛
𝒙| + |𝜳 𝑛

𝒚 | + |𝜳 𝑛
𝒛|
)

, (25)

nd the expression for the first diffusion coefficient becomes

𝒌𝑛 = 𝛼 |𝒂𝑛 |⊙ (𝛥𝑥|𝜳 𝑛
| + 𝛥𝑦|𝜳 𝑛

| + 𝛥𝑧|𝜳 𝑛
|)⊘ (𝜖 𝟏 + 1 (|𝜳 𝑛

| + |𝜳 𝑛
| + |𝜳 𝑛

|)2) . (26)
8
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Fig. 2. Diagrams showing how boundary conditions are applied through halo values when using the quadratic ConvFEM. Linear ConvFEM can be realised simply
by ignoring the second layer of halo values. The indices 1, 2, 3 and 4 indicate the cell or node number within the solution domain. These same indices are used
in the halo nodes to indicate where the information for forming the halo values is obtained. The basic idea behind the boundary conditions is to specify the
value of the halo values such that when one interpolates these with the values inside the domain then one obtains the desired boundary conditions along the
boundaries (indicated here by thick blue lines). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)

For the case when the grid spacing is the same in all three directions, Eq. (25) simplifies to 𝒉𝑛𝜳 = 𝛥𝑥𝟏 resulting in

𝒌𝑛𝒂𝒃𝒔 = 𝛼𝑘𝑎𝑏𝑠𝛥𝑥|𝒂𝑛𝜳 |⊘ (𝜖𝑘𝟏 +
1
3
(|𝜳 𝑛

𝒙| + |𝜳 𝑛
𝒚 | + |𝜳 𝑛

𝒛|)) . (27)

Taking the expression from Hansbo and Johnson [82], the second residual-based diffusion coefficient is given by:

𝒌𝑛𝒔𝒒𝒖𝒂𝒓𝒆 = 𝛼𝑘𝑠𝑞𝑢𝑎𝑟𝑒 (𝒂𝑛𝜳 )
2 ⊙ 𝒉𝑛𝜳

⊘
(

𝜖𝑘𝟏 +
1
3
(|𝒖𝑛 ⊙ 𝜳 𝑛

𝒙| + |𝒗𝑛 ⊙ 𝜳 𝑛
𝒚 | + |𝒘𝑛 ⊙ 𝜳 𝑛

𝒛|)((𝜳𝒙
𝑛)2 + (𝜳 𝒚

𝑛)2 + (𝜳 𝒛
𝑛)2)

)

, (28)

where (𝒂𝑛𝜳 )
2 = 𝒂𝑛𝜳 ⊙ 𝒂𝑛𝜳 and |𝜳 𝑛

𝒙| is a tensor in which the absolute value of each entry of 𝜳 𝑛
𝒙 is taken. The coefficients 𝛼𝑘𝑎𝑏𝑠, 𝛼𝑘𝑠𝑞𝑢𝑎𝑟𝑒

have been determined by trial and error, and are defined as:

𝛼𝑘𝑎𝑏𝑠 =
1

8 × 2p
and 𝛼𝑘𝑠𝑞𝑢𝑎𝑟𝑒 =

8
2p

,

where p is the polynomial order of the finite element expansion, i.e., p = 1 for linear 3 × 3 × 3 filters, p = 2 for quadratic 5 × 5 × 5
filters and p = 3 for cubic filters.

To calculate the advection residual, 𝒂𝑛𝜳 , which appears in Eqs. (24) and (28), a simple mixed mass approach is used

𝒂𝑛𝜳 = 𝛼𝑎𝒇
(

𝒖𝑛 ⊙ 𝒇 (𝜳 𝑛;𝐰𝐱) + 𝒗𝑛 ⊙ 𝒇 (𝜳 𝑛;𝐰𝐲) +𝒘𝑛 ⊙ 𝒇 (𝜳 𝑛;𝐰𝐳);
1
𝑚𝑙

𝐰𝐦 − 𝐄
)

, (29)

where 𝑚𝑙 = 𝛥𝑥𝛥𝑦𝛥𝑧 is the lumped mass term, 𝐰𝐦 filter representing the consistent mass matrix and 𝐄 is the ‘‘identity filter’’ (on
convolving this with a tensor produces the same tensor). A scalar coefficient, 𝛼𝑎, is introduced, for which a value of 𝛼𝑎 = 2 has been
found effective. The underlying assumption, in using Eq. (29) for calculating the residual tensor, is that most of the errors in the
discretisation are within the spatial gradients associated with the transport terms, which, given the dominance of these terms in the
applications presented here, is a reasonable assumption.

Finally, the rate of diffusion should not exceed the rate of advection, so we introduce a maximum diffusion coefficient calculated
as follows:

𝒌𝑛𝒎𝒂𝒙 = 𝛥𝑥|𝒖𝑛| + 𝛥𝑦|𝒗𝑛| + 𝛥𝑧|𝒘𝑛
| . (30)

Assuming that all the diffusion coefficients given by Eqs. (24), (28), (30) are conservatively large, one can determine the diffusion
coefficient using:

𝒌𝑛𝜳 = 𝝆𝑛
𝜳 ⊙min{𝒌𝑛𝒎𝒂𝒙, 𝒌

𝑛
𝒂𝒃𝒔, 𝒌

𝑛
𝒔𝒒𝒖𝒂𝒓𝒆} + 𝜇𝟏, (31)

or 𝑘𝛹
𝑛
𝑖,𝑗,𝑘 = 𝜌𝛹

𝑛
𝑖,𝑗,𝑘 min{𝑘𝑛𝑚𝑎𝑥 𝑖,𝑗,𝑘, 𝑘

𝑛
𝑎𝑏𝑠 𝑖,𝑗,𝑘, 𝑘

𝑛
𝑠𝑞𝑢𝑎𝑟𝑒 𝑖,𝑗,𝑘} + 𝜇 . (32)

At each grid point (i.e., for each 𝑖, 𝑗, 𝑘) the minimum of the three diffusion coefficients is taken. When solving for the velocity
components 𝝆𝑛

𝜳 = 𝝆𝑛 and when solving for the volume fraction field, 𝝆𝑛
𝜳 = 𝟏. Also, if 𝜳 𝑛 is a velocity component, 𝜇 is the dynamic

viscosity and if 𝜳 𝑛 is the volume fraction field, 𝜇 = 0 is the diffusivity. By taking the minimum value of these diffusion coefficients
(Eq. (31)), it is hoped that the scheme will minimally intervene in the discretisation.
9
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2.3.5. Compressive advection for interface-capturing with Petrov–Galerkin and extrema detecting for the volume fraction field
The positive Petrov–Galerkin diffusion can result in a smeared interface, so to counteract this, we introduce negative diffusion

hrough another Petrov–Galerkin-based formulation. We use the approach outlined in Pavlidis et al. [33] (Equation (33) in that
aper) to sharpen up interfaces by adding negative diffusion to the advection equation for the volume fraction when this field has
o extrema in a particular direction, which is determined by an oscillatory detecting variable.

We now outline the new approach used to detect oscillations. Variables detecting oscillations in each direction with increasing 𝑥,
𝑦 and 𝑧, are calculated for linear 3 × 3 × 3 filters 𝑆𝑥 𝑛

𝑖,𝑗,𝑘, 𝑆𝑦 𝑛
𝑖,𝑗,𝑘, 𝑆𝑧 𝑛

𝑖,𝑗,𝑘 as follows:

𝑆𝑥 𝑛
𝑖,𝑗,𝑘 = (𝐶𝑛

𝑖,𝑗,𝑘 − 𝐶𝑛
𝑖−1,𝑗,𝑘)(𝐶

𝑛
𝑖+1,𝑗,𝑘 − 𝐶𝑛

𝑖,𝑗,𝑘), (33a)

𝑆𝑦 𝑛
𝑖,𝑗,𝑘 = (𝐶𝑛

𝑖,𝑗,𝑘 − 𝐶𝑛
𝑖,𝑗−1,𝑘)(𝐶

𝑛
𝑖,𝑗+1,𝑘 − 𝐶𝑛

𝑖,𝑗,𝑘) , (33b)

𝑆𝑧 𝑛
𝑖,𝑗,𝑘 = (𝐶𝑛

𝑖,𝑗,𝑘 − 𝐶𝑛
𝑖,𝑗,𝑘−1)(𝐶

𝑛
𝑖,𝑗,𝑘+1 − 𝐶𝑛

𝑖,𝑗,𝑘) . (33c)

When quadratic and higher-order filters are used, the following oscillatory-detecting variables are calculated:

𝑆𝑥 𝑛
𝑖,𝑗,𝑘 = min{ (𝐶𝑛

𝑖−1,𝑗,𝑘 − 𝐶𝑛
𝑖−2,𝑗,𝑘)(𝐶

𝑛
𝑖,𝑗,𝑘 − 𝐶𝑛

𝑖−1,𝑗,𝑘),

(𝐶𝑛
𝑖,𝑗,𝑘 − 𝐶𝑛

𝑖−1,𝑗,𝑘)(𝐶
𝑛
𝑖+1,𝑗,𝑘 − 𝐶𝑛

𝑖,𝑗,𝑘), (34a)
(𝐶𝑛

𝑖+1,𝑗,𝑘 − 𝐶𝑛
𝑖,𝑗,𝑘)(𝐶

𝑛
𝑖+2,𝑗,𝑘 − 𝐶𝑛

𝑖+1,𝑗,𝑘) },

𝑆𝑦 𝑛
𝑖,𝑗,𝑘 = min{ (𝐶𝑛

𝑖,𝑗−1,𝑘 − 𝐶𝑛
𝑖,𝑗−2,𝑘)(𝐶

𝑛
𝑖,𝑗,𝑘 − 𝐶𝑛

𝑖,𝑗−1,𝑘),

(𝐶𝑛
𝑖,𝑗,𝑘 − 𝐶𝑛

𝑖,𝑗−1,𝑘)(𝐶
𝑛
𝑖,𝑗+1,𝑘 − 𝐶𝑛

𝑖,𝑗,𝑘), (34b)
(𝐶𝑛

𝑖,𝑗+1,𝑘 − 𝐶𝑛
𝑖,𝑗,𝑘)(𝐶

𝑛
𝑖,𝑗+2,𝑘 − 𝐶𝑛

𝑖,𝑗+1,𝑘) },

𝑆𝑧 𝑛
𝑖,𝑗,𝑘 = min{ (𝐶𝑛

𝑖,𝑗,𝑘−1 − 𝐶𝑛
𝑖,𝑗,𝑘−2)(𝐶

𝑛
𝑖,𝑗,𝑘 − 𝐶𝑛

𝑖,𝑗,𝑘−1),

(𝐶𝑛
𝑖,𝑗,𝑘 − 𝐶𝑛

𝑖,𝑗,𝑘−1)(𝐶
𝑛
𝑖,𝑗,𝑘+1 − 𝐶𝑛

𝑖,𝑗,𝑘), (34c)
(𝐶𝑛

𝑖,𝑗,𝑘+1 − 𝐶𝑛
𝑖,𝑗,𝑘)(𝐶

𝑛
𝑖,𝑗,𝑘+2 − 𝐶𝑛

𝑖,𝑗,𝑘+1) } .

he condition 𝑆𝑥 𝑛
𝑖,𝑗,𝑘 ⩾ 0 indicates that there is no change of sign in gradient and thus no oscillation; 𝑆𝑥 𝑛

𝑖,𝑗,𝑘 < 0 indicates that there
s an oscillation. Similar statements can be made for 𝑆𝑦 𝑛

𝑖,𝑗,𝑘 and 𝑆𝑧 𝑛
𝑖,𝑗,𝑘. Eqs. (34a), (34b) and (34c) provide a much more rigorous

pproach to detecting an oscillation, locally, in a particular direction than the approach used in Eqs. (33a), (33b) and (33c). In fact,
he use of the latter can lead to significant oscillations when diffusion is introduced. In addition to using 𝑆𝑥 𝑛

𝑖,𝑗,𝑘 < 0 for detecting an

scillation (with similar terms for 𝑦 and 𝑧), if 𝐶𝑛
𝑖,𝑗,𝑘 > 0.95 or 𝐶𝑛

𝑖,𝑗,𝑘 < 0.05, then an oscillation is also deemed to have been detected
nd thus the algorithm will apply positive Petrov–Galerkin diffusion and does this by setting 𝑆𝑥 𝑛

𝑖,𝑗,𝑘 = −1 𝑆𝑦 𝑛
𝑖,𝑗,𝑘 = −1 , 𝑆𝑧 𝑛

𝑖,𝑗,𝑘 = −1. These
odifications to 𝑆𝑥 𝑛

𝑖,𝑗,𝑘 𝑆𝑦 𝑛
𝑖,𝑗,𝑘 , 𝑆𝑧 𝑛

𝑖,𝑗,𝑘 reduce the likelihood of the volume fraction field becoming greater than one or less than zero.
he weights that determine how much positive (e.g., 𝑤𝑥 𝑛+

𝑖,𝑗,𝑘 ) and how much negative (e.g., 𝑤𝑥 𝑛−
𝑖,𝑗,𝑘 ) diffusion is applied, are calculated

rom:

𝑤𝑥 𝑛+
𝑖,𝑗,𝑘 = −max{−1,min{0,+𝑆𝑥 𝑛

𝑖,𝑗,𝑘}}, 𝑤𝑥 𝑛−
𝑖,𝑗,𝑘 = min{1,max{0,−𝑆𝑥 𝑛

𝑖,𝑗,𝑘}}, (35a)

𝑤𝑦 𝑛+
𝑖,𝑗,𝑘 = −max{−1,min{0,+𝑆𝑦 𝑛

𝑖,𝑗,𝑘}}, 𝑤𝑦 𝑛−
𝑖,𝑗,𝑘 = min{1,max{0,−𝑆𝑦 𝑛

𝑖,𝑗,𝑘}}, (35b)

𝑤𝑧 𝑛+
𝑖,𝑗,𝑘 = −max{−1,min{0,+𝑆𝑧 𝑛

𝑖,𝑗,𝑘}}, 𝑤𝑧 𝑛−
𝑖,𝑗,𝑘 = min{1,max{0,−𝑆𝑧 𝑛

𝑖,𝑗,𝑘}} . (35c)

he values of + = 300 and − = 300 are used here which tend to mean that these weightings produce their extreme values of 0
nd 1 most of the time. The negative diffusion coefficient used to maintain a sharp interface [32,33] is:

𝑘𝑛−𝑖,𝑗,𝑘 = −𝛽
𝑢2𝑖,𝑗,𝑘 + 𝑣2𝑖,𝑗,𝑘 +𝑤2

𝑖,𝑗,𝑘

𝜖𝑥 + ((𝐶𝑛
𝑥 𝑖,𝑗,𝑘)

2 + (𝐶𝑛
𝑦 𝑖,𝑗,𝑘)

2 + (𝐶𝑛
𝑧 𝑖,𝑗,𝑘)

2)(|𝑢𝑛∗𝑖,𝑗,𝑘| + |𝑣𝑛∗𝑖,𝑗,𝑘| + |𝑤𝑛∗
𝑖,𝑗,𝑘|)∕3

, (36)

where 𝛽 = 0.1; 𝜖𝑥 = 10−4; 𝐶𝑛
𝑥 𝑖,𝑗,𝑘, 𝐶𝑛

𝑦 𝑖,𝑗,𝑘 and 𝐶𝑛
𝑧 𝑖,𝑗,𝑘 represent the gradient of volume fraction field in each direction at time level 𝑛

(e.g., 𝐶𝑛
𝑥𝑖,𝑗,𝑘 = 𝑪𝑛

𝒙|𝑖,𝑗,𝑘); and the ∗ superscript denotes the normalisation operator for each velocity component which is defined by

(𝑢𝑛∗𝑖,𝑗,𝑘, 𝑣
𝑛∗
𝑖,𝑗,𝑘,𝑗,𝑘, 𝑤

𝑛∗
𝑖,𝑗,𝑘) = (𝐶𝑛

𝑥𝑖,𝑗,𝑘, 𝐶
𝑛
𝑦𝑖,𝑗,𝑘, 𝐶

𝑛
𝑧𝑖,𝑗,𝑘)

(

𝑢𝑛𝑖,𝑗,𝑘𝐶
𝑛
𝑥𝑖,𝑗,𝑘 + 𝑣𝑛𝑖,𝑗,𝑘𝐶

𝑛
𝑦𝑖,𝑗,𝑘 +𝑤𝑛

𝑖,𝑗,𝑘𝐶
𝑛
𝑧𝑖,𝑗,𝑘

𝜖𝑥 + (𝐶𝑛
𝑥𝑖,𝑗,𝑘)

2 + (𝐶𝑛
𝑦𝑖,𝑗,𝑘)

2 + (𝐶𝑛
𝑧𝑖,𝑗,𝑘)

2

)

. (37)

his negative diffusion coefficient is used to generate negative diffusion coefficients in 𝑥, 𝑦 and 𝑧 as follows:

𝑘𝑥 𝑛−𝑖,𝑗,𝑘 =
𝑘𝑛−𝑖,𝑗,𝑘
𝛥𝑥

, 𝑘𝑦 𝑛−𝑖,𝑗,𝑘 =
𝑘𝑛−𝑖,𝑗,𝑘
𝛥𝑦

, 𝑘𝑧 𝑛−𝑖,𝑗,𝑘 =
𝑘𝑛−𝑖,𝑗,𝑘
𝛥𝑧

. (38)

An isotropic positive diffusion coefficient is also applied to reduce oscillations. To do this, Eq. (26) is used to obtain 𝑘𝑛𝑎𝑏𝑠𝑖,𝑗,𝑘 which
is multiplied by  to form:

𝑥 𝑛+ 𝑦 𝑛+ = 𝑘𝑧 𝑛+ =  𝑘𝑛 , (39)
10
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Fig. 3. Schematic of the multiphase flow solver as a neural network containing the four stages of the overall solution method. See Fig. 4 for a schematic of
the velocity and the non-hydrostatic pressure correction. (For interpretation of the references to colour in this figure legend, the reader is referred to the web
version of this article.)

in which  = 3 (determined by trial and error) artificially elevates the Petrov–Galerkin diffusivity in order to control oscillations in
the volume fraction field generated by negative diffusion, Eq. (36). The diffusion coefficient for interface-capturing becomes:

𝑘𝑥 𝑛𝑖,𝑗,𝑘 = 𝑤𝑥 𝑛+
𝑖,𝑗,𝑘𝑘

𝑥 𝑛+
𝑖,𝑗,𝑘 +𝑤𝑥 𝑛−

𝑖,𝑗,𝑘𝑘
𝑥 𝑛−
𝑖,𝑗,𝑘 , (40)

and similarly for 𝑘𝑦 𝑛𝑖,𝑗,𝑘, 𝑘𝑧 𝑛𝑖,𝑗,𝑘. After stabilising the overall diffusion coefficient, the final anisotropic diffusion coefficients become:

𝑘𝑥 𝑛𝑖,𝑗,𝑘 ← max{−𝑘𝑚𝑖𝑛,min{𝑘𝑚𝑎𝑥, 𝑘𝑥 𝑛𝑖,𝑗,𝑘}}, (41)

where 𝑘𝑚𝑖𝑛 and 𝑘𝑚𝑎𝑥 are determined based on the stability condition of explicit time-stepping schemes:

𝑘𝑚𝑖𝑛 =
𝛼𝑚𝑖𝑛
𝛥𝑡

max{𝛥𝑥, 𝛥𝑦, 𝛥𝑧}2 , 𝑘𝑚𝑎𝑥 =
𝛼𝑚𝑎𝑥
𝛥𝑡

min{𝛥𝑥, 𝛥𝑦, 𝛥𝑧}2 , (42)

in which 𝛼𝑚𝑖𝑛 = 0.0001, 𝛼𝑚𝑎𝑥 = 0.05 has been determined by trial and error. If there are issues with dissipation of the interface (not
the case within this paper), we have seen that reducing 𝛼𝑚𝑎𝑥 to 0.005 will improve the results. Expressions similar to Eq. (42) are
developed for 𝑘𝑦 𝑛𝑖,𝑗,𝑘 and 𝑘𝑧 𝑛𝑖,𝑗,𝑘.

2.4. Solution method for the multiphase flow equations

This section describes the overall solution method for solving the Navier–Stokes and volume fraction field equations. Although
these equations are highly coupled, a segregated solution method is applied in four stages. First, the hydrostatic and surface-tension
pressure is found; second, a velocity solution is calculated; third, non-hydrostatic and non-surface-tension pressure is calculated and
the velocity solution is corrected; and finally, an advection equation is solved for the volume fraction. Fig. 3 shows a diagrammatic
representation of the multiphase solution method implemented as a neural network, where the four stages in the solution process
are identified as detailed below.

Stage 1: Hydrostatic and Surface-Tension Pressure Solution. By taking the divergence of the terms on the right-hand side
of Eq. (17) (excluding the term involving 𝑝𝑛ℎ) and setting this to zero, we obtain an equation for the hydrostatic and surface-tension
pressure as follows:

− ∇ ⋅ ∇𝑝𝑛+1ℎ𝑠 + ∇ ⋅ (𝒔𝑛𝑞 + 𝒔𝑛𝑡 ) = 0 , (43)

where the buoyancy term is given in Eq. (20) and the surface tension term is given by Eq. (21). After discretising Eq. (43) in space,
we obtain an expression for the residual of the pressure

𝒓
𝑛+ 1

2 = −𝒇 (𝒑 𝑛+1;𝐰 ) + 𝒇 (𝒔𝑛 ;𝐰 ) + 𝒇 (𝒔𝑛 ;𝐰 ) + 𝒇 (𝒔𝑛 + 𝑔𝝆𝑛;𝐰 ) , (44)
11
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Fig. 4. Schematic of the velocity and the non-hydrostatic pressure correction necessary to satisfy the continuity equation. Details of a single iteration of the
pressure and velocity correction are shown in top left and top right, respectively. Three of these iterations are combined to form an overall pressure and velocity
correction to satisfy the continuity equation, the schematic of which is shown bottom right. (See Fig. 3 for a key of the colours).

Fig. 5. Saw-tooth multigrid method, based on a U-Net architecture, used to solve for the hydrostatic and surface-tension pressure and the non-hydrostatic
non-surface-tension pressure correction.

which is forced to zero using the U-Net multigrid solver in order to calculate the hydrostatic pressure tensor 𝒑𝒉𝒔𝑛+1. Fig. 5 shows
a schematic diagram that describes how this and the (non-hydrostatic non-surface-tension) pressure correction equation are solved
using a saw tooth multigrid method using the U-Net architecture, see [51]. A fixed number of 20 multigrid cycles for each pressure
equation solution is used in this paper, except where otherwise stated.

Stage 2: Velocity Solution. With a surface tension coefficient for water of 𝜎𝑡 = 7.28 × 10−2 Nm−1, the tensors representing surface
tension, see Eq. (21), are substituted in the right-hand side of the discrete residuals of the velocities (see Eqs. (18a), (18b) and (18c)),
together with the pressure gradients and buoyancy source. The solution for the velocities requires a two-step approach using the
discrete sources 𝒔̃

𝑛+ 1
2

𝒖 , 𝒔̃
𝑛+ 1

2
𝒗 , 𝒔̃

𝑛+ 1
2

𝒘 (see Eqs. (18)) and starting with the best approximation to 𝒖𝑛+
1
2 , 𝒗𝑛+

1
2 , 𝒘𝑛+ 1

2 , that is 𝒖𝑛+
1
2 = 𝒖𝑛,

𝒗𝑛+
1
2 = 𝒗𝑛, 𝒘𝑛+ 1

2 = 𝒘𝑛. By setting the residual to zero, applying the inverse identity filter and applying Hadamard entry-wise
division, the approximate velocities at 𝑛 + 1 are given by:

𝒖̃𝑛+1 =
(

−𝒇 (𝒔̃
𝑛+ 1

2
𝒖 ;𝐰−𝟏) + 1 𝝆𝑛 ⊙ 𝒖𝑛

)

⊘
( 1 𝝆𝑛 + 𝝈

)

,

12
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w

S
e
c

A

𝒗̃𝑛+1 =
(

−𝒇 (𝒔̃
𝑛+ 1

2
𝒗 ;𝐰−𝟏

𝐦𝐥 ) +
1
𝛥𝑡

𝝆𝑛 ⊙ 𝒗𝑛
)

⊘
( 1
𝛥𝑡

𝝆𝑛 + 𝝈
)

,

𝒘̃𝑛+1 =
(

−𝒇 (𝒔̃
𝑛+ 1

2
𝒘 ;𝐰−𝟏

𝐦𝐥 ) +
1
𝛥𝑡

𝝆𝑛 ⊙𝒘𝑛
)

⊘
( 1
𝛥𝑡

𝝆𝑛 + 𝝈
)

. (45)

The velocities at time level 𝑛 + 1
2 are updated:

𝒖𝑛+
1
2 = 1

2
(𝒖𝑛 + 𝒖̃𝑛+1), 𝒗𝑛+

1
2 = 1

2
(𝒗𝑛 + 𝒗̃𝑛+1), 𝒘𝑛+ 1

2 = 1
2
(𝒘𝑛 + 𝒘̃𝑛+1) . (46)

A second iteration can be performed by recalculating the sources 𝒔̃
𝑛+ 1

2
𝒖 , 𝒔̃

𝑛+ 1
2

𝒗 , 𝒔̃
𝑛+ 1

2
𝒘 (Eq. (18)) with the latest solutions at time

levels 𝑛 + 1 and 𝑛 + 1
2 and using Eq. (45) again to calculate an improved estimate of the solutions at time level 𝑛 + 1. In this work

e use two iterations, although more could be done if desired.

tage 3: Non-Hydrostatic Pressure and Velocity Correction. In the following, the non-hydrostatic pressure and velocity correction
quations are formed, see Fig. 4. To do this, Eq. (17) is modified by replacing 𝒒̃𝑛+1 and 𝑝̃𝑛𝑛ℎ with the variables that satisfy mass
onservation at time level 𝑛 + 1 (𝒒𝑛+1 and 𝑝𝑛+1𝑛ℎ ) resulting in:

𝜌𝑛
(

𝒒𝑛+1 − 𝒒𝑛

𝛥𝑡
+ 𝑢𝑛+

1
2
𝜕𝒒𝑛+

1
2

𝜕𝑥
+ 𝑣𝑛+

1
2
𝜕𝒒𝑛+

1
2

𝜕𝑦
+𝑤𝑛+ 1

2
𝜕𝒒𝑛+

1
2

𝜕𝑧

)

+ 𝜎𝒒̃𝑛+1 − ∇ ⋅ (𝜇∇𝒒𝑛+
1
2 )

= −∇𝑝𝑛+1ℎ𝑠 − ∇𝑝𝑛+1𝑛ℎ + 𝒔𝑛𝑞 + 𝒔𝑛𝑡 .

(47)

On subtracting Eq. (17) from Eq. (47), the following velocity correction equation is formed:
𝜌𝑛

𝛥𝑡
𝛥𝒒 = −∇𝛥𝑝𝑛ℎ, (48)

in which 𝛥𝒒 = 𝒒𝑛+1 − 𝒒̃𝑛+1 and 𝛥𝑝𝑛ℎ = 𝑝𝑛+1𝑛ℎ − 𝑝̃𝑛+1𝑛ℎ . By combining the equation for the volume fraction discretised in time (Eq. (14))
with the expression for density (Eq. (2)), we obtain an equation for conservation of mass:

𝜌𝑛+1 − 𝜌𝑛

𝛥𝑡
+ ∇ ⋅

(

𝒒𝑛+1𝜌𝑛
)

=
𝜌𝑛+1 − 𝜌𝑛

𝛥𝑡
+ 𝒒𝑛+1 ⋅ ∇𝜌𝑛 = 0 . (49)

Taking the divergence of Eq. (48) and substituting in Eq. (49) enables us to form the correction for non-hydrostatic non-surface-
tension pressure (see Pavlidis et al. [32,33]):

−∇ ⋅ ∇𝛥𝑝𝑛ℎ = 1
𝛥𝑡

∇ ⋅ (𝜌𝑛𝒒𝑛+1 − 𝜌𝑛𝒒̃𝑛+1) = − 1
𝛥𝑡

(

𝜌𝑛+1 − 𝜌𝑛

𝛥𝑡
+ ∇ ⋅ (𝜌𝑛𝒒̃𝑛+1)

)

. (50)

pproximating the mass conservation equation by using the best estimate of velocity (𝒒̃𝑛+1),

𝜌𝑛+1 − 𝜌𝑛

𝛥𝑡
= −𝒒̃𝑛+1 ⋅ ∇𝜌𝑛 , (51)

means that we can replace the unknown density 𝜌𝑛+1 in Eq. (50), resulting in the non-hydrostatic non-surface-tension pressure
correction of

−∇ ⋅
(

∇𝛥𝑝𝑛ℎ
)

= − 1
𝛥𝑡

(

∇ ⋅ (𝜌𝑛𝒒̃𝑛+1) − 𝒒̃𝑛+1 ⋅ ∇𝜌𝑛
)

. (52)

The fully discretised form of Eq. (52) is:

𝒓
𝑛+ 1

2
𝒏𝒉 = −𝒇 (𝜟𝒑𝒏𝒉;𝐰∇2 )

− 1
𝛥𝑡

(

𝒇 (𝝆𝑛 ⊙ 𝒖̃𝑛+1;𝐰𝐱) + 𝒇 (𝝆𝑛 ⊙ 𝒗̃𝑛+1;𝐰𝐲) + 𝒇 (𝝆𝑛 ⊙ 𝒘̃𝑛+1;𝐰𝐳)
)

+ 1
𝛥𝑡

(

𝒖̃𝑛+1 ⊙ 𝒇 (𝝆𝑛;𝐰𝐱) + 𝒗̃𝑛+1 ⊙ 𝒇 (𝝆𝑛;𝐰𝐲) + 𝒘̃𝑛+1 ⊙ 𝒇 (𝝆𝑛;𝐰𝐳)
)

, (53)

in which 𝒖̃𝑛+1, 𝒗̃𝑛+1, 𝒘̃𝑛+1 are the estimates for 𝒖𝑛+1, 𝒗𝑛+1, 𝒘𝑛+1 obtained at the end of Stage 2. The residual in Eq. (53) is forced
to zero using the U-Net multigrid solver to calculate the non-hydrostatic pressure correction tensor 𝜟𝒑𝒏𝒉. Although the right-hand
sides of Eqs. (50) and (52) are identical in the continuum, at the discrete level, they are very different. For instance, the sign of the
implied diffusion (realised through the Petrov–Galerkin diffusion introduced into the equations for 𝑪𝑛+1) is reversed.

Eq. (48) is then discretised in space to form an equation for the velocity corrections:

𝜟𝒖 = −𝛥𝑡
(

𝒇
(

𝒇 (𝜟𝒑𝒏𝒉;𝐰𝐱);𝐰−𝟏
𝐦𝐥
)

⊘ 𝝆𝑛) ,

𝜟𝒗 = −𝛥𝑡
(

𝒇
(

𝒇 (𝜟𝒑𝒏𝒉;𝐰𝐲);𝐰−𝟏
𝐦𝐥
)

⊘ 𝝆𝑛) , (54)
𝜟𝒘 = −𝛥𝑡

(

𝒇
(

𝒇 (𝜟𝒑𝒏𝒉;𝐰𝐳);𝐰−𝟏
𝐦𝐥
)

⊘ 𝝆𝑛) .

Finally, the non-hydrostatic non-surface-tension pressure and velocities are updated:

𝒑𝑛+1𝒏𝒉 = 𝒑𝑛𝒏𝒉 + 𝜟𝒑𝒏𝒉 and
𝒖𝑛+1 ← 𝒖𝑛+1 + 𝜟𝒖 ,
𝒗𝑛+1 ← 𝒗𝑛+1 + 𝜟𝒗 ,

𝑛+1 𝑛+1
13

𝒘 ← 𝒘 + 𝜟𝒘 .
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Table 1
Comparison of the computational speed of numerical models found in the literature with the estimated computational speed of NN4PDEs. One single CPU is
used in [83–85]; 8 A100 GPUs and 512 Intel Xeon Gold 6130 CPUs are tested in [17]; 100 AMD Opteron CPUs are used in [45]; and 8 V100 GPUs are used in
[46]. The wall time for each reference refers to the overall timing for complete architectures (e.g., the simulation on 8 GPUs takes 0.191 s, and the equivalent
ime that this is estimated to take on a single GPU is 8 × 0.191 s = 1.528 s). The wall time for NN4PDEs to solve the same problem (with one time step) on a
ingle GPU is estimated using Eq. (56).
Computer architectures Number of Wall time per time step Estimated wall time per

nodes/cells As quoted Estimate for single CPU/GPU time step for NN4PDEs

1 × CPU [83] 16 384 10.50 s 10.50 s 0.609ms
1 × CPU [84] 108 960 11.12 s 11.12 s 4.02ms
1 × CPU [85] 180 000 14.19 s 14.19 s 6.71ms
8 × GPU [17] 5123 0.191 s 1.528 s 1.625 s
512 × CPU [17] 5123 1.075 s 550.4 s 1.625 s
100 × CPU [45] 5003 220 s 22 000 s 1.514 s
8 × GPU [46] 64 000 000 0.273 s 2.184 s 0.775 s

To obtain improved mass conservation, one can repeat this process of solving Eqs. (53) and (54), and updating the non-hydrostatic
non-surface-tension pressure and velocities at time level 𝑛 + 1. Here this process is carried out just twice, see Fig. 18.

Stage 4: Volume Fraction Solution. Solve for volume fraction field based on interface tracking with compressive advection. Setting
the residual in Eq. (15) to zero and rearranging, gives

𝑪𝑛+1 = −𝛥𝑡𝒇 (𝒔̃
𝑛+ 1

2
𝑪 ;𝐰−𝟏

𝐦𝐥 ) + 𝑪𝑛 , (55)

in which 𝐰𝐦𝐥 = 𝑚𝑙𝐄 and 𝐰−𝟏
𝐦𝐥 = 𝑚𝑙

−1𝐄, where 𝐄 has values E𝑖,𝑗,𝑘 = 1 when 𝑖 = 𝑗 = 𝑘 = 0, zero otherwise.

.5. Computational speed of the approach

The following equation for the time it takes to run the multiphase code for a given simulation seems to hold (to within 10%)
or the simulations performed here:

Wall clock time of simulation in seconds = p 
[

𝑀𝑠 + (𝑁ℎ +𝑁𝐼𝑁𝑛ℎ)𝐻𝑠
]

, (56)

n which  = 𝑁𝑥×𝑁𝑦×𝑁𝑧 is the number of nodes or grid points,  is the number of time-steps in the simulation, p is the ConvFEM
olynomial order, 𝑁ℎ is the number of multigrid iterations for the hydrostatic pressure, 𝑁𝑛ℎ is the number of multigrid iterations for
he non-hydrostatic pressure, and 𝑁𝐼 is the number of pressure–velocity correction iterations. The coefficients 𝑀𝑠 and 𝐻𝑠 depend
n the computer being used: 𝑀𝑠 is associated with the cost of solving for momentum and volume fraction, and 𝐻𝑠 is associated
ith the cost of a multigrid solve. For the NVIDIA A10 Tensor Core GPU and NVIDIA RTX A5000, the value of these coefficients are
𝑠 = 1.2 × 10−8 s and 𝐻𝑠 = 1.1 × 10−10 s, and 𝑀𝑠 = 1.37 × 10−8 s and 𝐻𝑠 = 1.3 × 10−10 s, respectively. Also when the surface tension

calculation is used, 𝑀𝑠 decreases by 1.12% and 𝐻𝑠 increases by 14%. For example, model 5 from Table 2 uses quadratic elements
(p = 2),  = 67 × 106 nodes,  = 4 × 104 time-steps, 𝑁ℎ = 𝑁𝑛ℎ = 20 multigrid iterations, 𝑁𝐼 = 2 correction iterations and, thus,
according to Eq. (56), will take 24.42 h on the NVIDIA A10 Tensor Core GPU, which compares well with the actual run time for this
simulation of 23.04 h.

Table 1 reports computational speeds (wall time per time step) of multiphase flow codes quoted in the literature for a range
of computer systems and compares this with estimated timings of NN4PDEs when running on one NVIDIA A10 Tensor Core GPU.
The reference and computer architecture that was used is given in the first column (where 8 × 𝐺𝑃𝑈 indicates that 8 GPUs were
used). The second column gives the number of nodes in the simulations carried out in each reference. The wall time obtained from
each reference is shown in the third column. In the fourth column we adjust the wall times to take account of when the references
used more than one CPU or GPU. We assume perfect scaling and multiply the quoted time by 512 in the case where 512 CPUs
were used, for example. In order to compare the speed of our code with these references without setting up each of their cases and
methods, we use Eq. (56) to adjust our computational speed to the size of problem (number of nodes) given in each reference. In
this calculation, we assume linear elements (p = 1) and 𝑁ℎ = 𝑁𝑛ℎ = 20 multigrid iterations. Hence, we have a way of estimating
how long our code would take to run the problems in the cited references. In comparison to the reference studies [83–85] (running
on one CPU) and [45] (running on 100 CPUs), our code demonstrates a significant speed-up when executed on one GPU, running
at least 2000 times faster than the other codes. Moreover, we notice that NN4PDEs has a comparable performance (1.625 s) to the
reference work [17] (1.528 s), despite using a less powerful GPU (the A10) than their GPU (the A100). It has been reported that the
A100 is at least twice as capable as the A10 for inference tasks [86].

3. Results

In this section, the proposed multiphase flow solver is validated against a number of classic CFD problems: collapsing water
columns (in 2D and 3D), and a rising water bubble. All the models, presented here, were run on two types of single GPU: NVIDIA
A10 Tensor Core GPU and NVIDIA RTX A5000.
14
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Table 2
Details of eight different collapsing water column models simulated by the proposed NN4PDEs approach. The numbers of
grid nodes listed do not include the halo nodes through which the boundary conditions were applied. Table 3 explains the
mixed formulations (e.g., linear/quadratic, linear/cubic etc.) that are listed here in the ‘‘ConvFEM discretisation’’ column. The
computational domain can be calculated by multiplying the number of nodes in each direction by the grid size, or looking at
Table 4 and Fig. 7.

Model Number of grid points Grid size Time step Obstacle Discretisation Figure

𝑁𝑥 × 𝑁𝑦 × 𝑁𝑧 Nodes (mm) (ms)

1 512 × 512 262,144 1.0 0.5 No Linear Fig. 6
2 1024× 64 ×1024 67,108,864 0.5 0.025 No Linear Figs. 8(a), 9(a)
3 1024× 64 ×1024 67,108,864 0.5 0.025 Yes Linear Fig. 11
4 1024× 64 ×1024 67,108,864 0.5 0.025 No Quadratic Figs. 8(b), 9(b)
5 1024× 64 ×1024 67,108,864 0.5 0.025 No Linear∕quadratic Fig. 8(c), 9(c)
6 1024× 64 ×1024 67,108,864 0.5 0.025 No Linear∕cubic Figs. 8(d), 8(d)
7 1024×256×1024 268,435,456 0.5 0.025 No Linear∕quadratic Fig. 10
8 512 ×512× 512 134,217,728 1.0 0.1 No Linear∕quadratic Figs. 12, 13

Table 3
Discretisations used in the various models given in Table 2.
Description Volume fraction (diffusion term) All other terms

Linear Linear Linear
Quadratic Quadratic Quadratic
Linear/quadratic Linear Quadratic
Linear/cubic Linear Cubic

3.1. Collapsing water column

A column of water is subjected to gravity (𝑔 = 9.81m∕s2), leading to the collapse of the column towards a flat floor. Two fluids
(water and air) are considered with different densities, 𝜌water = 1000 kg∕m3 and 𝜌air = 1 kg∕m3. The problem is initialised by setting
the volume fraction of the fluid to be zero for water and one for air. Free-slip boundary conditions are imposed on the sides and
bottom of the computational domain. A zero pressure boundary condition is applied to the hydrostatic and non-hydrostatic pressure
at the top of the domain. Neumann boundary conditions (i.e., zero derivative) are applied for both volume fraction and density
fields on all surfaces of the domain.

Eight different numerical model with various grid sizes and discretisation orders were applied to this problem in both 2D (Model
1) and 3D (Models 2–8), as summarised in Table 2. For all models, a uniform grid spacing is used to generate structured grids, see
grid size in Table 2. Various orders of discretisation are used here (linear, quadratic and cubic ConvFEM) as shown in Table 3.
Model 7 is similar to Models 2, 4, 5 and 6 as regards grid size (width and height) and time step, but has a depth of the domain that
is 4 times larger, in order to investigate 3D behaviour of the collapsing column. To ensure that the Courant number is below 0.1,
a fixed time step is applied of 0.5ms (Model 1), 0.025ms (Models 2–7) and 0.1ms (Model 8).

3.1.1. 2D collapsing water column
In order to validate the accuracy of our simulator when predicting the evolution of an initial column of water in 2D, Model 1

is adopted (see Table 2). The results are compared with the experimental measurements by Yeoh and Barber [87], see also Martin
et al. [88]. The dimensions of the 2D domain are 0.512m × 0.512m in the 𝑥 and 𝑦 directions, respectively. A column of water is
initialised with width of 𝑤0 = 0.064m (𝑥 direction) and height of ℎ0 = 0.128m (𝑦 direction). As the water column collapses due to
gravity (imposed in the negative 𝑦-direction), the water front advances over the flat floor and the height of the column decreases
in time. The initial column width (𝑤0) and height (ℎ0) are applied to normalise distances in the 𝑥 and 𝑦 directions (𝑥∗ = 𝑤∕𝑤0 and
𝑦∗ = ℎ∕ℎ0). The evolution of the initial stages of the water column collapse is shown by plotting the progress of the normalised
front (𝑥∗) and height (𝑦∗) of the column through time (𝑡∗) in Fig. 6, demonstrating excellent agreement with experimental data
(taken from Figure 7 within Yeoh and Barber [87]). In Fig. 6 we also plot numerical results from a Discontinuous Galerkin (DG)
formulation [33] solved on a 2D structured mesh. The normalised distance 𝑥∗ predicted by NN4PDEs is closer to the experimental
data than the DG model. The predicted normalised height of the water column, 𝑦∗, is similar for both numerical models. For the
column front (Fig. 6(a)), time is normalised by

√

2𝑔∕𝑤0 and for the column height (Fig. 6(b)), time is normalised by
√

2𝑔∕ℎ0, as
one by Yeoh and Barber [87].

.1.2. 3D collapsing water column
In this section, three collapsing water column scenarios are investigated, for which the dimensions of both the computational

omain and the water column vary (see Table 4 and Fig. 7). The force due to gravity is imposed in the negative 𝑧 direction (vertical),
the 𝑥 direction is horizontal and the 𝑦 direction is into the page.

Figs. 8 and 9 show transient results in the range 0 s ⩽ 𝑡 ⩽1 s for a grid of 67 million ConvFEM nodes from Models 2, 4, 5 and 6,
which have the same domain and grid size, but different orders and combinations of FE discretisations (see Table 2 for details).
Fig. 8 shows the water-air interface, chosen here to be where the volume fraction field has a value of 0.5, and Fig. 9 shows the
15
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Fig. 6. Results for the collapsing water column from NN4PDEs predicted using Model 1 (see Table 2). For comparison, experimental data [87] and numerical
results [33] for a 2D version of this test case are also shown.

Table 4
Collapsing water column: size of computational domains and water columns used in three scenarios of the 3D collapsing water
columns. See Fig. 7.
Test case Fig. 7(a) Fig. 7(b) Fig. 7(c)

Domain 0.512m × 0.032m × 0.512m 0.512m × 0.032m × 0.512m 0.512m × 0.512m × 0.512m
Water 0.128m × 0.032m × 0.256m 0.128m × 0.032m × 0.256m 0.128m × 0.128m × 0.384m
Obstacle – 0.024m × 0.032m × 0.048m –

Fig. 7. Schematic diagrams of three different scenarios used in the collapsing water column tests. The values of a, b and d are 0.128m, 0.024m and 0.032m,
respectively. For all models, the height of the domains is 4a. For Model 7, not shown here, the length of the edges in 𝑥 and 𝑦 are 4a and 4d. See also Table 4.

volume fraction field, which ranges from 0 to 1. Overall, numerical results indicate similar time-dependent spatial distributions of
the water volume fraction field to the numerical and experimental investigations of Yeoh and Barber [87]. The evolution of the
water columns is shown through the volume fraction field in Figs. 8 and 9, and the results display good qualitative agreement with
those shown experimentally and computationally by Yeoh and Barber [87] (see their Figs. 2, and 4 and 5 respectively).

Comparing the approaches implemented in these four models, a better performance in terms of interface sharpness between
phases was obtained from Models 5 and 6 (as demonstrated in Figs. 9(c) and 9(d)) due to the compressive-advection interface-
capturing formulation (see Section 2.3.5). The reason is that higher-order (quadratic and cubic FE) diffusion schemes introduce
more oscillations than lower-order (linear FE) schemes, which leads to a more diffusive volume fraction field as shown in Fig. 9(b).
In order to mitigate the additional diffusion of the volume fraction field caused by higher-order discretisations, Models 5 and 6
combine advantages of lower- and higher-order FE discretisations: a lower-order FE discretisation (linear ConvFEM) is used to
discretise the diffusion of the volume fraction field and all other terms are discretised using higher-order FE schemes (quadratic or
cubic ConvFEM).
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Fig. 8. Snapshots of water-air interface for the 3D collapsing water column without an obstacle from 𝑡 = 0 s to 𝑡 = 1.0 s with 0.2 s intervals and solved on a
grid of 1024 × 64 × 1024 nodes. Volume fraction values greater than 0.5 are shown in black and where less than 0.5 is coloured grey. The resulting fields are
shown on an 𝑥𝑧 plane at the midpoint of the extent of the domain in the 𝑦 direction. See Table 2 for details.

Fig. 10 shows results for the water-air interface and volume fraction field for Model 7, which has the same time step and uses
the same filters (linear filters for the diffusion term of the volume fraction and quadratic filters for all other terms) as the results
shown in Figs. 8(c) and 9(c) for Model 5. The computational domain used to generate the results shown in Fig. 10 has a depth that
is 4 times larger than that of Model 5, using a total of 256 million nodes (the largest number of nodes used here). The motivation
for running this simulation is to excite fully three-dimensional behaviour (due to the extended domain in the 𝑦 direction) and also
explore the limit of the size of the problem that can be simulated on our single GPU. Comparing Figs. 8(c) and 9(c) with Figs. 10(a)
and 10(b), a similar dispersion and advection of the collapsing water column can be seen in both cases. Figs. 10(c)–10(f) show the
water-air interface (an isosurface at a value of volume fraction of 0.5) at four time levels from 0.4 s to 1 s. They show the initial
water column descending due to gravity, and forming waves on the interface between the falling water and the surrounding air in
the early stages (Fig. 10(c)). As waves propagate throughout the domain, they breakup upon impact with the boundary, as shown
in Figs. 10(e) and 10(f) and become highly three dimensional, aligning with the results shown in Figure 3 of Yeoh and Barber [87].

Fig. 11 shows the interaction between the collapsing water and an obstacle (see Table 4 for location of the obstacle). Figs. 11(a)
and 11(b) show the water-air interface and volume fraction, respectively. The results indicate that the solution obtained from the
NN4PDEs approach captures instabilities induced by the obstacle, including the generation of waves and ripples due to the sudden
change in the momentum of the water. Qualitative comparisons can be made between the evolution of the volume fraction field
shown here, in Fig. 11(b), with the results shown in Yeoh and Barber [87], experimentally in their Fig. 3 and computationally in
17
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Fig. 9. Snapshots of volume fraction field for the 3D collapsing water column without an obstacle from 𝑡 = 0 s to 𝑡 = 1.0 s at intervals of 0.2 s, solved on a grid
of 1024 × 64 × 1024 nodes. The volume fraction is shown on an 𝑥𝑧 plane at the midpoint of the extent of the domain in the 𝑦 direction.

their Figs. 8 and 9. A close match in terms of wave propagation and interaction between collapsing water and obstacle is seen, with
our results and those of Yeoh and Barber [87] producing similar spatial variation of the water field at each time level.

The collapsing water column in a cube-shaped computational domain is shown in Fig. 12. The cube-shaped domain is used here,
as it results in highly 3D behaviour (at both large and smaller scales) unlike the previous collapsing water column problems that
are solved within a highly anisotropic domain, constrained to have 2D large scale behaviour in which the water column fills the
extent of the domain in the 𝑦 direction (see Models 2–6, and Figs. 7(a) and 7(b)). The simulation was conducted with Model 8
and the results plotted at eight time levels from 0.15 s to 1.2 s with an interval of 0.15 s. This figure shows the isosurfaces of the
volume fraction field, taken at a value of 0.5 to enable visualisation of the interface between the descending water and surrounding
air. At 𝑡 = 0.15 s, 0.30 s and 0.45 s, the interface shows that the waves are symmetric diagonally across the cube-shaped domain.
Following the initial impact with the opposing wall, the water field undergoes a transformation into an asymmetrical shape, leading
to intensified splashing and spraying, that is particularly noticeable at 𝑡 = 0.60 s, 0.75 s and 0.90 s. Gravity causes the water column
to drop and spread across the flat floor. This behaviour is most pronounced around 𝑡 = 1.20 s, showcasing the ongoing dynamic
evolution of the water field. Fig. 13 shows results of volume fraction for Model 8 on a grid of size 512 × 512 × 512, plotted on a
diagonal plane at eight times from 0.1 s to 0.8 s at intervals of 0.1 s.
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Fig. 10. Snapshots of three-dimensional numerical predictions of collapsing water column without an obstacle from 𝑡 = 0 s to 𝑡 = 1.0 s solved on a grid of
1024 × 256 × 1024 nodes. The results are obtained by Model 7 using linear filters for the volume fraction diffusion and quadratic convolutional filters for
all other terms. Plots (a) and (b) are shown on an 𝑥𝑧 plane located at the midpoint of the domain on the 𝑦-axis. Plots (c) to (f) are isosurfaces showing the
water-air interface.

3.2. Rising bubble in water

The NN4PDEs approach is used to simulate a single, rising 3D air bubble in water. The computational domain (Fig. 14(a)) has a
cuboidal shape with dimensions of 3𝐻 ×3𝐻 ×6𝐻 (length in 𝑥 direction, width in 𝑦 direction and height in 𝑧 direction), where 𝐻 is
set to 2mm. An air bubble is centred at (1.5𝐻, 1.5𝐻, 𝐻). The boundary conditions used in the simulations within this section are the
same as those described for the collapsing water column test-cases (Section 3.1.2). One of the best performing discretisations from
the previous experiments is used here, namely, linear filters (i.e., filters that represent a linear FEM discretisation) for the diffusion
term of the volume fraction and quadratic filters (i.e., filters that represent a quadratic ConvFEM discretisation) for all other terms.
The surface tension model described in Eqs. (21) and (22) is incorporated for this test case in order to model the rising bubble.

To investigate the ability of the proposed NN4PDEs approach to forecast the dynamics of a rising bubble, a uniform grid is
used with 67 million (256 × 256 × 512) structured nodes and fixed time step (𝛥𝑡 = 0.1 μs). A single, initially spherical, bubble
19



Computer Methods in Applied Mechanics and Engineering 426 (2024) 116974B. Chen et al.
Fig. 11. Snapshots of three-dimensional numerical predictions of the collapsing water column with an obstacle from 𝑡 = 0.1 s to 𝑡 = 0.6 s at an interval of 0.1 s.
The fields are shown on an 𝑥𝑧 plane located at the midpoint of the domain on the 𝑦-axis. The results are obtained using Model 3 (Table 2) solved on a grid of
1024 × 64 × 1024 nodes using linear convolutional filters.

with equivalent diameter of 𝐷𝑏 = 𝐻 = 2mm is modelled in this problem. To obtain the results shown, two iterative corrections to
velocity and non-hydrostatic pressure were made, and 20 multigrid iterations were used to solve the pressure equations. Fig. 14(b)
shows the evolution of the rising bubble through an isosurface, which represents the interface between the bubble and water. The
interface is taken to be a volume fraction value of 0.5. The isosurface is plotted on the central plane, and the red circle represents
the initial location and shape of the air bubble. Fig. 15 shows a 3D visualisation of the shape of the bubble using an isosurface at
four different time levels. The shape of the rising bubble simulated with NN4PDEs matches that reported by Crialesi-Esposito et al.
[17] for a density ratio (𝜆𝜌 = 𝜌𝑙∕𝜌𝑔) of 10. Fig. 16 illustrates the transient volume fraction field (0 s ⩽ 𝑡 ⩽0.044 s) of the bubble on
the central (diagonal) plane. This plot displays the shape of the bubble more precisely than Fig. 15, revealing that the lower part
of the interface of the bubble is more diffuse than the upper part.

Fig. 17 helps validate the proposed solver by comparing the values relating to bubble shape and terminal velocity from the
NN4PDEs approach with experimental measurements and other numerical results. Fig. 17(a) compares the shape of a single rising
bubble with an initial diameter of 𝐷𝑏 = 1.92mm, where the red line represents the numerical results and the black line denotes the
experimental data of Duineveld [89]. The results indicate that both the bubble shape and aspect ratio (𝜒) predicted by NN4PDEs
match, closely, the experimental data. The terminal velocities of different bubble sizes are also compared with experimental results
from Clift et al. [90] in Fig. 17(b). Seven distinct bubble sizes are modelled with initial diameters ranging from 0.4mm to 1.0mm.
The comparison shows that the velocities of the bubble computed by NN4PDEs always fall within the range of accuracy of the
experimental results and are consistently good across the range of diameter sizes. Fig. 17(c) compares the time evolution of bubble
rising velocity with numerical results from Crialesi-Esposito et al. [17]. The velocity and time axes are non-dimensionalised using
the reference velocity 𝑢𝑟 =

√

𝑔𝑑0 and reference time 𝑡𝑟 =
√

𝑑0∕𝑔 (𝑑0 refers to the diameter of bubble). The results demonstrate the
capability of the solver within the NN4PDEs approach to forecast accurately the water-air interface.

Fig. 18 examines the impact of the iterative approaches used for velocity and non-hydrostatic pressure correction (see Fig. 4)
on the prediction of a rising bubble, by examining how well mass is conserved. The results are collected over 1000 time-steps and
investigate the temporal evolution of normalised volume fraction from the initial time step by five iterative strategies, which vary
the number of corrections to velocity and non-hydrostatic pressure, and the number of multigrid iterations used for solving the
non-hydrostatic pressure correction equation. The iterative strategies are labelled 𝑖-𝑗, where 𝑖 represents the number of pressure–
velocity corrections/iterations and 𝑗 represents the number of multigrid iterations for pressure correction. The results suggest that
employing more iterations to solve the pressure and velocity corrections (see Fig. 4 for a schematic of three iterations) yields a
significant improvement in performance as regards mass conservation, as evidenced by a comparison of by cases 1–10 and 2–10 as
well as 1–20 and 2–20. However, increasing the number of multigrid iterations leads to a smaller enhancement in performance in
terms of conserving mass, as evidenced by a comparison of cases 1–10 and 1–20, with 2–10 and 2–20. Thus, we adopted 2–20 as
default iterative approach to obtain the results in Section 3.2. It should also be pointed out that further increasing the number of
pressure and velocity correction iterations beyond two significantly reduces the stability of the method and is thus not done here.
This seems to be because, in this case, one also needs to iterate over the momentum equations, otherwise the approach tends to
‘forget’ about the momentum equations in favour of forcing down the residual of the continuity equation.

We remark that the only reason why mass is not exactly conserved is that the volume fraction field is solved in non-conservative
form (Eq. (14)). Simply switching to a conservative method — by taking the discretised divergence of the convolution of velocity
and volume fraction field — would always conserve mass, but results in small sources and sinks of mass across the domain. Thus,
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Fig. 12. Snapshots of the volume fraction isosurface drawn at a value of 0.5 from 𝑡 = 0.15 s to 𝑡 = 1.2 s at an interval of 0.15 s. The results are obtained using
Model 8 shown in Table 2 and solved on a grid of 512 × 512 × 512 nodes and using linear filters for the volume fraction diffusion and quadratic convolutional
filters for all other terms.

the pressure/velocity correction step is used to enforce mass conservation and force the right-hand side (the discretised divergence
of velocity) of the pressure correction step (Eq. (53)) to zero.
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Fig. 13. Snapshots of volume fraction field on a diagonal plane 𝑥 = 𝑦 (top left) from 𝑡 = 0.1 s to 𝑡 = 0.8 s with an interval of 0.1 s between the snapshots. The
results are obtained from Model 8 (for details see Table 2) and solved on a grid of 512 × 512 × 512 nodes using linear convolutional filters for volume fraction
diffusion and quadratic convolutional filters for all other terms.

4. Discussion and conclusions

This paper further extends a new approach that was initially developed for single-phase fluids. By using tools within Artificial
Intelligence (AI) software libraries, the process of solving partial differential equations (PDEs) that have been discretised through
standard or other numerical methods can be replicated. Written as a convolutional neural network, this solver (referred to as
NN4PDEs) gives the same results as if the numerical methods had been implemented in Fortran or C++ (to within solver tolerances).
Whilst applicable to PDEs in general, this article has focused, for the first time, on applying NN4PDEs to multiphase flows with
interface capturing. Furthermore, whilst the underlying discretisation methods can be arbitrary, our demonstration focuses on the use
of linear, quadratic and cubic convolutional finite elements (ConvFEM), implemented exactly through convolutional neural networks
on structured grids. A segregated velocity-pressure solution method is used here to enforce the incompressibility constraint. To solve
the resulting matrix equation for pressure, a sawtooth multigrid method was used and implemented using a type of convolutional
neural network known as a U-Net. This solution method proved to be highly efficient needing only a few iterations, with the use
of standard neural network architectures such as the U-Net greatly speeding up the model development. For the important task of
modelling the interface, a new compressive advection scheme was proposed. Designed to fit within the neural network framework, it
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Fig. 14. Numerical prediction of a single air bubble rising in water with equivalent diameter 𝐷𝑏 = 2mm using NN4PDEs. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this article.)

Fig. 15. Numerical prediction of a single air bubble rising in water with 𝐷𝑏 = 2mm using NN4PDEs. Temporal evolution of bubble visualised using an isosurface
for a value of 0.5 of the volume fraction field at four dimensionless time levels, from 0 to 3 with an interval of 1. (a), 0, (b), 1, (c), 2, (d), 3.

Fig. 16. Snapshots of the volume fraction field for a single rising bubble in water, plotted along the central plane in middle of the domain with equivalent
diameter 𝐷𝑏 = 2mm and at times from 𝑡 = 0 s to 𝑡 = 0.044 s.

was derived using a Petrov–Galerkin approach for robustness and is able to introduce diffusion smoothly in response to the variation
23
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Fig. 17. Comparison of experimental data from Duineveld [89] and numerical data from Crialesi-Esposito et al. [17] with three-dimensional numerical results
from NN4PDEs for a single bubble rising in water. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version
of this article.)

Fig. 18. Mass conservation analysis over 1000 time-steps for rising bubble case comparing different iterative approaches for solving non-hydrostatic pressure
and velocity corrections. 𝐶(𝑡)∕𝐶0 represents normalised volume fraction integrated over the domain, relative to the initial value 𝐶0 = 𝐶(𝑡 = 0), where
𝐶(𝑡 = 𝑛𝛥𝑡) = ∫𝑉 𝐶𝑛𝑑𝑉 . In the legend 𝑖-𝑗 is shown, in which 𝑖 represents the number of iterations for the pressure and velocity correction within a time
step and 𝑗 represents the number of multigrid iterations used to solve for the non-hydrostatic pressure correction.

Two classes of test cases are used to demonstrate this approach, collapsing water columns and rising bubble problems. For
the collapsing water column problems, excellent agreement is seen between the solutions from the proposed solver and both
experimental data and other numerical solutions from the literature. These test cases are also used to demonstrate how linear,
quadratic or cubic finite element discretisations may be used in convolutional layers to form multiphase discretisation and solution
methods. It is suggested that the quadratic or cubic ConvFEM discretisations provide a good compromise between computational
speed and accuracy. It is also suggested that the use of linear ConvFEM filters for the diffusion term of the volume fraction field is
important, in order to reduce the tendency to produce oscillations seen when using high-order (ConvFEM) discretisations.

While it is difficult to make a rigorous comparison between the computational speed of NN4PDEs and other codes reported
in the literature, we have been able to estimate how NN4PDEs compares with selected codes. What we have found is that the
speed of the fastest GPU-based codes are comparable to our implementation of NN4PDEs. This seems to suggest that the current
NN4PDEs implementation is reasonably well optimised even though the approach has not taken considerable time to develop. This
does highlight the advantages of using neural networks to help quickly develop rapid running models. NN4PDEs (running on a
single GPU) is at least 2000 faster than codes that run on CPUs, broadly in line with the expectation that code can run faster on
GPUs than CPUs.

Expressing PDE solvers as neural networks marks a significant step in forming a bridge between physics-based modelling and
AI, bringing to standard numerical methods and models some of the developments made in AI. One benefit of using the NN4PDEs
approach is that it enables the power of AI libraries and their built-in technologies to be exploited. For example, the codes described
here are deployed on an NVIDIA GPU but could have been run, with no modification, on CPUs, TPUs (tensor processing units) or
the latest energy-efficient AI accelerators thanks to the writers of the machine learning libraries. Another benefit of the NN4PDEs
approach is that the flow solver can be fully integrated into machine learning workflows such as AI-based surrogate models or
digital twins. For example, the automatic differentiation procedures found within machine learning libraries can be applied to
physics models enabling easier implementation of optimisation processes such as data assimilation, control and inversion.
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