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Abstract

Designing Key-Value Stores for Emerging Memory and

Disaggregation Technologies

Sekwon Lee, PhD
The University of Texas at Austin, 2023

SUPERVISOR: Vijay Chidambaram

With the increasing convergence of applications to the cloud, cloud-based key-

value stores (KVSs) should offer high performance, scalability, elasticity, utilization,

and crash resilience. However, conventional storage technologies and monolithic server

models make it challenging to achieve these goals. The transition to the new emerging

memory and disaggregation technologies, such as PM (Persistent Memory), RDMA

(Remote Direct Memory Access), and CXL (Compute Express Link), can readily offer

opportunities to achieve these goals. However, these new technologies have distinct

characteristics from the conventional technologies. Thus, to efficiently and reliably

utilize them, KVSs must be carefully designed to avoid sub-optimal design choices

without compromising their inherent hardware-guaranteed benefits.

In this dissertation, we seek to answer the following question: how can we

achieve a high-performance, scalable, elastic, and crash-recoverable KVS for disag-

gregated persistent memory (DPM)? In particular, we explore solutions to achieve

these goals by introducing new indexing, caching, and partitioning techniques. We

design new indexing data structures for a high-performance, scalable, and crash-

recoverable data storage at PM, employ caching strategies for high performance by

reducing expensive accesses to DPM, and tailor partitioning techniques to achieve
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elastic, scalable resource deployment.

This dissertation first presents Recipe, a principled approach for convert-

ing concurrent DRAM indexes to crash-consistent indexes for PM. The main insight

behind Recipe is that isolation provided by a certain class of concurrent DRAM

indexes can be translated to crash consistency when the same index is used in PM.

We present a set of conditions that enable the identification of this class of DRAM

indexes, and the actions to be taken to convert each index to be persistent. Next, we

presents Dinomo, the first key-value store for DPM based on RDMA interconnects

that simultaneously achieves high common-case performance, scalability, and elastic-

ity. Dinomo uses a novel combination of techniques such as ownership partitioning,

disaggregated adaptive caching, selective replication, and lock-free and log-free PM

indexing to achieve these goals. Finally, we present Shift, a cache-conscious KVS

designs for CXL disaggregated memory. Shift sheds new light on the existing PM

indexes and partitioning schemes originally proposed for the different system domains

to achieve a high-performance, scalable, elastic, crash-recoverable KVS for CXL dis-

aggregated memory. Furthermore, Shift employs lock intention log to improve the

PM indexes to be partial-failure-resilient and non-hierarchical processing to take both

advantages of KN cache and direct accesses to CXL disaggregated memory.
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Chapter 1: Introduction

Key-Value Stores (KVSs) are critical pieces of software infrastructure. KVSs

provides a high-performance and scalable data storage by employing a simple key-

value abstraction (e.g., get(key), put(key, value)) [51]. These systems have been

employed for diverse data storage and large-scale Internet services, such as web ob-

ject caching [155], backend storage engines for DBMS [83], state storage for machine

learning [126], web pages/analytics, best seller lists, shopping carts, customer prefer-

ences, session management, and product catalog [51].

As many applications recently converges to the cloud infrastructures, the

cloud-based KVSs need to handle a vast amount of data with dynamic working

sets/sizes, and non-uniform workloads with varying skew [156, 171, 204, 212]. Thus,

the efficient and reliable data storage and I/O are extremely important to handle

the vast amount of data effectively. Furthermore, an elastic resource deployment is

necessary for meeting the Service Level Objectives (SLOs) from the large variations

in workloads [28, 219]. Finally, the KVSs need to keep resource utilization high for a

cost-efficient service deployment.

Conventional slow storage devices (e.g., HDDs, SSDs) and monolithic server

models, however, make it challenging to achieve these goals. New emerging memory

and disaggregation technologies, such as Persistent Memory (PM), RDMA (Remote

Direct Memory Access), and CXL (Compute eXpress Link), have evolved over the

last decade. Transition to these new technologies can readily offer opportunities to

improve the data storage and I/O costs, elasticity, and resource utilization. However,

these new technologies have unique performance specifications, correctness semantics,

and architectural goals/benefits that differ from conventional ones. Thus, to efficiently

and reliably utilize them, KVSs must be carefully designed to avoid sub-optimal

design choices without compromising their inherent hardware-guaranteed benefits.
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In this dissertation, we seek to answer the following question: how can we

achieve a high-performance, scalable, elastic, and crash-recoverable KVS

for the new emerging memory and disaggregation technologies? In particu-

lar, we explore solutions to achieve these goals by introducing new indexing, caching,

and partitioning techniques. We design new indexing data structures for a high-

performance, scalable, and crash-recoverable data storage, employ caching strategies

to enhance the performance of KVSs, and tailor partitioning techniques to achieve

elastic, scalable resource deployment.

The remainder of this chapter presents a concise overview of our target tech-

nologies, the challenges encountered in building the KVSs for the emerging technolo-

gies, and our proposed solutions.

1.1 Emerging memory and disaggregation technologies

PM is an emerging class of memory technology such as phase-change mem-

ory [203], spin-transfer torque MRAM [10], Intel Optane DC PM [86], and Samsung

Memory-Semantic CXL SSD [56]. PM can be attached to the memory bus and ac-

cessed like DRAM via processor loads and stores. It is non-volatile and high-capacity

like traditional storage devices, but has high performance close to DRAM. The low

latency and durability of PM make it an attractive medium for building KVSs. How-

ever, since PM has a much higher cost per GB than conventional storage devices [8],

it is critical to achieve high utilization in deploying PM.

One promising way to increase resource utilization is resource disaggrega-

tion [9, 64, 97, 128]. Resource disaggregation, where resources like CPU, memory,

and storage are pooled and shared over a high-speed interconnect, can significantly

enhance resource utilization by enabling independent-resource scaling [98]; for ex-

ample, memory can be added without the need to also add CPU or storage. This

approach also enables a separation of failure domains [29], ensuring that a failure

in one resource does not affect others. Disaggregation has been successfully applied
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to storage (NAS [68], SAN [15]), and we extend this concept to Disaggregated PM

(DPM) for further utilization gains.

DPM is still under active research and development, and hence there are dif-

ferent kinds of DPM to build upon. This dissertation assumes that DPM is available

as a centralized, reliable pool accessible via the high-performance interconnects [98].

We further assume the KVSs built on DPM consists of a number of KVS nodes (KNs)

that are equipped with general-purpose processors, a relatively small amount of local

DRAM, and use the high-performance interconnects to access DPM efficiently [196].

Depending on the interconnect technologies, the DPM settings can be classified into

RDMA or CXL disaggregated memory. Note that we collectively call both disaggre-

gated DRAM and DPM as disaggregated memory unless otherwise specified.

Efficient memory disaggregation for DPM hinges on the high-performance in-

terconnects. Most prior studies on disaggregated memory target RDMA (Remote

Direct Memory Access) network interconnects (e.g.,, Infiniband) [3, 6, 9, 116, 128,

137, 177, 190, 198, 217, 222, 225, 228]. RDMA-based disaggregated memory can

be efficiently implemented in a CPU-less manner using one-sided RDMA operations,

enabling direct remote memory accesses at sub-microsecond latency without involv-

ing remote CPUs. Another emerging technology for memory disaggregation is CXL

(Compute eXpress Link) [182], a cache-coherent interconnect based on the PCIe in-

terface. CXL enables load-store accessible coherent disaggregated memory pooling

and sharing at hundreds of nanoseconds access latency.

1.2 Challenges in building key-value stores for DPM

An ideal KVS for DPM would have a number of properties: high common-case

performance, scalability, crash recoverability, and quick reconfiguration. However,

building such KVS for DPM is challenging. First, KNs incur expensive overheads to

access data and metadata at DPM through the interconnects. Despite these over-

heads, the KVS must provide high performance. Second, the KVS must provide
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scalable performance without bottlenecks due to load imbalance at KNs or from non-

uniform workload patterns. Finally, to benefit from independent scaling and separate

failure domains of KNs and PM, the KVS must be elastic and crash-recoverable,

supporting lightweight reconfiguration of resources.

To address these challenges, in the first part of this dissertation, we design new

indexing structures for a high-performance, scalable, crash-recoverable data storage at

PM. In the second part, we present new partitioning and caching techniques to achieve

an elastic, scalable, high-performance DPM KVS. Finally, in light of the emerging

disaggregation technology, CXL, we reconsider existing techniques for RDMA-based

memory disaggregation and propose novel cache-conscious indexing, caching, and

partitioning approaches for CXL disaggregated memory.

1.3 Indexing data structures for PM

Indexes are key to achieving efficient and reliable data storage at DPM, thus

are a crucial component of DPM KVSs. Researchers have designed several new PM

indexes to better utilize PM [36, 82, 111, 149, 161, 211, 227]. However, designing

these indexes from scratch is challenging; the indexes must provide high performance

and concurrency while ensuring that the index recovers correctly in the event of a

power loss or a system crash. This complexity leads to subtle bugs [62, 63, 112, 151].

While research on building concurrent, crash-consistent PM indexes has been

gathering traction recently, there have been decades of research on building concurrent

DRAM indexes. Modern DRAM indexes are carefully designed keeping in mind cache

efficiency, pre-fetching, concurrency, and parallelism. Concurrent DRAM indexes are

widely used in industry and academia; for example, latch-free BwTree in the Hekaton

OLTP engine [53], Adaptive Radix Tree (ART) in the HyPer database [100], the

Timeline Index in SAP HANA [95], and Masstree in the Silo database [192]. In

this work, we seek to leverage the research on concurrent DRAM indexes to build

crash-consistent PM indexes.
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This dissertation presents Recipe [112], a principled approach for converting

concurrent DRAM indexes into crash-consistent indexes for PM. The main insight

behind Recipe is that isolation provided by a certain class of concurrent DRAM

indexes can be translated with small changes to crash-consistency when the same

index is used in PM. We present a set of conditions that enable the identification

of this class of DRAM indexes, and the actions to be taken to convert each index

to be persistent. Based on these conditions and conversion actions, we modify five

different DRAM indexes based on a hash table (CLHT [48]), a trie (HOT [19]), a B+

tree (BwTree [123]), a radix tree (ART [120]), and a hybrid index (Masstree [141])

to their crash consistent PM counterparts. The effort involved in this conversion is

minimal, requiring 30–200 lines of code (1–9% of the codebase).

Building a PM index using the Recipe approach offers several benefits. First,

it drastically lowers the complexity of building a PM index; the developer simply

chooses an appropriate DRAM index and modifies it as indicated by our approach.

The developer does not have to worry about crash recovery, even in the presence of

concurrent writes. Second, if the developer converts a DRAM index that has high

performance and scalability, the converted PM index also offers good performance

without any further optimization.

To test the performance of our converted PM indexes, we use the YCSB bench-

mark [45] to perform multi-threaded insertions, point queries, and range queries on

Intel DC Persistent Memory. We compare the converted PM indexes against state-

of-the-art manually-designed PM indexes. We find that our converted PM indexes

outperform the state-of-the-art by up-to 5.2× in multi-threaded YCSB workloads.

The main performance gain for Dinomo-converted indexes comes from the fact that

the DRAM indexes we convert are already optimized for concurrency and cache effi-

ciency; the high read latency of PM makes cache efficiency even more important.
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1.4 Partitioning and caching for RDMA-based DPM

Based on theRecipe indexes, we extend our focus to system-wide design issues

for building a persistent KVS for DPM. Prior DPM KVSs [137, 190] apply traditional

distributed system architectures for DPM that are derived from the monolithic server

model. This approach makes design trade-offs sacrificing one of high common-case

performance, scalability, or lightweight reconfiguration for the other two. For ex-

ample, shared-nothing architectures can achieve high-performance and scalability by

enabling high cache locality at KNs, but compromise elastic reconfiguration due to

expensive data reorganization. Similarly, shared-everything architectures can support

high elasticity without expensive data reorganization due to partitioning. However,

they suffer from low performance and scalability as a result of poor cache locality and

consistency overheads due to sharing in the common case [168].

To address these limitations, this dissertation presents Dinomo [116], the first

DPM KVS that simultaneously achieves high common-case performance, scalability,

and lightweight online reconfiguration. Dinomo also provides linearizable reads and

writes. Dinomo uses a novel combination of techniques such as Disaggregated Adap-

tive Caching (DAC) and Ownership Partitioning (OP), selective ownership replica-

tion, and lock-free and log-free PM indexing to achieve these goals.

Similar to other disaggregated systems, Dinomo reduces network round trips

(RTs) to DPM by caching data and metadata in the local DRAM of each KN. Data

is cached by storing the key-value pair, and metadata is cached by storing a pointer

to the data on DPM (termed shortcuts [190]). To determine how best to divide

the cache space between data and metadata, Dinomo uses DAC, a novel adaptive

caching policy that actively maintains the right balance between caching values and

shortcuts based on the workload patterns and available memory at KNs. DAC allows

Dinomo to make efficient use of the DRAM at KNs without making any assumptions

about the workload.

While caching at the KNs can reduce network RTs, it can incur significant
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consistency overheads when KNs can share the same data. To handle this concern,

Dinomo partitions the ownership of data across KNs, while data and metadata

are shared via DPM. This provides three benefits. First, it allows KNs to cache

the data they own, thus providing high cache locality without consistency overheads.

Second, by sharing the data and metadata, OP supports changing the number of KNs

or rebalancing their load by repartitioning only the ownership of data among KNs,

without expensive data reorganization at DPM. Finally, since each key is only accessed

by one KN at any given point, combined with our principled reconfiguration protocol,

Dinomo achieves linearizable reads and writes. With OP, Dinomo achieves high

performance/scalability from locality-preserving KN-side caching without consistency

overheads and high elasticity from lightweight reconfiguration.

We implement Dinomo in 10K lines of C++ code. We compare the end-

to-end performance and scalability of Dinomo with Clover [190], a state-of-the-art

DPM KVS. Our experiments show that Dinomo achieves both better common-case

performance and scalability than Clover. Dinomo’s throughput scales to 16 KNs,

while Clover’s throughput does not scale beyond 4 KNs. With 16 KNs, Dinomo

outperforms Clover by at least 3.8× on all workloads we evaluate. We also show that

Dinomo elastically scales out KNs, balances the load across KNs, and handles KN

failures quickly.

1.5 Indexing, caching, and partitioning for CDM

The new CXL interconnect enables load-store accessible and cache-coherent

disaggregated memory with low latency at hundreds of nanoseconds. These unique

characteristics introduce new challenges in designing KVSs for CXL disaggregated

memory. As CXL disaggregated memory is now integrated into the cache-coherent hi-

erarchy, cache-conscious designs regain importance for CDM KVSs to attain high per-

formance, scalability, and partial failure tolerance. Moreover, software overheads as-

sociated with the KNs’ local processing can substantially impact system performance,
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considering that the cost of accessing CXL disaggregated memory (170− 300ns) ap-

proaches that of local memory (80− 140ns) at KNs and can even be masked by CPU

caches upon hits.

Our findings confirm that existing design approaches for RDMA disaggregated

memory may be sub-optimal or not reliably applicable to CXL disaggregated memory.

Indexes designed for RDMA disaggregated memory can exhibit lower performance

and scalability compared to their cache-conscious counterparts due to their CPU-

cache oblivious, network I/O-oriented designs. Moreover, we demonstrate that con-

ventional hierarchical caching at KNs does not consistently outperform non-caching

counterparts for CXL disaggregated memory. This is attributed to software over-

heads induced by KN cache misses, which can introduce non-negligible overheads to

the total runtime due to the CXL’s low latency. Furthermore, the additional algorith-

mic complexity in caching mechanisms (e.g., eviction policy) can deteriorate overall

performance and scalability by causing more CPU cache misses than a standalone

index design. Lastly, the state-of-the-art partitioning technique for RDMA disaggre-

gated memory can still generate significant cache coherence traffic in CXL settings

for common write-heavy workloads due to its shared metadata structure.

To overcome these limitations, this dissertation presents Shift, a novel cache-

conscious KVS designs for CXL disaggregated memory. Shift introduces new in-

dexing, caching, and partitioning approaches for CDM. Shift reuses existing PM

indexes for CXL disaggregated memory that are already designed to be CPU-cache

efficient, concurrent, and crash consistent. For the correct PM-index deployment for

CXL, we retrofit lock intention log to the PM indexes so that permanent locks caused

the partial failures at KNs can be safely and elastically released to prevent dead-

lock. Moreover, Shift presents NHP (Non-Hierarchical Processing), a new request

processing scheme across two hierarchies of KN and CXL disaggregated memory.

NHP dynamically balances processing ratio between KN-side cache and direct ac-

cesses to CDM using in-situ A/B testing by monitoring the processing latency from
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each layer. Finally, Shift propose reusing ownership partitioning for CXL, but opti-

mize its shared metadata to minimize potential cache-coherence overheads by using

a NUMA-aware lock.

We implement Shift in 10K lines of C++ code and evaluate each technique

on our emulated CXL disaggregated memory using the remote NUMA-node mem-

ory. Through various performance studies, we show our PM indexes ported to CXL

settings outperform Sherman, the state-of-the-art RDMA-based B+tree, up-to 6× at

scale and show the performance tradeoff of the lock intention log on the PM indexes.

Furthermore, we show NHP can match the best performance among static policies

(hierarchical KN cache and CDM direct accesses) in various scenarios.

1.6 Contributions

We describe the main contributions of this dissertation.

• A principled approach to convert concurrent DRAM indexes into crash consis-

tent PM indexes, Recipe that translates non-blocking isolation to crash con-

sistency for PM (§3)

• The novel combination of Disaggregated Adaptive Caching (DAC) and Own-

ership Partitioning (OP) that enables Dinomo to simultaneously achieve high

performance, scalability, and elasticity for DPM (§4)

• The design and implementation of the Shift approaches that suggest paradigm

shift from I/O-oriented designs to cache-conscious designs for CXL disaggre-

gated memory (§5)

• Open source implementations of Recipe and Dinomo that contain all the

information needed to reproduce their main results
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1.7 Overview

The rest of this dissertation is organized as follows. Chapter 2 reviews back-

ground technologies and relevant concepts for this dissertation; Persistent Memory,

Disaggregated Persistent Memory, RDMA, CXL, and key-value stores, indexing data

structures for these technologies. Chapter 3 discusses the challenges in building cor-

rect, concurrent, crash-consistent PM indexes, and presents Recipe, a principled

approach to building such PM indexes with low effort by reusing existing concurrent

DRAM indexes. Chapter 4 discusses the architectural limitations of existing DPM

KVSs and presentsDinomo that achieves an elastic, high-performance, scalable DPM

KVS using novel partitioning and caching techniques. Chapter 5 comprehensively

discusses the design techniques originally proposed for RDMA disaggregated mem-

ory in the context of CXL along with their limitations, and presents Shift, a novel

cache-conscious KVS designs for CXL disaggregated memory. Chapter 7 presents the

summary of this dissertation and concluding remarks.
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Chapter 2: Background

This chapter provides background on key-value stores (KVSs), persistent mem-

ory (PM) and various disaggregation technologies that enable disaggregated PM. We

then discuss PM indexing data structures, partitioning and caching techniques used

in prior KVSs for disaggregated PM (DPM).

2.1 Key-value stores

Key-value stores, often referred to as key-value databases, are a type of non-

relational database that stores data in a simple key-value format. This data model

associates each data item with a unique key, allowing for efficient retrieval and ma-

nipulation of data. KVSs are highly scalable and adaptable to various deployment

environments, making them a popular choice for modern applications.

KVSs find their application in a wide range of scenarios, including web object

caching [155], backend storage engines for DBMS [83], state storage for machine learn-

ing [126], web pages/analytics, best seller lists, shopping carts, customer preferences,

session management, and product catalog [51].

KVSs typically provide a simple API interface for storing, retrieving, and

deleting data. Common operations include:

put(key, value): Inserts or updates the value associated with the specified key.

get(key): Retrieves the value associated with the specified key.

delete(key): Removes the key-value pair associated with the specified key.

KVSs have been designed at different scales, depending on their target ap-

plications and deployments. Many key-value stores are designed for a large-scale

distributed architecture to achieve high aggregate throughput and scalability while
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utilizing data parallelism [30, 51, 205]; others are optimized for high-performance

single-machine embedded settings [124, 176]. In recent years, these distinct target

scales have been converging in cloud infrastructures [21, 35, 204].

As applications increasingly converge onto cloud infrastructures, cloud-based

KVSs face the challenge of handling vast amounts of data with dynamic working

sets/sizes and non-uniform workloads with varying skew [156, 171, 204, 212]. This

necessitates efficient and reliable data storage and I/O mechanisms to effectively

manage the ever-growing data volumes. Furthermore, elastic resource deployment

becomes crucial for meeting Service Level Objectives (SLOs) amidst significant work-

load fluctuations [28, 219]. Finally, KVSs must maintain high resource utilization to

ensure cost-efficient service deployment.

To address these challenges, KVSs need to employ sophisticated data man-

agement strategies that can adapt to dynamic workloads and varying data sizes.

Techniques such as indexing, caching, and partitioning can help improve I/O per-

formance and distribute data efficiently across storage nodes. Additionally, KVSs

should leverage elastic resource provisioning mechanisms (e.g.,, autoscaling) to auto-

matically scale resources up or down based on workload demands while maximizing

their utilization. This ensures that sufficient resources are available to meet SLOs

while minimizing unnecessary costs.

Conventional slow storage devices and monolithic server models, however, still

make it challenging to achieve these goals. Traditional block-based storage devices,

such as HDDs and SSDs, offer persistence and large capacity but suffer from high

latency and low bandwidth, hindering the performance of KVSs [14, 167, 172]. Ad-

ditionally, monolithic server architectures, where resources are tightly coupled within

a single machine, restrict elastic resource deployment and utilization [181]. Despite

optimization efforts, data-store services offered by many cloud providers are inelas-

tic [4, 204], and cloud data centers often exhibit low resource utilization [76, 134, 189],

with memory utilization as low as 60% [38, 189, 193].
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2.2 Persistent Memory

PM is an emerging class of memory technology such as phase-change mem-

ory [203], spin-transfer torque MRAM [10], Intel Optane DC PM [86], and Samsung

Memory-Semantic CXL SSD [56]. PM has unique characteristics different from con-

ventional memory and storage devices [89, 210]. PM is byte-addressable like DRAM,

that can be directly connected to the memory bus and accessed via load/store in-

structions. It is non-volatile and high-capacity like conventional storage devices (e.g.,

HDD, SSD), but provides high performance close to DRAM. For example, Intel’s

Optane PM product has read latency 3.7× that of DRAM, while read and write

bandwidth are 1/3rd − 1/6th that of DRAM [89], and its capacity supports up to

512GiB per NVDIMM [86]. The low latency and durability of PM make it an attrac-

tive medium for building KVSs, enabling efficient data storage and I/O in nature.

PM, however, exhibits distinct correctness semantics (atomicity and ordering)

compared to conventional block-based storage devices. Writes to the PM are issued in

8-byte failure-atomic units, which are first written to the volatile CPU cache. These

cache lines can be written back to the Persistent Memory Controller in an arbitrary

order. Intel x86 architecture provides fence instructions (e.g., mfence, sfence) to

prevent such memory reordering [84]; if a store instruction is followed by a mfence,

then it is guaranteed to be visible before any other stores that follow the mfence. Ad-

ditionally, to explicitly flush a cache line to the persistent controller, x86 architecture

provides clflush, clwb and clflushopt instructions. A temporal store followed by

clflush and mfence guarantees the cache line written back to the volatile CPU cache

to be persisted at PM after the fence instruction [178]. Another feature that can be

used for this persistence is non-temporal store instructions (e.g., movnt). These stores

bypass the CPU cache, thus provides the persistence without requiring the explicit

flushes [178]. mfence is still required after the non-temporal stores to ensure the stores

have reached persistence domains. Our work uses clwb, mfence, and non-temporal

store to guarantee the persistence.
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DDR4 DRAM PM SSD HDD

$ per GB 9.77 3.83 0.32 0.05

Table 2.1: Memory and storage price. The table shows the market prices of
modern memory and storage technologies in October 2020 [8].

2.3 Disaggregated Persistent Memory

As shown in Table 2.1, the per-GB cost of PM is much higher than high-

end solid state drives, but less than DRAM. Therefore, it is important to keep PM

utilization high for a cost-efficient PM deployment. To improve the PM utilization

and cost efficiency, prior work proposes DPM [99, 132, 137, 190, 196, 217].

In Disaggregated PM (DPM) settings, PM is available as a central, reliable

pool of memory accessible over a fast interconnect. Separate computing units from

DPM (also called as hosts in CXL settings [182]) are used to access the data in

DPM. We call the computing units assigned for specifically operating key-value stores

as KVS nodes (KNs). KNs have limited DRAM with general-purpose processors

and use the DRAM for their local processing or caching data in DPM. DPM allows

independent scaling of PM and KNs and introduces separate failure domains, where

KN failures do not cause DPM failures. Depending on the interconnect technologies,

the DPM settings can be classified into RDMA-based or CXL-based disaggregated

memory. Note that we collectively call both disaggregated DRAM and DPM as

disaggregated memory unless otherwise specified.

2.3.1 RDMA-enabled disaggregated persistent memory

In conventional DPM settings, KNs use network primitives like RDMA to ac-

cess the PM pool over a fast network interconnect such as InfiniBand [9], PMoF (Per-

sistent Memory over Fabric) [69, 73], or Gen-Z (Generation Z) [66]. Recent RDMA

NICs (e.g., ConnectX6 adapters) are capable of delivering 200 Gbps of bandwidth

with sub-microsecond latency (1 – 4 µs). The RDMA protocol provides two types of
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communication primitives, one-sided and two-sided RDMA operations. With a one-

sided operation (e.g., RDMA read, write, and atomic verbs), a KN executes directly

on DPM without involving the DPM processor. One-sided operations have lower la-

tency and higher bandwidth than two-sided operations (e.g., RDMA send and receive

verbs) [54, 92, 148, 158, 202], but one-sided operations are limited in functionality [3].

Previously proposed RDMA-based DPM can be classified as active or passive.

Active DPM has small processing units such as ARM SOCs, ASICs, or FPGAs, with

high-bandwidth network ports. In active DPM, DPM compute capacity is used for

local processing, including network, application-level, and data store processing [101,

137, 183]. Prior work has proposed data stores for active DPM that leverage this

limited computational power [75, 132, 137, 190, 217]. In contrast, passive DPM has

no computational abilities at the DPM pool. KNs can use only one-sided RDMA

operations to access and modify the data in DPM. Data stores for passive DPM [190]

have poor performance and scalability due to the limited functionality of the one-sided

network primitives [3], showing that active DPM is a more practical deployment.

2.3.2 CXL disaggregated memory

CXL is a new class of an open, industry-supported, cache-coherent intercon-

nect over PCIe interface [182]. It enables memory capacity/bandwidth expansion and

heterogeneous memory for disaggregated computing platforms. CXL consists of three

protocols; (1) CXL.io for device discovery, configuration, register access, and inter-

rupt, (2) CXL.cache for device access to host processor memory, and (3) CXL.memory

for host processor access to device attached memory. There are three types of CXL

devices. Type 1 is a CXL device without host-managed device memory like Smart-

NIC using CXL.io and CXL.cache. Type 2 is a CXL device with host-managed device

memory like GPU or FPGA using all three CXL protocols. Type 3 is a CXL device

only with host-managed device memory using CXL.memory. A typical application of

type 3 is disaggregated memory expansion. CXL.memory is not restricted in a spe-

cific memory type, supporting both DRAM and PM as the attachable CXL memory
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Figure 2.1: Emerging memory and storage hierarchy. Diverse memory/storage
devices have different characteristics with varying access latency. CXL adds another
disaggregated memory tier that is accessible at nanosecond-scale latency and cache-
coherent similar to main memory.

device.

CXL-based memory disaggregation has unique characteristics. Similar to ex-

isting RDMA-based disaggregated memory, each host processor contains small-sized

local memory and can share the disaggregated memory pool. The capacity and band-

width of the disaggregated memory pool are expendable on demand without increas-

ing the host-processor resources together. However, different from the RDMA-based

disaggregation, the CXL disaggregated memory pool is load-store accessible by host

processors without data copies and provides nanosecond-scale access latency (Fig-

ure 2.1). Furthermore, the coherent accesses to the shared memory pool are guar-

anteed across hosts by hardware. Due to the support of low-latency cache-coherent

load-store accesses, CXL receives attention as a promising alternative for building

disaggregated memory.
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2.4 Indexing data structures

Indexing plays a crucial role in KVSs, enabling efficient data storage and re-

trieval. Indexes are data structures that map keys to their corresponding values,

allowing for faster lookups. Well-designed indexes can significantly improve the per-

formance of KVSs, especially for large datasets. This section begins by describing

DRAM indexes and their interfaces, how indexes achieve concurrency and scalability,

and persistent indexes.

2.4.1 DRAM Indexes

DRAM indexes are used to efficiently lookup data items in databases, file

systems, and other storage systems. Their interface involves five main operations:

insert(key, value) inserts the pair of key and value into the index. value is usually

the location in the storage system where key can be found.

update(key, value) update key with value in the index. Some key-value stores

use insert for both insertions and updates, while other key-value stores will fail

insertions if the key already exists.

lookup(key) returns the value associated with key in the index.

range query(key1, key2) returns all key-value pairs where the keys are within the

specified range. Range queries are sometimes implemented using an iterator: a cursor

that can be incremented to the next key in the sequence.

delete(key) removes the specified key from the index.

Structural Modification Operations (SMOs). SMOs are operations internal to

the data structure, that are required either to ensure that the invariants of the data

structure holds, or to improve performance. For instance, when the nodes in a B-

tree overflow (during insertion) or underflow (during deletion), node splits or merges

are required to re-establish the invariants of a B-tree. In other data structures like
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hash tables, SMOs like re-hashing are necessary to keep constant average cost per

operation.

Performance. DRAM indexes take special care to have high lookup and insertion

performance, as these are often performed in the critical path. Lookup and insertion

performance depend on the number of processor loads and store required, along with

aspects like whether the layout is cache-friendly and prefetcher-friendly.

Correctness. A DRAM index should return the latest inserted value for any given

key. Unless the key is explicitly deleted, an inserted key should never be lost.

2.4.2 Concurrency and Isolation

DRAM indexes use multiple threads to increase throughput on multi-core

machines. However, since all threads operate on the same shared index, additional

mechanisms are required to ensure correctness. Concurrent DRAM indexes need to

provide isolation: ensuring that even if multiple writers are modifying the index at the

same time, the final index state corresponds to the insertions or updates happening

in some sequential order. The index also needs to ensure that reads do not reflect the

result of a partial or incomplete insertion or update operation.

Blocking operations. The easiest way to ensure correctness in a concurrent index

is to obtain a lock on the index, and only allow threads with lock to read or write.

This serializes all operations and decreases throughput to that of a single thread. To

increase performance, reader-writer locks are often used [146, 179, 227]; readers can

get a shared lock, all writers have to contend on a single lock, and there is mutual

exclusion between readers and the writer.

Non-blocking operations. Non-blocking operations [191] are employed to fully ex-

ploit the parallelism offered by modern hardware. Non-blocking operations guarantee

progress of some or all remaining threads regardless of the suspension, termination, or

crash failure of one of the threads [61, 78]. They provide consistency and correctness
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by carefully ordering load and store instructions using memory fence (mfence) [1, 79],

while avoiding the use of mutual exclusion and expensive synchronization primitives.

Non-blocking operations can be categorized into lock-free and wait-free, based

on their progress guarantee. Lock-free operations allow multiple threads to simultane-

ously access a shared object, while guaranteeing that at least one of these operations

finish after a finite number of steps [78]. Wait-free operations are a subset of lock-free

operations, with the additional condition that every thread finishes the operation in

a finite number of steps [78].

Non-blocking operations are built using hardware-atomic primitives such as

compare and swap (CAS) or test and set. If every update is performed via a single

atomic store, correctness is implicitly guaranteed. If updates consist of a sequence

of atomic stores, then the readers can either make progress by reasoning about the

deterministic order of stores, or can use additional techniques such as version-based

retry [33, 59].

While non-blocking operations are known to provide high performance and

scalability, high contention to the shared resource reduces performance and could lead

to starvation [58]. For example, if a lock-free write is interrupted by the scheduler,

it might need to retry the operation after being rescheduled if the shared state has

changed. To protect against starvation, many indexes use non-blocking reads and

blocking, lock-protected writes [19, 48, 120, 141].

2.4.3 Crash-Consistent PM Indexes

Building PM indexes is attractive for two reasons. First, the larger capacity

of PM at close-to-DRAM latencies allows using larger indexes than possible with just

DRAM. Second, DRAM indexes need to be reconstructed after a crash; for large

indexes, reconstruction could take several minutes or hours. In contrast, a PM index

is instantly available. This has motivated a number of researchers to design efficient

indexes on PM; we count fifteen PM indexes published in top systems and database
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conferences since 2015. The PM indexes include variants of B+ trees [11, 36, 39, 82,

102, 161, 200, 207, 211], radix trees [111], and hash tables [149, 180, 206, 226, 227].

Crash Recovery. One of the main differences between a DRAM index and a PM

index is that the PM index has to ensure that it can correctly recover in the case of

power loss or kernel crash. This requires carefully ordering stores to PM using mfence

instructions and then flushing the dirty data from volatile caches to persistent media

using cache line flush instructions (clflush, clwb, or clflushopt) or bypassing the

caches using non-temporal stores [163]. If the write is larger than eight bytes, a crash

could lead to a torn write where the data is partially updated; techniques such as

logging [77] and copy-on-write [80] are used to provide atomicity.

2.5 Partitioning/sharing and caching

Caching is an essential technique in KVSs, aimed at reducing latency and

improving performance. Caching involves storing frequently accessed data in a tem-

porary, high-speed memory or storage area, reducing the need to access slower pri-

mary storage. Partitioning and sharing data represent two fundamental approaches

to data management in distributed KVSs, each with its own set of advantages and

disadvantages.

2.5.1 System architectures for distributed KVSs

Distributed KVSs can be categorized into two architectural approaches: shared

nothing (partitioning) and shared everything (sharing). Each architecture offers dis-

tinct advantages and disadvantages, influencing the performance, scalability, load

balancing, and elasticity of the distributed KVSs.

Shared nothing. In a shared nothing architecture [51, 94], each node in the dis-

tributed KVS maintains its own independent memory and storage resources. Data is

partitioned and distributed across these nodes, with each node responsible for man-
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aging its own portion of the data.

This approach provides several advantages:

• High data Locality: Data locality is improved as data is stored on the same

node that processes it, reducing network traffic and improving performance.

• High scalability: Shared nothing architectures are highly scalable, eliminating

contention for shared resources and allowing for horizontal scaling by adding

more nodes to accommodate increasing data volumes.

However, the shared nothing approach also presents challenges:

• Low elasticity: Elasticity can be complex to manage in shared nothing ar-

chitectures. Adding or removing nodes requires careful consideration of data

redistribution across partitions to maintain balanced performance.

• Load imbalance: Load imbalance can occur in shared nothing architectures if

data or workloads are not evenly distributed across partitions. This imbalance

can lead to some nodes becoming overloaded while others remain underutilized.

Shared everything. In a shared everything architecture [23, 70, 223], all nodes in

the distributed KVS share a common pool of memory and storage resources. Data is

accessible to all nodes, and any node can process any request.

This approach offers some benefits:

• High elasticity: Elasticity is relatively straightforward in shared everything ar-

chitectures. Adding or removing nodes simply expands or contracts the pool of

available resources, simplifying resource allocation and adaptation to changing

workloads.
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• Load Balancing: Shared everything architectures inherently provide load bal-

ancing as all nodes have access to the entire dataset and can process any request.

This approach distributes the workload evenly across the system, preventing

individual nodes from becoming overloaded and ensuring efficient resource uti-

lization.

However, shared everything also poses limitations:

• Low Data Locality: Shared everything architectures can suffer from lower per-

formance due to reduced data locality. As data may not be stored on the same

node that processes it, network traffic increases, leading to latency and potential

bottlenecks.

• Low Scalability: Shared everything architectures can face scalability limitations

due to potential contention for shared resources. As the system grows, the

shared resources, such as memory, storage, or processing units, may become a

bottleneck, limiting scalability.

2.5.2 Caching for distributed KVSs

The choice between the two architectural approaches has significant implica-

tions for caching strategies and their effectiveness. Caching strategies for the shared

nothing architecture focus on leveraging data locality and scalability. Each node

maintains its own local cache to store frequently accessed data from its partition

and updates the cached data locally. This approach improves data locality, reducing

network traffic and latency, and simplifies cache consistency between local memory

caches. However, load imbalance in local caches can arise due to uneven data access

patterns and workload distribution across nodes [157]. This imbalance can lead to

performance degradation and inefficient resource utilization.

In the shared everything architecture, a shared distributed cache is used by

all nodes, providing a unified view of cached data [187]. Cache nodes in a shared dis-
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tributed cache are typically abstracted as a pool of resources, allowing load balancing

algorithms to treat them as interchangeable units [65]. This abstraction simplifies

load balancing decisions and enables dynamic allocation of requests based on node

availability and load levels. However, This approach introduces cache consistency

challenges between local memory caches. Updates to the shared cache need to be

propagated to all nodes to maintain consistency, requiring cache invalidation or up-

date propagation mechanisms.

2.5.3 Partitioning/sharing and caching strategies for DPM KVSs

Two previous studies propose distributed key-value stores for RDMA-based

DPM: Clover [190] and AsymNVM [137]. They are designed with unique system

architectures and caching strategies.

Clover. Clover adopts a shared-everything architecture on passive DPM; every KN

can access any data. The KNs in Clover cache pointers to the DPM key-value data

(termed shortcuts). Clover keeps the metadata index (a hash table) in dedicated

KNs (used as metadata servers) along with the most up-to-date shortcuts, while

entire data resides in DPM1. The KNs fetch actual data from DPM at cache hits

by directly using one-sided READ operations via the shortcuts, bypassing metadata

traversals; for cache misses, the KNs need to contact the metadata servers to obtain

the associated shortcuts.

Caching shortcuts instead of data copies allows for storing more keys in KNs

local memory, but it introduces consistency overheads. KNs perform updates out-

of-place to avoid concurrent contention over the same data, but it requires KNs to

traverse lock-free linked lists storing the multiple versions of values to find the latest

value. These consistency overheads limit performance and scalability.

1Note that although Clover assumes passive DPM, it uses extra dedicated metadata servers for
managing the DPM metadata, highlighting the practicality of active DPM.
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AsymNVM. AsymNVM assumes active DPM and supports a hash table, queue,

stack, tree, or skiplist as a metadata index. It selectively employs a shared-nothing

or shared-everything architecture depending on the type of the metadata index. For

the hash table, queue, and stack, AsymNVM deploys a separate DPM node per KN

after partitioning DPM data across the DPM nodes individually, while sharing the

same DPM node for a tree or skiplist. KNs cache the DPM data copies and batch

redo logs for the updates to the DPM data in their local memory. KNs flush these

logs to DPM while DPM processors apply the log operations asynchronously to the

metadata index.

KNs can keep their local memory copies without consistency overheads owing

to the no sharing approach for the hash table, queue, and stack. However, Asym-

NVM cannot elastically scale KNs independent of DPM, and requires expensive data

reorganizations during cluster reconfigurations. With a tree or skiplist, KNs share the

same DPM node and hence must synchronize their caches and redo logs with other

KNs using distributed locks, introducing performance and scalability bottlenecks.
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Chapter 3: Recipe - Converting Concurrent

DRAM Indexes to PM Indexes

This chapter presents Recipe [112], a principled approach for converting a

certain class of DRAM indexes to their crash-consistent PM counterparts. We first

motivate the needs of a principled approach to build concurrent, crash-consistent PM

indexes. Next, we present the Recipe approach, a set of conditions that enable the

identification of this class of DRAM indexes and the actions to be taken to convert

each index to be persistent. Then, we provide case studies to show how to convert

existing DRAM indexes to PM indexes through Recipe in practice.

3.1 Motivation

Hand-crafted PM indexes employ non-blocking operations to increase scala-

bility [82, 149]. However, while non-blocking operations offer high performance and

scalability, their complexity makes it challenging to develop, test, and debug indexes

with non-blocking operations. Persistence makes the problem even harder, since

developers have to ensure that crash recovery and concurrency mechanisms inter-

act correctly. We analyze two state-of-the-art PM indexes: the FAST & FAIR B+

tree [82], and the CCEH hash table [149].

FAST & FAIR. FAST & FAIR is a PM B+ tree that provides lock-free reads. The

reads detect and tolerate inconsistencies such as duplicated elements in a sorted list.

Writers hold a lock for mutual exclusion. The writes detect inconsistencies such as

duplicated elements, and try to fix them. However, we found that concurrent writes

could lead to loss of a successfully written key.

Consider the following scenario. Two threads try to insert keys to the same

internal node concurrently; one thread gets a lock and performs a node split. When

the other thread gets the lock, it does not realize the node has been changed, and
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inserts the key into the wrong node. The insert is successful, but a reader would

never be able to find the inserted value. We confirmed this design-level bug with the

FAST & FAIR authors. The solution is to add metadata about the high-key to B+

tree nodes, as done by prior works [33, 123, 141]. Please refer to our bug report for

more details [114].

We also found an implementation bug. According to its design, FAST &

FAIR recovers correctly from crashes at any point, not losing any inserted keys.

However, when we crashed FAST & FAIR consecutively in the middle of split and

merge operations on two nodes, keys present in the right node were lost. This is a

testament to the complexity of these indexes; a correct design is not always translated

properly to a correct implementation.

Finally, we found that incorrect crash recovery can result in poor performance.

If FAST & FAIR crashes in the middle of splits, although the recovered structure is

correct, it is not efficient. A series of such crashes transforms the B+ tree into a

linked list, leading to poor read and write performance.

In summary, our investigation of FAST & FAIR revealed a design-level bug

that lost data, an implementation-level bug that lost data, and that crashes can lead

to poor performance. The design-level bug resulted from not leveraging prior research

on concurrency, where the high-key problem and its solution is well-known.

CCEH. We discovered that the CCEH PM hash table [149] has two bugs: one in

its directory doubling code, and one in crash recovery code. Directory doubling is

similar to rehashing the hash table. There are three pieces of metadata that CCEH

has to atomically update in correct order during directory doubling: the pointer to

the directory, the directory width, and the global depth. If a crash happens before

the global depth is updated, insertion operations loop infinitely. If a crash happens

after the pointer to the directory is swapped, the crash recovery algorithm goes into

an infinite loop. The authors of CCEH have acknowledged both bugs.
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Summary. We find the ad-hoc design of concurrent, crash-consistent PM indexes

makes it hard to reason about behavior during concurrent writes and crashes, leading

to bugs. There is a need both for principled design of PM indexes, and testing whether

PM indexes correctly recover from crashes.

3.2 The Recipe Approach

We present Recipe, a principled approach for converting a specific class of

DRAM indexes to their crash-consistent PM counterparts. The converted PM index

inherits correctness and scalability from the DRAM index. The Recipe approach

guarantees that the converted PM index will recover from crashes correctly. Thus,

if the developer uses the Recipe approach to convert an appropriate DRAM index,

the resulting PM index will be correct, concurrent, and crash-consistent.

Recipe identifies three categories of DRAM indexes to guide this conversion.

Each category is accompanied by a condition and conversion action of the form: “if

the DRAM index satisfies these conditions, then convert it to a PM index using these

conversion actions”. We first present the intuition behind the Recipe approach, and

then describe each category.

3.2.1 Overall Intuition

We observe that some DRAM indexes use non-blocking reads (such as lock-free

reads) to improve performance. These non-blocking reads may observe inconsistent

states since writes may be underway at the time of read; the read operations can

then tolerate such inconsistencies, returning a consistent answer to the user. For

example, the read operation may see duplicate records and only return a single record

to user [67, 82]. Similarly, write operations may also see an inconsistent state and

fix the inconsistency; write operations in BwTree perform such fixes [123]. Prior

theoretical work has termed this a helping mechanism, where an operation started by

one thread which fails is later completed by another thread [32].
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The Recipe approach is based on the following insight: if reads can tolerate

inconsistencies, and writes can fix them, a separate crash-recovery algorithm is not

required. DRAM data structures that have such read and write operations are inher-

ently crash-consistent. If such data structures are stored on PM instead of DRAM,

they would be crash-consistent with minimal modifications; the developer would only

need to ensure that all data dirtied by store operations are persisted to PM in the right

order. We refine this observation through three conditions with corresponding con-

version actions that help a developer convert a DRAM index into a crash-consistent,

concurrent PM index.

3.2.2 Assumptions

Recipe assumes that the locks used in the index are non-persistent, and that

the locks are re-initialized after a crash (to prevent deadlock). Recipe also assumes

that unreachable PM objects will be garbage collected, as a failed update operation

may result in an allocated but unreachable object. Finally, Recipe also assumes that

the DRAM index operates correctly in the face of concurrent writes.

3.2.3 Condition #1: Updates via single atomic store

Reads must be non-blocking, while writes may be blocking or non-blocking.

The index makes write operations visible to other threads using a single hardware-

atomic store.

Conversion Action. Insert cache line flush and memory fence instructions after

each store.

Fig 3.1 illustrates the scenario covered by Condition #1. The index moves in

a single atomic step from its initial state to its final state. A crash at any point leaves

the index consistent, so crash recovery is not required.

Converting an index that fits these conditions is straight-forward; each store

instruction must be followed by a cache line flush and a memory fence instruction.
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Invisible Atomic Commit

After   crash 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Visible

Figure 3.1: Recipe Condition 1. When a crash occurs in the middle of an update
operation that completes in a single hardware atomic step, there is no recovery re-
quired. The state after the crash is either the initial state or the final state.

This ensures that all dirty data is flushed to PM, and that the order in which the

writes happen in CPU cache is the same order in which they are persisted to PM.

Performance can be increased by allowing stores preceding the final critical store to

be reordered [163]. Instead of putting a fence after each store, we would need fences

only surrounding the final atomic store.

Examples. We converted two indexes, the Height Optimized Trie (HOT), and the

Cache-Line Hash Table (CLHT) based on Condition #1. These indexes employ copy-

on-write for updates and failure-atomically make them visible to other threads via

atomic pointer swap. Thus, their conversions just require adding cache line flushes

and memory fences after each store.

3.2.4 Condition #2: Writers fix inconsistencies

Reads and writes must be both non-blocking. The index performs write op-

erations using a sequence of ordered hardware-atomic stores. If the reads observe

an inconsistent state, they detect and tolerate the inconsistency without retrying. If

writes detect an inconsistency, they have a helping mechanism which allows them to

fix the inconsistency.

Conversion Action. Insert cache line flush and memory fence instructions after

each store and specific load instructions.

Figure 3.2 illustrates the scenario for Condition #2. A crash leaves Thread 1’s

write partially completed. Thread 2 is able to detect this; since the write operation
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Figure 3.2: Recipe Condition 2. A crash occurs in the middle of Thread 1’s write
operation. Thread 2 detects this, completes Thread 1’s write operation using its
helper mechanism, and then proceeds with its own write operation.

comprises of a small sequence of deterministic steps, Thread 2 can identify where the

crash happened. Thread 2 then proceeds to complete the operation, and then proceed

with its own write. This restores the index back to its consistent state. Any read

observing these actions is able to tolerate the inconsistency and return a consistent

value back to the user.

Note that in general, it is hard after a crash to identify what happened before

the crash if extra information is not logged. Indexes meeting Condition #2 are able

to do this because write operations in such indexes are comprised of a small number

(typically fewer than five) of ordered store operations which mutate the index in a

deterministic fashion. Thus, after a crash, the write operation can always deduce

what happened before a crash.

Indexes matching Condition #2 do not need any explicit crash-recovery code

because implicit crash recovery is already part of the read and write operations. The

first writer that tries to update the index after a crash and detects the inconsistency

is responsible for the recovery of the part of the index the writer deals with. Load

instructions used to detect the inconsistency (or to detect which step of recovery has
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been already performed) must be followed by a cache line flush to ensure the thread

is not acting on stale or un-persisted information [88, 200]. As with Condition #1,

stores must be followed by a cache line flush and a memory fence instruction. Please

refer our tech report [113] for more details.

Example. The BwTree has non-blocking read and write operations. It uses a se-

quence of ordered atomic stores to perform Structural Modification Operations (SMO)

like node splits and merges. BwTree write operations have helper mechanisms which

complete and commit any intermediate SMO state encountered, before proceeding

with their own write. Thus, BwTree fits into Condition #2, and we converted it to

its persistent version simply by adding cache line flushes and memory fences.

3.2.5 Condition #3: Writers don’t fix inconsistencies

Reads must be non-blocking, while writes must be blocking. Write operations

involve a sequence of the ordered atomic steps similar to Condition #2, but they are

protected by write exclusion (locks). Reads can detect and tolerate inconsistencies.

Writes can detect inconsistencies; however, they lack the helper mechanisms needed

to fix the inconsistency.

Conversion Action. Add mechanism to allow writes to detect permanent incon-

sistencies. Add helper mechanism to allow writes to fix inconsistencies. Insert cache

line flush and memory fence instructions after each store.

Indexes conforming to Condition #3 are the hardest to convert, as they require

multiple steps. The root of the problem is that Condition #3 indexes do not have

helper mechanisms in their write operations. Therefore while reads and writes tolerate

inconsistencies, the permanent inconsistency will never get fixed.

First, the write operation must distinguish between a transient inconsistency

due to another on-going write or a permanent inconsistency due to a crash. It differ-

entiates these scenarios by trying to acquire the write lock; if it is successful, there
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Figure 3.3: Recipe Condition 3. Condition #3 indexes lack the helper mechanism
which allows them to resume an interrupted write operation. We explicitly add the
helper mechanism which identifies that Thread 1’s write operation was interrupted,
and finishes the write operation before proceeding with Thread 2’s write operation.

are no other writes happening concurrently, so an inconsistent state must be due to

a crash.

Second, a helper mechanism must be added to finish an interrupted write

operation. We find that helper mechanism can be built using code from the write

path. The helper mechanism must first identify what was happening at the point

of the crash (similar to Condition #2); it must then complete the interrupted write

operation. Figure 3.3 illustrates that explicit recovery code must be added into the

writer for Condition #3 indexes.

Adding the helper mechanism to write operation is correct since it re-uses code

from the write path; reads can already tolerate the inconsistencies due to on-going

writes. Adding the helper mechanism converts a Condition #3 index into a Condition

#2 index. At this point, only adding cache line flushes and memory fences after each

store are required to produce a crash-consistent, concurrent PM index.

Example. The Adaptive Radix Tree (ART) falls into the category of Condition
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#3. The writes in ART do not have the helper mechanism, so they just tolerate

inconsistencies, when encountering an intermediate state of Structural Modification

Operations (SMO). Fortunately, ART’s SMO consist of exactly two ordered steps;

after a crash, the helper mechanism only needs to identify if step one or two has

occurred. We modified ART to introduce permanent inconsistency detection and

helper mechanisms, along with adding cache line flushes and memory fences.

3.3 Testing Crash Recovery of PM Indexes

We introduce a novel method to test whether PM indexes recover correctly

after crashes. Testing crash recovery involves testing two things: whether the PM

index recovers to a consistent state, and whether the PM index loses any data suc-

cessfully persisted before the crash. Consistency for a PM index involves reads and

range queries of all previously inserted keys returning the correct values, and further

writes completing successfully.

The main challenge in testing crash recovery is deciding where to crash in

each workload. A crash could happen after each 8-byte atomic store in a workload;

this makes the total space of crashes in a reasonable workload prohibitively large. We

address this challenge by observing that most operations in PM indexes are comprised

of a small number of atomic stores; it is enough to simulate a crash after each atomic

store. For each operation in a PM index, we simulate a crash after all its atomic

stores. This is feasible since PM indexes have few operations, and each operation has

few atomic steps. Structure modifications operations and insertions have less than

five atomic steps in all the PM indexes we tested. Thus, crashing only after atomic

stores drastically reduces the search space. While there are existing tools like PM-

Inspector [85], pmreorder [166], and yat [110] to simulate crashes, these tools still

pick crash points in a random or exhaustive manner; our targeted crashing strategy

is powerful, revealing bugs with limited testing.

Testing consistency. We test for consistency using three steps. First, we run a
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DRAM Synchronization Conditions
Index Reader Writer Non-SMO SMO

CLHT Non-blocking Blocking #1 #1
HOT Non-blocking Blocking #1 #1
BwTree Non-blocking Non-blocking #1 #2
ART Non-blocking Blocking #1 #3
Masstree Non-blocking Blocking #1 #3

Table 3.1: Categorizing convertion actions. The table lists the converted DRAM
indexes with their category and synchronization properties.

write-heavy workload, and probabilistically simulate a crash after an atomic store in

either insertion or a structure modification operation like a node split. A crash is

simulated by returning from the operation without any clean-up activities, leaving a

partially modified state. Next, we explicitly call the recovery function if the PM index

has one. We perform a number of read and write operations using multiple threads,

keeping track of all successfully inserted keys. Finally, we read back all successfully

inserted keys and check that they have the right values. Note that this approach does

not require actual PM; we are able to emulate crashes using DRAM.

Testing durability. Testing durability involves checking that all cache lines which

were dirtied during the workload are flushed to PM. This ensures that data written

to the PM index is not lost if there is a crash. To test durability, we use the Pin [135]

tool to trace all allocations made using malloc, posix memalign, and new. We then

trace all store instructions to these allocated regions, and verify that all dirtied cache

lines are safely flushed to PM. We perform this testing using two phases: a load phase

and a test phase. We first load the index with enough keys such that future insertions

will trigger node splits and other structure modification operations. In the test phase,

we perform the insertion while tracing allocation, stores, and cache line flushes. For

each insertion, we verify that all dirtied cache lines were persisted.

48



3.4 Case Studies

We describe how we modified five concurrent DRAM indexes to their PM

counterparts. For each index, we discuss and modify the main write operations of

the indexes in accordance with the proposed conversion actions. The operations

we modify are classified into Structural Modification Operations (SMOs) and Non-

SMOs (Inserts and Deletes). Non-SMOs affect a single node (in tree based indexes)

or a single bucket (in hash tables), whereas SMOs require changes to multiple nodes

or buckets. Table 3.1 lists the converted indexes along with their categories and

properties.

Lock initialization. Some of the converted indexes use locks for write exclusion.

These locks are embedded into the node or bucket structure and are persisted along

with the node. However, locks are required only to provide concurrency; persisting

them can result in deadlocks if a system crash occurs. We re-initialize locks on startup

for all indexes converted using Recipe. We statically allocate a lock table that holds

pointers to each node’s lock. This lock table is initialized when the PM index is

restarted after crash.

Crash detection. When a converted PM index detects an inconsistency during path

traversal, it tries to acquire the lock for the node using try lock. If it fails to acquire

the lock, either the inconsistency is transient due to a concurrent write, or another

write operation is in the process of fixing the inconsistency. If the write operation

acquires the lock, it fixes the inconsistency using the helper mechanism.

3.4.1 Trie: Height Optimized Trie (HOT)

The Height Optimized Trie (HOT) is a lookup and space-optimized variant of

a trie, where the children of each node in the search tree share a prefix of the key.

HOT achieves cache efficiency, dynamically varying the number of prefix bits mapped

by a node to maintain consistent high fanout. The layout is designed for compactness

and fast lookup using SIMD instructions.
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Non-SMOs. HOT uses copy-on-write and commits an insert or delete operation by

atomically swapping the single parent pointer per operation. It uses non-blocking

read and exclusive write to prevent the updates from getting lost due to competing

pointer swap operations.

SMOs. SMOs in HOT occur when prefix bits are mismatched. If SMOs are required

during insertion and deletion, HOT first identifies the set of nodes to be modified,

locks them bottom up to avoid deadlock, performs the update using copy-on-write

and then unlocks them top down.

Conversion to PM. HOT abides by Condition #1 because every update to the

index is installed through an atomic pointer swap. Therefore, as long as the store

instructions are correctly ordered and flushed, crashes will not result in inconsisten-

cies. Conversion to P-HOT required adding 38 LOC (<2% of the 2K LOC in HOT

core).

3.4.2 Hash Table: Cache-Line Hash Table (CLHT)

CLHT is a cache-friendly hash table that restricts each bucket to be of the size

of a cache line (64 bytes). At most three key-value pairs, whose keys and values are

8 byte each, fits into one bucket. The design aims at addressing the cache-coherence

problem by ensuring that each update to the hash table requires one cache line access

in the common case. To ensure that a non-blocking reader finds the correct value,

CLHT uses atomic snapshots of key-value pairs [48, 49]

Non-SMOs. CLHT installs any update to the hashtable by locking the appropriate

bucket, performing the update in-place and then unlocking it. CLHT installs the

insert and delete operation using a single atomic commit point, ordered by memory

fences: writing the correct value first prior to updating 8 byte key (for insertion) and

writing 0 to the key (for deletion).

SMOs. If the inserts extend the number of buckets per hash beyond a threshold,
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CLHT performs re-hashing using copy-on-write. The old hash table is first locked for

write. The entries in each bucket are then copied over to the new hash table, and

finally, the old hash table is atomically swapped with the new one.

Conversion to PM. CLHT abides by Condition #1 because the inserts, deletes,

and re-hashing are effected via a single atomic store. Similar to HOT, we insert

cache line flushes and memory fences after appropriate store instructions to build P-

CLHT. Common-case non-SMOs (inserts and deletes), except for re-hashing, require

only one cache line flush per update. Conversion involved 30 LOC (CLHT lock-based

implementation is 2.8K LOC).

3.4.3 B+ TREE: BwTree

BwTree is a variant of B+ tree that provides non-blocking reads and writes. It

increases concurrency by prepending delta records (describing the update) to nodes.

It uses a mapping table that enables atomically installing delta updates using a single

Compare-And-Swap (CAS) operation. Subsequent reads or writes to this node replay

these delta records to obtain the current state of the node.

Non-SMOs. Insert and delete operations prepend the delta record to the appropriate

node, and update the mapping table using CAS. If a CAS to the mapping table fails

because of another concurrent update, the thread simply aborts its operation and

restarts from the root.

SMOs. When the base node in BwTree overflows (or underflows), a node split (or

merge) is necessary. BwTree uses a helper mechanism [123] to co-operatively perform

concurrent updates in the presence of structural modifications due to node splits

and merges. Any subsequent writer thread that observes an ongoing split or merge

operation first tries to complete it, before going forward with its own operation.

Splits and merges first post a special delta record to the node to indicate that

a modification is in progress. It then uses the two-step atomic split mechanism of
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B-link trees [118] to create a new sibling node in the first step and later update the

split key in the parent node. For node merges, the left sibling of the node to be

merged is updated with a physical pointer to this node and then the merge key in

the parent is removed.

Conversion to PM. BwTree’s non-SMOs are completed by preprending new delta

node with a single CAS, so they fit into Condition #1. We perform a cache line flush

if the CAS succeeds. BwTree’s node split and merge mechanisms expose intermediate

states to other readers and writers. While readers never restart in the original design

of the BwTree, the open-source implementation of BwTree allows reads to restart if

a node merge is in progress [201]. We address this issue by modifying the reader to

avoid retry using the inconsistency detection and fix algorithm already present in the

write path of BwTree.

Using their helper mechanism, the writers in BwTree detect and fix any par-

tially completed operation. As a result, SMOs of BwTree (after modifications to the

read operation) fits into Condition #2. We build P-BwTree by adding cache line

flushes and memory fences after every store and load operation to the nodes and

mapping table. Building P-BwTree involves modifying 85 LOC, as compared to 5.2K

LOC in the core BwTree index.

3.4.4 Radix Tree: Adaptive Radix Tree (ART)

ART is a radix tree variant that reduces space consumption by adaptively

varying node sizes based on the valid key entries. 8-bit prefix (one byte) is indexed by

each node. The 8-byte header of each node in ART compresses some part of common

prefix and the length of it. The level field in each node represents the full length of

common prefix shared at this node and is never modified after its creation. As in HOT,

synchronization is provided using non-blocking read and exclusive write [119, 120].

Non-SMOs. For an insertion, a new key-value pair is appended into the end of the

entries in a node and is atomically made visible by increasing counter value. Deletion
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is completed via a single atomic store, simply invalidating a key by setting the value

entry to be NULL. If the node overflows (or underflows), the node is copied to a new

larger (or smaller) node and then the parent pointer is atomically swapped.

SMOs. If two keys share the same prefix, ART compresses the native radix tree

structure by simply storing the common prefix in a single node (instead of allocating

a node per character in the key). As key distribution varies, the compressed prefix

could be expanded or compressed, resulting in split or merge of existing nodes. Unlike

non-SMOs, these structural changes are installed in multiple atomic steps. If the

insertion of a key requires a path compression split, a new node pointing to the key

is first installed, and then the header is updated to contain the correct prefix.

Conversion to PM. Since non-SMOs are always committed atomically, they abide

by Condition #1. However, the path compression mechanism in ART exposes in-

termediate states which reads can tolerate. A read counts the depth of the native

decompressed radix tree while traversing tree, and compares level field with the sum

of the depth and the prefix length stored in a node; if there is a mismatch, the read

simply ignores a part of the prefix at this node to access the correct key. To ensure

correctness, reads verify if the retrieved key is same as the search key before returning.

Writes similarly detect inconsistencies, but do not fix them.

To build P-ART, we modify the write path to include crash detection and

recovery. When the node traversal in the write path detects an inconsistency, it first

checks for a crash using a try lock. If it successfully acquires the lock, the write

calculates and persists the correct prefix. Implementing these changes, along with

insertion of cache line flushes and memory fences required adding 52 LOC to the

1.5K LOC of ART.

3.4.5 Hybrid Index: Masstree

Masstree is a cache-efficient, highly concurrent trie-like concatenation of B+

tree nodes [141]. Masstree provides synchronization using write exclusion and lock-
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free readers retry when inconsistencies are detected by using version numbers.

Non-SMOs. Similar to ART, the non-SMOs of Masstree start with non-blocking

tree traversal to return correct leaf node. Inserts to the leaf nodes in Masstree are

performed by appending a new key-value pair to the node with unsorted order and

atomically switching to an updated copy of the 8-byte permutation table, specifying

the sorted orders of keys and empty entries. For deletes, it is sufficient to atomically

update the permutation table to invalidate the entry.

SMOs. The internal nodes in Masstree maintain keys in sorted order using a non-

atomic key-shifting algorithm which exposes inconsistent data to readers [36]. Reads

therefore retry until the ongoing operation completes. Node splits and merges lock

the corresponding nodes and update version counters upon completion. Meanwhile,

all concurrent reads and writes to these nodes would simply retry from the root.

Conversion to PM. The non-SMOs of Masstree abide by Condition #1, since

insertions and deletions are atomically reflected by updating a permutation table.

However, Masstree SMOs do not directly fit into our conditions as the readers do not

tolerate inconsistency without restarts. While the structure of leaf nodes allows a

2-step atomic split mechanism, the internal nodes do not. Therefore, we modify the

internal nodes to resemble the leaf nodes, modifying the data structure to resemble

the B-link Tree. This modification allows a 2-step atomic split mechanism across all

levels. For example, if the insertion requires node split, half of the entries in split

node are copied into the new sibling node, and then the sibling pointer of split node

is atomically installed to the new sibling. Finally, the entries copied into new sibling

node are atomically invalidated from split node by updating 8-byte permutation table.

Furthermore, this eliminates restarts at the read path. All the intermediate states

exposed by SMOs are tolerated by moving towards next sibling node, utilizing the

B-link Tree’s sibling link and high key [33]. Reads therefore always return consistent

data and writes can reach the correct leaf node without retry.
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Workload Description Application pattern

Load A 100% writes Bulk database insert
A Read/Write, 50/50 A session store
B Read/Write, 95/5 Photo tagging
C 100% reads User profile cache
E Scan/Write, 95/5 Threaded conversations

Table 3.2: YCSB workload patterns. The table describes different workload
patterns from the YCSB test suite.

With this change, SMOs of Masstree fits into Condition #3, where reads

return consistent values, but writers have no mechanism to fix inconsistent states. We

implement write path recovery by simply replaying the node split algorithm whenever

a crash is detected using a try lock. If the intermediate state observed was due to a

node split, then this action would complete the split operation. If the observed crash

state was due to a node merge, replaying the split operation will undo the merge,

bringing the index back to a consistent state.

3.5 Evaluation

We evaluate the performance of indexes converted using the Recipe approach

against state-of-the-art hand-crafted PM indexes on Intel Optane DC Persistent Mem-

ory Module (PMM). The experiments are performed on a 2-socket, 96-core machine

with 768 GB PMM, 375 GB DRAM, and 32 MB Last Level Cache (LLC). We use

the ext4-DAX file system running kernel 4.17 on the Fedora distribution. All our

experiments are performed in the App Direct mode of Optane DC which exposes a

separate persistent memory device [89]. All experiments are performed on a single

socket by pinning threads to a local NUMA node. Since the machine supports clwb

instruction which is more efficient than clflush, we use clwb for cache line flushes

in our experiments.

We split our evaluation based on the data structure into ordered indexes and

unordered indexes. An ordered index aims to support both point and range queries,
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but an unordered index only provides point queries. FAST & FAIR, P-Bw tree,

P-Masstree, P-ART, and P-HOT are the ordered indexes, while CCEH, Level Hash-

ing, and P-CLHT are the unordered indexes. We use the libvmmalloc library from

PMDK that transparently converts traditional dynamic allocation interfaces to work

on a volatile memory pool built on a memory-mapped file on PMEM [165]. We fur-

ther collect low-level performance counters such as the number of clwb and mfence

instructions along with the number of LLC misses per operation using the perf

tool [164].

Workloads. We use the Yahoo! Cloud Serving Benchmark (YCSB) [45], the industry

standard for evaluating key-value indexes. We use the index micro-benchmark to gen-

erate workload files for YCSB and statically split them across multiple threads [216].

Each generated workload mimics a real application pattern as shown in Table 3.2.

We exclude workloads D and F as they involve updates and some indexes (FAST &

FAIR, CCEH, CLHT) do not support key updates. For each workload, we test two

key types - randint (8 byte random integer keys) and string (24 byte YCSB string

keys), all uniformly distributed.

To evaluate the ordered indexes, we use both random integer and string type

keys. As the open-source implementation of FAST & FAIR does not support string

type keys, we implement string type support for FAST & FAIR by replacing integer

key entries with pointers to the address of the actual string key, which is simplest way

to support variable-sized string-type keys in B+tree in a crash-safe manner [36]. In

both cases, we first populate the index with 64M keys using Load A, and then run the

respective workloads that insert or read a total of 64M keys. For unordered indexes,

we only use integer key types. We present the results from multi-threaded workloads

using 16 threads and omit single threaded results as the performance trends are

comparable to the multi-threaded workload. We use the default node size for each of

the tree-based indexes, and a starting hash table size of 48KB. The reported numbers

are averaged over several runs (with an average variance of 0.1%).
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(a) Integer keys : Multi threaded YCSB

PM Index
Instructions Last Level Cache Miss

clwb mfence LoadA A B C E

FAST & FAIR 7 8 11 10 8 7 8
P-Bw Tree 7 4 17 15 10 9 26
P-Masstree 3 5 7 7 6 5 8
P-ART 3 3 4 4 4 4 12
P-HOT 7 5 4 4 2 2 10

(b) Integer keys : Performance counters

Figure 3.4: YCSB workload, integer keys for tree indexes. The plot compares
the performance of various tree based PM indexes using YCSB workloads for ran-
dom integer keys (higher is better). On all workloads except for scan, the indexes
converted using RECIPE outperform FAST & FAIR by up to 1.8×. The fine grained
performance counters per operation help explain the observed trends (lower is better).
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3.5.1 Ordered indexes

We evaluate converted indexes P-ART, P-HOT, P-Masstree, and P-BwTree

against the only concurrent and open-source state-of-the-art PM B+ tree, FAST &

FAIR.

Integer type keys. Figure 3.4 shows the performance comparison of various tree-

based PM indexes using integer type keys. P-ART outperforms FAST & FAIR by

up to 1.6× on write-heavy workloads as shown in Figure 3.4 a. The FAST algorithm

sorts inserted keys in-place, which results in higher number of cache line flushes as

compared to P-ART (Figure 3.4 b). This explains the lower performance of FAST

& FAIR in write-intensive workloads. Trie-based indexes like P-HOT eliminate key

comparisons in their search path as they do not store full keys in internal nodes.

Therefore, point reads are more cache-efficient (P-HOT incurs 3× lower LLC misses

compared to FAST & FAIR shown in Figure 3.4 b), thereby outperforming FAST &

FAIR by 1.5× on read intensive workloads.

The performance of FAST & FAIR and P-BwTree is similar. P-BwTree perfor-

mance is low because its operations require pointer chasing; for example, an insert can

be only be performed after applying prior deltas. This leads to many LLC misses.

As a result, P-BwTree performance is not significantly better than B+ trees with

in-place updates.

FAST & FAIR outperforms all other indexes in range scans. There are two

primary reasons for this. First, the keys are more compactly packed into nodes in B+

trees unlike tries, which makes it cache efficient in range scans. Second, the leaf nodes

do not have sibling pointers in prefix tries, thereby requiring extensive traversals for

range queries.

String type keys. Figure 3.5 shows the performance comparison of various tree-

based PM indexes using string type keys. The absolute value of throughput decreases

for string key types as compared to randint keys for all indexes. However, the mag-
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(a) String keys : Multi threaded YCSB

PM Index
Instructions Last Level Cache Miss

clwb mfence LoadA A B C E

FAST & FAIR 8 10 36 47 40 39 76
P-Bw Tree 8 6 40 48 39 37 62
P-Masstree 4 7 9 10 8 7 11
P-ART 3 4 4 5 5 5 22
P-HOT 7 5 5 5 3 3 12

(b) String keys : Performance counters

Figure 3.5: YCSB workload, string keys for tree indexes. The plot compares
the performance of various tree based PM indexes using YCSB workloads with string
keys (higher is better). All the indexes converted using Recipe outperform FAST &
FAIR by up to 5×. The fine grained performance counters per operation help explain
the observed trends (lower is better).

nitude of performance drop is the highest for FAST & FAIR and native B+ trees,

due to the high cost of string key comparison and pointer dereference to access the

string key. This results in 8× more LLC misses in average as compared to prefix tries.
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Figure 3.6: YCSB workload with integer keys for hash tables. The figure
compares the performance of various hash based PM indexes using YCSB workloads
(higher is better). P-CLHT, the index converted using RECIPE outperforms CCEH,
the state-of-the-art hash table, by up to 2.4×.

Comparing absolute throughput, we see that FAST & FAIR performs 2.5− 5× worse

for all YCSB workloads using string type keys as compared to integer keys. Whereas,

prefix tries are only about 20% slower when switched to the string keys.

As shown in Figure 3.5 b, B+ tree’s cache inefficiency results in 3.2−5.2× worse

performance compared to P-HOT. We observe that although Masstree uses a data

structure that is a combination of B+ trees and prefix tries, its trie-based structure

enables native key comparison by storing 8-byte partial keys to each B+tree’s layer.

Furthermore, it uses a collection of cache-friendly techniques such as prefetching,

reduced tree depth, and careful layout of data across cachelines. These design choices

makes Masstree better than its B+ tree counterparts across all workloads.
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3.5.2 Unordered indexes

We evaluate P-CLHT against two state-of-the-art persistent hash tables, CCEH

and Level hashing. Figure 3.6 shows that P-CLHT outperforms CCEH by up to 2.5×

on the multi-threaded YCSB workload. Starting from a hash table size of 48KB, we

insert 64M keys into the hash table in Load A, which triggers multiple re-hashing

operations in both indexes. P-CLHT is 2× worse than CCEH for concurrent insert

only workload, due to the globally-locked rehashing scheme that throttles concur-

rency. We confirm this by evaluating the two indexes using a single thread, where

P-CLHT is only 12% slower than CCEH even in the presence of rehashing.

Table 3.3 shows that CCEH has lower throughput than P-CLHT though both

similar number of cache misses and clwb instructions. This is due to the segment split

mechanism of CCEH. When the hash table is sufficiently large, P-CLHT performs

no rehashing (in workload A and B), thereby requiring only one clwb per insert. On

the other hand, even when similarly sized, CCEH performs frequent segment splits

that require multiple cache line flushes and expensive copy-on-write of new segments

(117K segment splits occurred on inserting 10M keys into a sufficiently large hash

table). CCEH requires additional pointer reads due to indirections introduced using

directory and segment, which results in lower read performance over P-CLHT. Level

hashing incurs a higher number of cache misses due to its two level architecture that

results in non-contiguous cache line accesses [149] and lower throughput.

3.5.3 Comparison to WOART

WOART [111] is a single-threaded, hand-crafted, write-optimal PM variant of

ART. WOART introduces a new recovery mechanism and modifies the node structure

to be failure-atomic. The authors suggest modifying WOART to be multi-threaded

using a global lock; since this leads to low concurrency, P-ART outperforms WOART

on multi-threaded YCSB workloads by by 2− 20×.
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PM Index
Instructions Last Level Cache Miss

clwb mfence LoadA A B C

CCEH 2.3 3.0 1.5 1.5 1.1 1.0
Level hashing 3.7 5.8 4.0 3.3 4.0 4.0
P-CLHT 1.5 2.5 2.4 1.3 1.1 1.1

Table 3.3: Performance counters. The table shows the average number of clwb,
mfence instructions per insert operation, and the average number of LLC misses per
operation during each workload for randint keys (lower is better).

3.5.4 Summary

Recipe-converted indexes outperform state-of-the-art hand-crafted PM in-

dexes by up-to 5.2× on multi-threaded YCSB workloads. Recipe-converted indexes

are optimized for cache- efficiency and concurrency as they are built from mature

DRAM indexes. Recipe-converted indexes encounter fewer cache misses as compare

to hand-crafted PM indexes. The append-only nature of indexes like P-ART results

in up-to 2× lower cache line flushes, compared to hand-crafted PM indexes like FAST

& FAIR. All these factors contribute to the performance gain of Recipe-based PM

indexes.

3.5.5 Testing Crash Recovery

We test each index for 10K crash states. We load 10K entries into the index,

allowing it to crash probabilistically. We then perform a mixed workload consisting of

a total of 10K inserts and reads into the index using 4 concurrent threads. Finally, we

read back all successfully inserted keys from the index. On average, the end-to-end

time for generating a crash state and testing it is 20ms.

We tested the current state-of-the-art PM indexes, and our converted PM

indexes using the approach outlined in Section 3.3. Our testing revealed crash-

consistency bugs in FAST & FAIR and CCEH. In FAST & FAIR, when two con-

secutive crashes occur during a node split and a node merge, the node to be deleted

by the merge algorithm is not cleaned up correctly, which makes its right sibling in-
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accessible by a reader. This results in data loss. CCEH results in stalled operations

if a crash occurs during directory doubling, as it does not update directory metadata

atomically. All PM indexes converted using Recipe passed the testing with no bugs.

Additionally, our durability test reveals that the initial node allocation containing

the root pointer is not persisted in FAST & FAIR and CCEH.

3.6 Limitations and Discussion

Limitations. The Recipe approach has a number of limitations. Recipe is not ap-

plicable to all DRAM indexes; it can only be applied to DRAM indexes that meet its

specific conditions. For instance, Recipe cannot be applied to indexes with blocking

reads or non-blocking reads with version-based retry without the ordered determin-

istic steps. Recipe assumes the original DRAM index is correct; if it has a bug, the

converted PM index will also have a bug. Indexes converted by Recipe provide a low

level of isolation (Read Uncommitted) in which non-blocking readers can return non-

persisted data. However, this is not a fundamental limitation; developers can achieve

stronger isolation by simply replacing the final commit stores in the conversion ac-

tions with other primitives such as non-temporal stores [178], PSwCAS (a Persistent

Single Word CAS) [200]. Finally, Recipe focuses on correct and principled conver-

sion of DRAM indexes into PM indexes; there are usually opportunities for further

optimization.

Optimization. We can increase the performance of converted PM indexes by reduc-

ing the number of cache line flushes or memory fences using techniques like persist

buffering and coalescing [163]. Persistent buffering reduces the excessive flush and

fence overhead by allowing flushes between independent cache lines to be reordered.

Persistent coalescing facilitates batching multiple cache line flushes to the same cache

line [41, 42]. Recipe-based conversion inserts a flush and fence operation after each

store. We optimized this by buffering and coalescing the flushes wherever possible in

our Recipe-converted indexes presented in Section 3.4; however, such optimizations
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turned out to be heavily dependent on the implementation of the index structure. As

we could not generalize these optimizations into conditions, Recipe leaves it to the

developer to identify and apply them.

Automation. Converting indexes using Condition #1 and #2 only requires cache

line flushes and memory fences after every store instruction. Although this sounds

simple and easy to automate, the challenge in automating these conversions lies in

the many different ways in which the same logical steps are implemented in different

indexes. For example, an atomic store operation could be implemented using the

C++ atomic library, or through a simple pointer assignment, followed by mfence.

3.7 Summary

This chapter presents Recipe, a principled approach for converting concur-

rent DRAM indexes into crash-consistent indexes for PM. The main insight behind

Recipe is that isolation provided by a certain class of concurrent in-memory indexes

can be translated with small changes to crash-consistency when the same index is

used in PM. We present a set of conditions that enable the identification of this class

of DRAM indexes, and the actions to be taken to convert each index to be persistent.

Based on these conditions and conversion actions, we modify five different DRAM in-

dexes based on B+ trees, tries, radix trees, and hash tables to their crash-consistent

PM counterparts. The effort involved in this conversion is minimal, requiring 30–

200 lines of code. We evaluated the converted PM indexes on Intel DC Persistent

Memory, and found that they outperform state-of-the-art, hand-crafted PM indexes

in multi-threaded workloads by up-to 5.2×. For example, we built P-CLHT, our PM

implementation of the CLHT hash table by modifying only 30 LOC. When running

YCSB workloads, P-CLHT performs up to 2.4× better than Cacheline-Conscious

Extendible Hashing (CCEH), the state-of-the-art PM hash table.
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Chapter 4: Dinomo - An Elastic, Scalable,

High-Performance KVS for DPM

This chapter presents Dinomo [116], a new key-value store (KVS) for DPM.

We first motivate the needs of new key-value store designs for DPM. Next, we describe

the details of Dinomo including its API, target workloads, goals, and the guarantees

it provides. Then, we explain how Dinomo achieves its goals (Table 4.2).

KVS property Dinomo Clover AsymNVM

Data shared shared partitioned
Metadata shared shared partitioned
Ownership of data partitioned shared partitioned
High performance ✓ × ✓
Scalability ✓ × ✓
Lightweight reconfiguration ✓ ✓ ×

Table 4.1: Design choices and properties of different DPM KVSs.

4.1 Motivation

Previously proposed DPM key-values stores differ based on how they handle

data, metadata, and ownership. Metadata is information used to locate and access

data (like an index). Ownership determines if a data item can be read or written.

AsymNVM. AsymNVM [137] adopts a shared-nothing architecture, as shown in

Figure 4.1 (a). Data in DPM is partitioned, and each partition is exclusively accessed

by a single KN. Every KN uses its local memory to cache data from its partition

(Table 4.1); caching helps reduce expensive network round trips to DPM. As KNs

have exclusive ownership over data, their caches can preserve locality and can be

consistent without incurring additional consistency overheads. Thus, shared-nothing

architectures provide high performance and scalability in the common case by effec-
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Figure 4.1: System architectures for DPM KVSs. In the shared-nothing archi-
tecture, data in DPM is partitioned, and each partition is exclusively accessed by a
single KN. In the shared-everything architecture, all KNs share the ownership of data
in DPM, and every KN can access and modify all data and metadata. Ownership is
shown above each KN.
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tively using KN caches to process requests. However, reconfiguring the number of

KNs or balancing load across KNs requires physical reorganization of data and meta-

data [18, 76, 104, 137]. For example, adding a new KN may require the metadata of

a partition to be split, resulting in expensive data copies at DPM. Thus, AsymNVM

offers performance at the expense of elasticity and fast reconfiguration.

Clover. Clover [190] adopts a shared-everything architecture, as shown in Figure 4.1

(b). All KNs share the ownership of data in DPM, and every KN can access and

modify all data and metadata (Table 4.1). KNs can use local memory to cache data.

However, due to sharing, KNs have poor cache locality and need to keep their caches

consistent, incurring significant consistency overheads that reduce the common-case

performance and scalability [168]. Nevertheless, Clover can support lightweight recon-

figuration without re-partitioning data or metadata and allow straightforward load

balancing across KNs. Overall, Clover offers elasticity and lightweight reconfiguration

at the expense of high common-case performance and scalability.

Goals Dinomo techniques

High performance Ownership partitioning, DAC

Lightweight reconfiguration
and scalability

Ownership partitioning

Linearizable reads and writes Shared DPM, Ownership partitioning

Table 4.2: Dinomo goals and design techniques.

4.2 Dinomo

We now present Dinomo, a key-value store (KVS) for DPM. We first describe

its API, target workloads, goals, and the guarantees it provides. Then, we explain

how Dinomo achieves its goals (Table 4.2).

API. Dinomo allows applications to perform insert(key, value), update(key,

value), lookup(key), or delete(key) on variable-sized key-value pairs. We refer to
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the lookup operations as reads, and the insert, update, and delete operations as

writes.

Target workloads. Dinomo targets applications with dynamic working sets and

sizes, and non-uniform workloads with varying skew [156, 171, 204]. Large variations

in workloads require DPM KVSs to allow the elastic deployment of resources (e.g.,

KNs) in response to those dynamics [28, 219].

Goals. Dinomo aims to achieve the following goals:

• High common-case performance, in the absence of failures or reconfiguration

• Scalability of performance when the number of KNs increases

• Lightweight online reconfiguration to effectively handle KN failures, bursty

workloads, and load imbalance on available KNs

• Linearizable reads and writes

Guarantees. Dinomo guarantees that once committed, data will not be lost or

corrupted regardless of KNs failures. It also ensures data remains available if at least

one KN and DPM are available.

4.2.1 Architecture

Figure 4.2 shows the high-level architecture of Dinomo. Dinomo consists of

clients, routing nodes (RNs), KVS nodes (KNs), DPM, and a monitoring/management

node (M-node). We describe these components and how a request flows between them.

Applications and users interact with Dinomo through clients. RNs are the

client-facing tier that provides cluster membership and isolates clients from the in-

ternal variation of the KVS cluster. A client first contacts an RN to obtain cluster

membership and caches the mapping of key ranges to various KNs. The client contacts

the appropriate KN, which will then perform the read or write operation on its behalf.
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Figure 4.2: Overview of the Dinomo cluster.

Each KN is equipped with general-purpose processors and a small amount of DRAM

relative to the DPM capacity. The KN uses one-sided or two-sided RDMA primitives

to access DPM over the interconnect [9]; note that the one-sided RDMA primitive can

read or write data without involving the DPM processors. DPM has the large shared

PM pool and limited computational power relative to KNs [137, 190, 217]. This

asymmetry is deliberate: KNs are intended to run complex operations in the critical

path, whereas DPM is intended to execute lightweight tasks outside the critical path,

while keeping the cost of provisioning DPM low. The KN caches the data it fetches

from DPM in its local DRAM, and responds to client requests. The M-node observes

KNs statuses and workload characteristics to detect KN failures, load imbalance, or

workload skew, and triggers a suitable reconfiguration.

Note that we separately deploy the different functional components of Dinomo

to enable us to independently scale them up and down as required. It is also possible

to co-locate some components at the expense of reducing the efficiency of policy

decisions when scaling resources.

Assumptions. We assume all components in theDinomo cluster are inter-connected

through a reliable local network (either over TCP/IP or RDMA RC). The intercon-

nect bandwidth between KNs and DPM is lower than the memory bandwidth of the
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PM itself, usually making network the bottleneck [8, 93]. KN failures are fail-stop

and independent of DPM failures; when an KN fails, the KN abruptly terminates its

execution and its local DRAM contents are lost. DPM has internal mechanisms or

hardware support to ensure high availability [99, 117, 137, 190, 222] and hardware-

level memory protection [154, 185, 195, 215]. The M-node is always alive; this can be

ensured via consensus and replication [108, 109, 160]. As the M-node deals with infre-

quent lightweight tasks, using consensus does not introduce performance bottlenecks.

Lastly, we assume M-node detects the KN failures correctly without false-positive or

false-negative detection. stuidee perssone.

4.2.2 Data organization on DPM

Figure 4.3 shows the data-plane components in Dinomo. Dinomo stores data

(key-value pairs) and metadata (indexing structures) in DPM for providing durability

and as the source of ground truth.

Storing data in logs. In response to a write request, a KN writes data to an

exclusive log on DPM. This write is performed with a single one-sided write operation

in the critical path. The log is broken into a series of segments. Since each KN handles

requests on exclusive logical data partitions (§4.2.4), two KNs will never log a write

for the same key. The DPM processors asynchronously merge the write operations in

a log segment in order into the metadata index. Logs of different KNs may be merged

into the index simultaneously.

Metadata index. The metadata index in DPM must satisfy the following require-

ments. First, KNs should not hold locks while performing index traversals; locks cause

cross-node synchronization overheads. Next, even if a KN fails while performing an

index traversal, other KNs should be able to make progress. Finally, the index should

support concurrent and consistent updates, allowing DPM threads to perform non-

conflicting updates in parallel. Most state-of-the-art concurrent PM indexes satisfy

these requirements [11, 37, 82, 112, 136]; these PM indexes provide lock-free reads and
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Figure 4.3: Dinomo data plane.

log-free in-place writes. Thus, with such PM indexes, Dinomo provides a globally

consistent view of data in a scalable manner, independent of the number of KNs.

Consistency. Dinomo guarantees linearizability, the strongest consistency level

for non-transactional stores [194]. Dinomo ensures that a successful write request

commits the data atomically in DPM, and that subsequent reads return the latest

committed value. To satisfy linearizability, Dinomo merges data logs in request

order to the metadata index. Other core design decisions like ownership partitioning

across KNs (§4.2.4), and using indirect pointers for selective replication (§4.2.4), help

provide linearizability. Before reconfiguration or after failure, Dinomo merges all

pending logs from the KNs involved before allowing the other KNs to serve reads.

4.2.3 Disaggregated Adaptive Caching

It would be prohibitively expensive for KNs to do network round trips (RTs)

for every read operation. To avoid these overheads, KNs use local DRAM to cache

data and metadata. Because KNs have limited memory, efficient caching is crucial
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for high common-case performance. We introduce Disaggregated Adaptive Caching

(DAC), a novel caching scheme to efficiently use DRAM at KNs.

Motivation. As DPM is directly accessible to KNs via one-sided RDMA operations

with low latency owing to its byte addressability, KNs can cache not only data in

the form of values but also metadata in the form of shortcuts. A value entry keeps

the entire copy of a DPM value, so the KN can access everything locally. A shortcut

entry keeps a fixed 64-bit pointer to the value in DPM; accessing the data incurs a

one-sided operation to DPM. If neither value nor shortcut are cached, accessing the

value incurs significant overhead: the KN needs to traverse a metadata structure in

DPM to find the value’s location and then access the value. Traversing metadata

structures like trees, skip lists, or chaining lists in hash tables, requires multiple RTs

to DPM or remote procedures in DPM, both of which have much higher overheads

than a single one-sided operation [3, 198, 225, 228].

Caching values improves performance relative to caching shortcuts, but re-

quires more cache space. This raises an interesting question: is it better to cache a

few values with no overheads upon cache hits, or a larger number of shortcuts with

fixed hit overheads?

The answer is simple in extreme cases: in highly skewed workloads, where

a small number of hot key-value pairs can fit in the cache, storing values is better.

When workloads are close to uniform distribution with total size larger than the

cache, storing shortcuts is better. Unfortunately, most workloads fall between these

two extremes and offer no clear answer. A simple static caching policy may reserve

some fixed ratio of cache space for storing values and devote the rest to shortcuts.

What should this ratio be? We observe that the efficient ratio is dependent on

workload patterns and aggregate memory available for caching. In a disaggregated

system like Dinomo that has autoscaling, neither workload patterns nor memory

available is known ahead of time, ruling out static policies.

Adaptive Policy. We introduce DAC, a novel caching policy that dynamically
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Disaggregated Adaptive Caching
BEGIN We start with an empty cache; start caching values
On a MISS We cache the shortcut; if we need to make space for the shortcut,

we DEMOTE a value (if present) or evict a least frequently used
shortcut

On HIT We check if we can PROMOTE this shortcut to value; we check if
the benefits from caching the value instead of shortcut outweigh the
benefits from evicting a suitable number of shortcuts

EVICT Always evict the least frequently used shortcut
PROMOTE Promote only if the benefits outweigh the costs
DEMOTE Demote if we incur cache misses

Table 4.3: Summary of the adaptive caching policy.

selects the ratio of values to shortcut entries as needed. This policy automatically

adapts to the changes in workload patterns and to the changes in the aggregate mem-

ory space for caching at KNs due to cluster reconfiguration, as shown in Figure 4.3.

Insight. DAC is based on the following insight. Performance is highly correlated

with the number of network RTs, so we seek to minimize that. Caching a shortcut

reduces RTs from M (where M is the cost of an index lookup) to one, while caching

a value instead of a shortcut reduces RTs from one to zero. Thus, caching shortcuts

provides the bigger gain. We treat value caching as an optimization on top of shortcut

caching. Value caching is used when we have spare space in the cache, or when we

observe that storing a value can serve more requests than storing an equivalent number

of shortcuts. Table 4.3 details the policy.

In DAC, values can be demoted to shortcuts and shortcuts can be evicted.

Shortcuts can also be promoted to values.

Demotions. Demotions occur on cache misses to make space for a new cache entry.

To demote a value to a shortcut, we pick the least-recently-used key, leveraging tem-

poral locality. To evict a shortcut, we pick the least-frequently-used key, in order to

preserve frequently used keys in the cache and cater to skewed workloads.
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Promotions. Promotions depend on whether the benefits from caching a value

outweigh the benefits from caching a suitable number of shortcuts. To determine if

a shortcut P needs to be promoted to a value, we use the following calculation. If at

least N least-frequently-used shortcuts need to be evicted to make space for caching

one value, then the shortcut P needs to satisfy the following relation to be promoted:

Hits(P )× Avg. shortcut hit RTs ≥
N∑
i=1

Hits(Shortcuti)× Avg. cache miss RTs
(4.1)

This formula accounts for the two elements of the trade-off: the differences in the

value and shortcut sizes, and the differences in the cost of a value miss and a shortcut

miss. The left side of the inequality is the number of round-trips saved if we promote

shortcut P to a value; the right side is the number of additional round-trips incurred

if we evict N shortcuts to make space for the promotion of P . We promote if the

savings are greater than the penalty. Note that the Avg. shortcut hit RT is always

one, but the Avg. cache miss RT needs to be determined experimentally, which is

done by keeping a moving average of past requests.

4.2.4 Ownership Partitioning

If multiple KNs cached the same value, this would incur consistency over-

heads (e.g., cache invalidation) from ensuring linearizability. Dinomo sidesteps this

via ownership partitioning (OP). Owing to the DPM architecture, where KNs are

disaggregated from the shared PM pool, data access and ownership can be indepen-

dent considerations: it is possible to partition ownership while sharing access to data.

This insight motivates OP, which strikes a balance between shared everything and

shared nothing. OP allows KNs to cache unique data, avoid consistency overheads,

and thereby achieve high scalability. Although similar ideas have been previously

used in other contexts [2, 15, 31, 197], we are the first to adapt it for DPM.

Central Idea. KNs have exclusive but temporary ownership of logical, disjoint
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Figure 4.4: Ownership partitioning for DPM In ownership partitioning, the
ownership of data is partitioned across KNs, while data and metadata are shared via
DPM. Ownership is shown above each KN.

partitions of data, as shown in Figure 4.4. At any time, a partition is accessed by

only one KN—its designated owner. OP allows KNs to scale without reorganizing

data and metadata.

Partitioning the ownership. Routing nodes maintain the mapping of key ranges

to their owner KNs. Clients’ requests are routed to the appropriate owner KN. The

owner KN can use its local DRAM to cache data and metadata with high cache lo-

cality and provide good read performance. Dinomo does not require cache coherence

protocols at KNs, as KNs have exclusive access to their partitions. As scaling KNs in-

creases the total DRAM available for caching, OP scales performance by utilizing the

DRAM cache effectively (no redundant copies) and avoiding consistency overheads.

Ownership metadata. Dinomo uses consistent hashing to assign the primary

owners for key ranges; Dinomo is compatible with other (e.g., key-range or hash-

based) partitioning algorithms. Within a KN, a key range is further partitioned
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among its various threads. Both KNs and RNs maintain the partitioning metadata

in a global hash ring, which stores key-to-KVS node-IP mappings, and a local hash

ring, which stores key-to-thread mappings.

Whenever the mapping changes, RNs are updated together with KNs. Clients

cache routing information; when the mapping changes, the KN they contact will direct

them to a routing node to get the latest mapping information. Each KN always knows

the key range it is supposed to handle, and will refuse requests for other key ranges.

Benefits. Ownership partitioning provides multiple benefits:

High performance. Dinomo achieves high performance in the common case by par-

titioning the ownership across KNs, allowing multiple KNs to cache unique data

partitions with high cache locality.

Scalability. By avoiding the overhead for maintaining consistency at KN caches,

Dinomo achieves scalability.

Lightweight reconfiguration. Dinomo can quickly change the number of KNs without

physically reorganizing data or metadata; the current owner empties its cache, com-

pletes outstanding operations, hands ownership to the new KN, and the new owner

begins serving requests. If a KN fails, partitions owned by the failed KN can be

assigned to new owners that can immediately serve data.

Selective replication. Partition-based systems may suffer from load imbalance

with highly skewed workloads. In these circumstances, adding more KNs does not

distribute the load across available KNs. Even if a popular key’s value is cached

in a KN, performance is bottlenecked by that KN’s processing or network capacity.

Dinomo recognizes such scenarios and shares the ownership of highly popular keys

across multiple KNs, effectively replicating such keys to provide scalability beyond

a single node’s abilities. The replication metadata is stored along with the map-

ping information at RNs and KNs and handled similarly. Clients cache and use this

metadata to route requests to primary and secondary owners.
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Dinomo uses indirect pointers to allow KNs to share ownership and read or

write the shared key-value pairs consistently. An indirect pointer points to a location

in DPM that stores a pointer to the value instead of the value itself, and the KNs

access the shared value with one-sided CAS operations on the indirect pointers to

ensure the linearizable access. Due to the sharing with indirect pointers, Dinomo

incurs consistency overheads to balance the load across KNs. Dinomo limits these

consistency overheads by using indirect pointers only for hot keys.

When a key becomes shared, Dinomo installs an indirect pointer to the key’s

value in DPM. When a KN updates a shared key, it writes the value at a new location

and atomically updates the indirect pointer. A KN reading a shared key has to first

read the indirect pointer and then read the value; thus, shared keys pay a cost that

is avoided by default. Removing sharing from the key requires the KNs that own the

shared key to invalidate it in their caches. Once the invalidation is done, the indirect

pointer is removed in DPM.

4.2.5 Reconfiguration

The M-node triggers reconfigurations to improve performance when SLOs are

violated, to release under-utilized resources, or to tolerate KN failures. We first

present those policy details and then explain our principled reconfiguration protocol.

Policy engine. The policy engine in the M-node governs when and what kind of

reconfigurations to trigger. Our policy engine follows prior autoscaling work [204],

with simplifications for Dinomo; for example, memory consumption is not a consid-

eration in scaling KNs since the memory in a KN is used as a cache without overflow.

The policy engine allows the configuration of the following parameters: average/tail

latency SLOs, over-utilization lower bound, under-utilization upper bound, key hotness

lower bound, and key coldness upper bound. The M-node periodically collects latency

information from clients, the average KN occupancy (i.e., CPU working time per

monitoring-epoch interval), and the average access frequency for keys from KNs. It
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SLO KN occupancy Key access freq. Action

Satisfied Low - Remove KN
Violated High - Add new KN
Violated Normal High Replicate key
Satisfied Normal Low De-replicate key

Table 4.4: Policy violations and M-node action.

then proactively detects the latency SLO violations and corrects them dynamically.

Table 4.4 summarizes the reconfiguration scenarios.

Cluster membership changes. In Dinomo, cluster membership is changed under

the following scenarios. First, the M-node may detect a KN failure and notify the

alive nodes. Second, the M-node may detect a latency SLO violation (average or tail

latency SLO) and find that all the KNs are over-utilized (the minimum occupancy of

all KNs is larger than the over-utilization lower bound), which triggers the addition

of a new KN. Third, the M-node may detect that there is an under-utilized KN (its

occupancy is lower than the under-utilization upper bound); if the latency SLOs are

not violated, this triggers that KN’s removal. While ownership mapping is being

redistributed due to the membership changes, clients’ request latencies can briefly

increase. To prevent the policy engine from over-reacting during the ownership redis-

tribution, Dinomo adds or removes at most one node per decision epoch and applies

a grace period to allow the system to stabilize before the next decision.

Ownership replication changes. If the M-node detects an SLO violation and

notices that all KNs are not over-utilized, then the M-node identifies highly popular

keys and increases their replication factor. In detail, the M-node considers a key to

be highly popular if its average access frequency is greater than the key hotness lower

bound. Dinomo increases the replication factor R (the number of secondary owners)

of a hot key, based on the ratio between the average latency of the hot key and the

average latency SLO. The M-node considers a key to be cold if its access frequency

is below the key coldness upper bound. If the latency SLOs are met and none of the
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KNs are under-utilized (the M-node cannot remove any KN), the M-node identifies

cold keys with high replication factors (R > 1) and dereplicates them (R=1).

Fault tolerance. DPM is the source of ground truth in Dinomo; it persistently

stores data (key-value pairs), metadata (indexing data structures), and other policy

information (ownership/replication metadata). KNs and RNs store soft state that

can be reconstructed if a node fails. When a KN or RN fails, it retrieves the up-to-

date policy information from DPM and rebuilds the ownership mapping of key ranges

before resuming. Unlike RNs, a KN failure changes the ownership mapping among

the alive KNs. The M-node ensures that the ownership mapping is corrected before

allowing the failed KN to resume. After detecting a KN failure, the M-node picks one

of the alive KNs; this KN sends a request to DPM to complete the pending operations

in the log segments from the failed KN. Upon completion, the M-node broadcasts the

failure to all Dinomo components. On receiving a failure message, KNs and RNs

repartition the ownership mapping by updating their hash rings.

Reconfiguration steps. We now describe how Dinomo performs reconfigurations.

Broadly, the following steps occur:

1. KNs participating in the reconfiguration are identified (KNs for which the own-

ership mapping changes)

2. The KNs become unavailable

3. DPM synchronously merges the data in logs for these KNs

4. The KNs get their new mapping information

5. The KNs become available, and the cluster continues operation

6. The mapping information in the remaining KNs (not participating in the re-

configuration) is updated asynchronously

7. The RNs are asynchronously updated with the new mapping information
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The cluster can continue operation at step five because KNs will reject requests for

key ranges they do not own. Thus, other KNs can be updated without blocking

the nodes undergoing reconfiguration. In certain special cases, Dinomo can perform

reconfiguration without blocking any KNs. This can happen when a new partition is

being added to Dinomo (no previous owner to race with) or when a KN fails and its

partitions are being redistributed. Note that there is no expensive data copying or

movement during reconfiguration. This is the key property that enables lightweight

reconfiguration for Dinomo.

4.2.6 Optimizations

Dinomo includes optimizations in its data path to reduce CPU bottlenecks

and network utilization from DPM.

One-sided & asynchronous post processing. To minimize the CPU bottlenecks

and network utilization, Dinomo’s data path uses one-sided operations with asyn-

chronous post processing. With a one-sided operation (e.g., RDMA read, write, and

atomic verbs), a KN executes directly on DPM without involving the DPM proces-

sor. One-sided operations have lower latency and higher bandwidth than two-sided

operations (e.g., RDMA send and receive verbs) [54, 92, 148, 158, 202], but one-sided

operations are limited in functionality [3]. For the best performance, Dinomo uses

one-sided operations in the data path and delegates the post-processing of writes to

the DPM processors asynchronously.

One-sided reads. For reads, an KN directly returns the value from its cache upon

a value hit. On a shortcut hit, it performs a single one-sided operation to retrieve

the value in DPM from the shortcut pointer. On a cache miss, the KN performs

multiple one-sided operations to find the address of the value (index traversals), and

uses another one-sided operation to fetch the value from that address.

Asynchronous post processing of writes. Dinomo batches multiple log entries into a

log segment unit and writes them to DPM using a one-sided RDMA write operation.
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With OP, Dinomo can batch the writes for the keys in the same partition without

consistency concerns. The post processing to merge the writes into the metadata

index is asynchronously handled by DPM processors off the critical path. Dinomo’s

KNs cache the committed log segments to aid the subsequent reads to be served

locally at the KNs without expensive network RTs to read the large log segments

remotely. These optimizations have two benefits. First, they reduce the latency as

well as network costs per operation. Second, they amortize the merging operation

across all the write operations in a log segment (typically several megabytes in size).

Because the merging is done asynchronously, the DPM processors can have lower

computing power without significantly affecting Dinomo performance.

4.3 Implementation

We implement Dinomo in 10K lines of C++ code. We use the standard C++

library and several open-source libraries including ZeroMQ [169], Google Protocol

Buffers [24], libibverbs [46], and the PMDK library [103]. This section discusses

Dinomo’s DPM data structures, DAC implementation, and cluster management.

DPM metadata index. Dinomo uses RECIPE’s P-CLHT (Persistent Cache Line

Hash Table) [112], which supports lock-free reads and log-free in-place writes, as its

metadata index in DPM. P-CLHT is a chaining hash table aimed at minimizing the

CPU-cache coherence and persistence overheads on PM. Each bucket in P-CLHT has

the size of a single cache line and holds three key-value pairs [48]. The design allows

each access/update to the hash table to incur only a single cache-line access/flush

in the common case. For lock-free reads, P-CLHT employs atomic snapshots of

key-value pairs. We modify the index to use RDMA reads for lookups. On hash

collisions, KNs may have to perform multiple one-sided RDMA reads to traverse

the hash chain and read the value. The cacheline-conscious bucket design of P-

CLHT, cache-coherent DMA [54, 92], and out-of-place value updates allow us to

avoid memory-access races [148, 184] between the updates by DPM processors and

81



one-sided RDMA reads by KNs.

DPM log segments. Dinomo implements 8 MB log segments and handles variable

length key-value pairs. KNs proactively preallocate log segments for their own use

using two-sided operations. KNs log write operations into DPM log segments and

cache them; upon cache misses in DAC, KNs have to search cached log segments to

find the latest value. Dinomo implements Bloom filters atop cached log segments

for quick membership queries. Dinomo maintains the following invariant: unmerged

log segments are cached in the KNs that wrote them. Due to OP, other KNs will

not access these log segments, thus eliminating the need for read operations to check

the unmerged log segments on other nodes. KNs can add a new log segment to DPM

without blocking until their unmerged log-segment length reaches a certain threshold

(default is 2); when the threshold is reached, the critical write paths are blocked

until the DPM processors complete merging below the threshold. Dinomo logs write

operations with commit-markers (e.g., a seal byte at the end of the entry [54, 129]) to

DPM log segments to ensure crash consistency and to aid recovery. The DPM index

directly points to the values stored in the log entries. Since KNs know the address of

the log segments they write (and therefore where values are stored), they can produce

and locally cache shortcuts to values in DPM without an extra round trip. To garbage

collect stale log segments, Dinomo maintains per-log-segment counters that reflect

the number of valid and invalid values in each log segment. Once the number of

invalid values matches the total number of values in a log segment, a DPM processor

garbage collects the log segment.

DPM persistence. While merging log segments,Dinomo’s DPM processing threads

persist all the writes to the DPM index structure using CLWB, sfence, and non-

temporal store instructions [178]. RDMA currently does not support durable RDMA

writes. However, the proposed durable write in the IETF standards working docu-

ment [186] behaves similar to a non-durable write, requiring one network round trip.

Our implementation currently uses non-durable writes, and we plan to update these
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to durable writes once they become available [101].

DAC. DAC is implemented using standard C++ libraries. DAC uses two unordered

maps to store values and shortcuts. Least recently used values and least frequently

used shortcuts are evicted. The key access frequency is tracked using a multimap.

The shortcut entries contain a pointer to a DPM value, and the DPM value length.

The value entries have two more extra fields, an access count and a copy of the DPM

value. Demoted values are cached as shortcuts, and shortcuts being promoted inherit

their access counts to preserve their access history.

Cluster management. Dinomo uses Kubernetes [71] for cluster orchestration.

Pods are the smallest deployable units in Kubernetes. Each Dinomo component

is instantiated in a separate Kubernetes pod with a corresponding Docker [60] con-

tainer. Dinomo uses Kubernetes to add/remove KN pods and restart failed pods.

The M-node pod is colocated with the Kubernetes master. The M-node’s policy en-

gine adds/removes KN pods by running simple bash scripts executing kubectl [159]

commands to the Kubernetes master. The Kubernetes master keeps track of pod

status using heartbeats, and the M-node uses this information to detect failures in

KN pods.

4.4 Evaluation

We evaluate the performance of Dinomo and study the breakdown of the ben-

efits from Ownership Partitioning (OP), Disaggregated Adaptive Caching (DAC),

and selective replication. We design our experiments to answer the following ques-

tions:

• Does DAC help reduce network round trips? How does it fare against other

caching policies?

• How much does the DPM compute capacity impact Dinomo’s overall through-

put?
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• How does Dinomo fare against the state-of-the-art in terms of performance and

scalability?

• What fraction of Dinomo’s benefits can be attributed to the OP architecture

and the DAC caching?

• How elastic and responsive is Dinomo while handling bursty workloads, load

imbalance, and KN failures?

Comparison points. As our baseline, we use Clover [190], a state-of-the-art and

open-source key-value store designed for DPM. Clover has a shared-everything archi-

tecture with a shortcut-only cache at its KNs. KNs perform out-of-place updates to

the data in DPM, and incur additional overheads to provide strong consistency. For

example, stale cached entries require KNs to walk through a chain of versions to find

the most recent data in DPM.

Besides Clover, we compare Dinomo with two variants, Dinomo-S and Di-

nomo-N. Dinomo uses three techniques: DAC, OP, and selective replication. Di-

nomo-S caches only shortcuts; it is otherwise identical to Dinomo. As the source

code of AsymNVM [137] is not publicly available, we implement Dinomo-N to com-

pare Dinomo with a shared-nothing counterpart; it uses DAC but partitions data

and metadata in DPM, where each partition is exclusively accessed by a single KN

without selective replication.

Comparing Dinomo-S with Clover highlights the benefits of partitioning own-

ership inOP, and comparingDinomo withDinomo-S shows the benefits fromDAC.

We also investigate the trade-off from sharing data inOP by comparingDinomo with

Dinomo-N.

Experiment setup. We use Kubernetes pods to represent all of the node instances

in the Dinomo cluster. We restrict the host resources assigned to the pods depending

on the node types’ features to emulate the asymmetric DPM architecture (i.e., KNs
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have more-capable computation but smaller memory than DPM). Each individual

pod is pinned to a separate server for resource isolation purposes.

We deploy Dinomo on the Chameleon Cloud [96], an experimental large-scale

testbed for cloud research. We use InfiniBand-enabled (IB-enabled) servers as hosts

for KNs and DPM; each two-socket server has Intel Xeon E5-2670v3 processors, 24

cores at 2.30 GHz in total, and 128 GB DRAM. The shared DPM uses a maximum

of 4 threads and 110 GB of DRAM as a proxy for the PM, which is registered to

be RDMA-accessible. Each KN uses a maximum of 8 threads and 1 GB of DRAM

for caching (≈1% of the DPM size). DPM and the KNs are connected by Mellanox

FDR ConnectX-3 adapters with 56 Gbps per port. We emulate PM using DRAM,

as performance is constrained by the network rather than PM or DRAM: network

latency (1–20 us) is at least 10× higher than DRAM or PM latencies (100s of ns);

network bandwidth (7GB/s) is lower than PM bandwidth (32GB/s Read / 11.2GB/s

Write) [8, 93].

The external servers that run application workloads, henceforth termed client

nodes, and the routing service do not need a high-speed interconnect with the KNs

or DPM. Hence, for client nodes and routing nodes (RNs), we use two-socket servers

with AMD EPYC 7763 processors, 128 cores at 2.45 GHz in total, 256 GB of DRAM,

and a 10 Gbps Ethernet NIC. Each client node uses 64 threads to run a closed-loop

workload with one or more outstanding requests per thread. We use a single RN with

64 threads. The same routing layer is used across all KVS variants in our evaluation.

In addition to the data plane components (KNs and DPM), Dinomo, Dinomo-N,

and Dinomo-S use a control-plane instance for the M-node, which is deployed on a

server (same server configuration as the RNs) with a single thread. For Clover, we use

an extra IB-enabled server (same server configuration of the KNs) for its metadata

server with 6 threads (4 workers, 1 epoch thread, 1 GC thread).

Workloads and configurations. We use YCSB-style workloads [44, 204] with five

request patterns: read-only (100% reads), read-mostly (95% reads/5% updates and
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Figure 4.5: Performance comparison of cache policies. “Static-X%” means that
X% of cache space is reserved for values. Apart from DAC, all other policies use LRU.

95% reads/5% inserts), and write-heavy (50% reads/50% updates and 50% reads/50%

inserts). These workloads use 8B keys and 1KB values and the following Zipfian

coefficients: 0.99 (the YCSB-default value) for moderate skew, 2 for high skew, and

0.5 for low skew (close to uniform). For each experiment, we first load 32 GB of

data (key-value pairs) and then write up to 100GB of data during the workload

including inserts. With 16 KNs, each equipped with a 1GB cache, the KNs can cache

up to 50% of the loaded dataset. We generate the workload from the client nodes

and measure system throughput and other profiling metrics, averaging them over a

10-second interval.

4.4.1 Microbenchmark

We use micro-benchmarks to investigate several issues. We first consider

whether DAC is an effective caching strategy. Next, we explore how much compute

capacity DPM requires to prevent the asynchronous merging of writes from becoming

the bottleneck; based on the results, we also discuss how using DRAM to emulate

PM affects our results.

DAC. The KN caches can be used to store values, shortcut pointers, or a mix of both.
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Cache size as No Shortcut Static Static Static Value
DAC

% dataset size Cache Only 20% 40% 80% Only

1% 5.0 1.5 2.0 2.5 3.6 4.2 1.4
2% 5.0 1.1 1.0 1.0 2.2 3.1 0.9
4% 5.0 1.1 1.0 0.8 0.5 1.4 0.4
8% 5.0 1.1 0.8 0.5 0.1 0.1 0.1
16% 5.0 1.1 0.5 0.1 0.1 0.1 0.1

Table 4.5: RTs/operation of cache policies. DAC has lowest RTs/op across
different static caching strategies in all settings.

To evaluate DAC against different caching strategies, we use a single KN with 16

threads. We first load 30M key-value pairs intoDinomo with 8B keys and 64B values.

We then run a read-only workload with a working set of 1.5M uniformly-distributed

keys (5% of the dataset) to evaluate performance. We generate the workload locally

and measure the peak throughput within the KN by varying the available DRAM

for caching from 1%–16% of the dataset size. We configure Dinomo to use different

caching policies (Figure 4.5). The static-X policies reserve X% of their cache size for

storing values; the rest of the cache is used for shortcuts. All non-DAC policies use

LRU to evict entries.

Figure 4.5 shows the read throughput obtained with the different cache poli-

cies. With an aggregate cache size of 2% of the dataset, a shortcut-only cache performs

best, whereas with a cache size 4× as large, a value-only cache performs best. The

aggregate cache size is dependent on the number of active KNs, which may dynami-

cally change with cluster reconfiguration or KN failures. Therefore, a static caching

policy is not a good fit. The right policy depends upon the workload patterns and

aggregate cache size.

Despite not knowing the workload patterns or the aggregate cache size, DAC

is within 16% of the best performing policy, in all settings. With a medium-sized

cache that is 4% of the dataset size, DAC exceeds the performance of both shortcut-

only and value-only caching policies by taking advantage of both. Further, as shown
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Figure 4.6: Performance impact of DPM compute capacity. The log-write
throughput approaches the max with 4 threads on DRAM, while requiring more
threads on PM.

in Table 4.5, DAC has the lowest number of round trips per operation compared to

all static policies, reducing the network utilization and providing high performance.

Asynchronous post processing. A delay in merging log segments due to the

limited compute capacity in DPM can block the critical path of KNs writing logs.

To evaluate this impact from the worst-case scenario in our setup, we run an insert-

only workload using 16 KNs and 8 client nodes; this is the most compute-intensive

workload, as it incurs structural changes to the DPM index (e.g., resizing hash table).

We first load 32GB of data and then run the workload writing up to 100GB of data

into DPM with 8B keys and 1KB values. We measure the peak throughput of log

writing and merging for different DPM thread counts. For the log-write throughput,

we collect the aggregate throughput across 16 KNs every 10 seconds for 30 seconds

and average them; the log-write max is the maximum throughput the KNs can obtain

if they never wait for DPM to merge logs. To measure the merge throughput, we

pre-generate log segments locally on DPM for the dataset and then measure the

performance of merging those log segments. As our testbed has no IB-enabled PM

machines, we measure the merge throughput on PM using a local PM machine (Intel

Xeon Silver 4314 CPU with 16 cores at 2.4GHz and 512GB Intel Optane DC PM on
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4 NVDIMMs) to estimate the impact from using PM for DPM.

We make a number of observations based on the results in Figure 4.6. First, we

observe that to write logs at the maximum rate, DPM should have enough computing

capability to merge at the log-write max rate; four or more threads are required for

our setup. Second, we observe that because of PM’s higher access latency, PM merge

throughput is lower than DRAM; when using four threads, the lower PM merge

throughput can become the bottleneck. Third, we confirm despite in-DIMM write

amplifications [93, 210], merge operations consume PM write bandwidth only up

to 2GB/s (monitored by PCM [162]); 9.2GB/s out of the maximum (11.2GB/s) is

still available to absorb incoming writes from the KNs over the network, making the

network (7GB/s) the bottleneck rather than PM.

We conclude that, in some scenarios, using PM instead of DRAM requires

a higher number of DPM threads to prevent the merging delay from becoming the

bottleneck. However, even in this worst-case scenario, PM merge throughput with 4

threads was only 16% lower than log-write max; for more realistic scenarios with a

mix of read and write operations (as used in our following end-to-end experiments),

DPM should be able to operate with the same number of threads (4 threads or more)

on both PM and DRAM for 16 KNs.

4.4.2 Performance and Scalability

We now compare the end-to-end performance and scalability of Dinomo, Di-

nomo-S (Dinomo with a shortcut-only cache), Dinomo-N (Dinomo with DAC

and data/metadata partitioning), and Clover. We use workloads with moderate skew

(Zipf 0.99) to observe the performance and scalability in the common case. We use 8

client nodes to run these workloads and measure the peak throughput by increasing

the outstanding requests per client thread until the KNs’ CPUs are saturated. After

a 1-minute warm-up period, we collect the aggregate throughput across KNs every

10 seconds for 40 seconds and average them. In this experiment, the number of KNs
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Dinomo-N shows the performance trade-offs between sharing data and OP.
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is fixed, and hence there is no reconfiguration. However, the overhead to monitor

system statistics (which are used to trigger reconfiguration) is reflected in the mea-

surement of Dinomo and its variants. We profile the workload and collect metrics

such as aggregate cache hit ratio and the average number of network round trips

per operation (RTs/op) across all KNs. Due to space constraints, the full profiling

numbers are omitted but can be found in our technical report [115].

As shown in Figure 4.7, Dinomo’s throughput scales to 16 KNs. In contrast,

Clover’s throughput does not scale beyond 4 KNs due to either a network bottleneck

or the CPU bottleneck from its metadata server. With 16 KNs, Dinomo outperforms

Clover by at least 3.8× across all workloads. Dinomo-S does not scale beyond 8 KNs

in read-dominated workloads because of network bottlenecks. The performance of

Dinomo and Dinomo-N is almost on par (max difference is 11%). We observe that

both Dinomo and Dinomo-N achieve high performance due to high cache locality at

KNs resulting from partitioning. While partitioning data and metadata in Dinomo-

N also reduces synchronization overheads, we did not notice significant benefit due

to this in the tested workloads.

OP enables scalable performance. We observe that increasing the number of

KNs from 1 to 16 reduces the cache hit ratio in Clover across all workloads. This

performance drop is counterintuitive, as the DRAM available for caching increases

with the number of KNs. However, in shared-everything architectures KNs can han-

dle any request, so multiple KNs may incur cache misses on the same key. With more

KNs, even with moderate skew, the redundant cache misses increase. In summary,

shared-everything architectures do not provide good cache locality and prevent the

efficient use of KN-side memory for caching. In contrast, OP partitions the owner-

ship of keys across KNs, providing high cache locality for requests and eliminating

redundant shortcuts at multiple KNs. Note that, for these workloads, Dinomo-S sees

a 100% hit ratio across all KNs and with any number of KNs.

DAC boosts performance and scalability. Dinomo has a higher cache hit rate
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(from values) with more KNs and takes fewer RTs/op, compared to both Dinomo-

S and Clover. Dinomo-S has higher network costs: up to 10× more RTs/op than

Dinomo. Clover is even worse: from 4× to 87× more RTs/op than Dinomo, due

to shortcut-only caching and a lack of locality that results in consistency overheads

and redundant caching. The aggregate memory available for caching increases with

KNs for all systems. However, DAC helps KNs cache more values (as opposed to

shortcuts), and thus incur fewer round trips to DPM per operation. In Dinomo,

the cache hit % from values increases from 52% with 1 KN up to 88% with 16 KNs

across all workloads. With 1 KN, Dinomo caches more shortcuts, incurring 1 RT at

a cache hit, while with 16 KNs, Dinomo caches more values, and hence takes fewer

RTs/op (0.1 RTs/op across all workloads). Dinomo has fewer RTs/op in write-heavy

workloads on average than read-dominated workloads, as KNs persist multiple write

operations in a batch with 1 RT on DPM. Overall, we see that DAC is effective in

reducing RTs to DPM.

4.4.3 Elasticity

We now demonstrateDinomo can elastically scale the number of KNs, balance

loads across KNs, and tolerate failures. We use a workload with 50% reads and 50%

updates with three different skew distributions. When a reconfiguration is triggered in

this workload, any pending writes must be merged to DPM before the reconfiguration

can proceed. We run a client node with one outstanding request per thread at a time.

Policy variables. We set the parameters of the policy engine (§4.2.5) and design

the experiments to trigger various forms of reconfiguration. We use an average la-

tency SLO of 1.2ms and a tail latency SLO (99-percentile latency) of 16ms. The

over-utilization lower bound is configured to be 20% KN occupancy, and the under-

utilization upper bound is set to 10% KN occupancy. Furthermore, we configure the

key-hotness lower bound to 3 standard deviations above the mean key access fre-

quency and the key-coldness upper bound to 1 standard deviation below the mean.
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Note that the goal of the experiments is to study the elasticity of Dinomo under var-

ious scenarios; we chose these policy parameters as simple triggers for these scenarios,

not as an indication of the best policies.

Auto scaling. We evaluate Dinomo with bursty, irregular workloads and compare

its elasticity in scaling KNs with Dinomo-N. We were unable to run Clover for this

experiment because Clover has no implementation for auto-scaling KNs. We produce

scenarios where a new KN is required or an existing KN is no longer needed. Recall

that Dinomo adds new KNs automatically only if a latency SLO is violated, the KNs

are over-utilized, and an additional KN is available. Dinomo automatically evicts a

KN only if the latency SLOs are met and the KN is underutilized. The grace period

after each reconfiguration is configured to 90 seconds.

To produce a bursty workload, we start running the workload with low skew

(Zipf 0.5) on Dinomo using 1 client node for 20 seconds. We then increase the load

on Dinomo by 7× by adding 7 additional client nodes. We observe the performance

of Dinomo for a few minutes until it stabilizes, and at the 230-second mark, we

remove 7 client nodes to lower the load by 7× again. Figure 4.8 shows the behavior

of Dinomo and Dinomo-N during this experiment.

Dinomo and Dinomo-N meet the latency SLOs until the load increases at 30

seconds, when the M-node detects a latency SLO violation: the tail latency SLO is

exceeded. The M-node then observes that KNs are over-utilized (the minimum KN

occupancy in Dinomo is about 35%), and hence corrects the situation by adding a

new KN. Once the new KN comes online at 40-50 seconds, Dinomo shows a brief

latency increase and throughput dip, as the nodes update their hash rings. However,

Dinomo-N experiences a 40-second latency spike and throughput dip at 60 seconds,

where the throughput drops to 0 due to the processing delay during data reorgani-

zation. After a 90-second grace period, although the average latency SLO is met,

the tail latency SLO is still violated. Dinomo and Dinomo-N react to the situation

by adding another KN. Again, Dinomo only sees a brief increase in latency, while
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Figure 4.8: Latency and throughput of Dinomo and Dinomo-N over time
while changing load and number of KNs. Dinomo is more responsive than
Dinomo-N and can automatically scale KNs as required by changes in load.
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Dinomo-N’s latency increases for 30 seconds. After the grace period, as both latency

SLOs are met, Dinomo and Dinomo-N do not take any further actions.

At 230 seconds, the load is suddenly reduced. In the next 10 seconds, the M-

node detects an under-utilized KN with lower than 10% occupancy. As the latency

SLOs are met, the policy engine triggers the KN eviction. While removing the under-

utilized KN, Dinomo sees a brief rise in average and tail latency without violating

SLOs. However, Dinomo-N shows a 20-second throughput dip and latency spike

before stabilizing.

Overall, we see that Dinomo is more responsive with fewer throughput and

latency disruptions than Dinomo-N and can automatically scale KNs as required by

changes in load.

Load balancing. We now describe how Dinomo handles non-uniform load on its

KNs and scales its throughput for hot spots, in comparison to Dinomo-N and Clover.

To handle these scenarios, recall that Dinomo uses selective replication; this mecha-

nism is triggered only if a latency SLO is violated due to a few hot keys and the KNs

are not over-utilized.

For these experiments, we use a skewed workload with 8 client nodes and 16

KNs. We start the experiments with a low-skew workload (Zipf 0.5) and then switch

to a highly-skewed workload (Zipf 2). Dinomo’s policy engine checks that the KNs

are not over-utilized (the minimum KN occupancy is lower than 10%) and identifies

that the latency SLO is violated due to 4 hot keys. As a result, the policy engine

triggers the selective replication of the 4 keys. Figure 4.9 shows the KVSs’ behavior

during the experiment.

Initially, all the KVSs meet the latency SLO and balance the load across KNs.

At 20 seconds, the workload switches to the highly skewed pattern, resulting in latency

SLO violations and an increase in load imbalance between KNs. Dinomo gradually

increases the replication factor of the 4 keys between 30 and 90 seconds. During

this period, Dinomo experiences brief tail latency spikes due to the additional delay
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Figure 4.9: Latency and throughput of Dinomo, Dinomo-N, and Clover over
time while running the highly-skewed workload. Dinomo selectively replicates
hot keys to balance load and highlights the benefits of selective replication with OP
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shared-everything.
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for clients to retrieve the up-to-date ownership mapping of replicated keys from the

RN, but throughput gradually increases. At 90 seconds, Dinomo fully replicates the

hot keys across all available KNs, and the throughput stabilizes. The latency SLOs

are also met. Dinomo was the only system to satisfy the SLOs; both Clover and

Dinomo-N constantly violate the SLOs for the highly-skewed workload.

Clover initially outperforms Dinomo without selective replication and Di-

nomo-N by almost 4× on the highly-skewed workload. However, once we enable

selective replication in Dinomo, hot keys start becoming shared by multiple KNs at

about 30-40 seconds; once all the hot keys are completely replicated, Dinomo’s per-

formance stabilizes in about 1 minute and it outperforms Clover by almost 1.6× and

Dinomo-N up to 5.6×. Selectively replicating hot keys in Dinomo allows multiple

KNs to access DPM for the hot keys, increasing the overall throughput. Our use of

indirect pointers in accessing hot keys restricts KNs from caching values. Hence, Di-

nomo selectively replicates only the hottest keys while restricting KNs to cache only

their shortcuts; KNs maintain exclusive ownership over non-hot keys and continue to

cache their values adaptively.

Overall, our experiments highlight the benefits of selective replication with

OP for load balancing across KNs and for handling hot spots as a better alternative

to shared-everything.

Fault tolerance. Finally, we induce a KN failure to compare the resilience and

elasticity of Dinomo, Dinomo-N and Clover. In a cluster with 16 KNs, we run a

moderate skew (Zipf 0.99) workload for 2 minutes using 8 client nodes, and simulate a

KN failure at around 40 seconds. We simulate the failure by eliminating a randomly

selected KN. User requests are set to time out after 500ms. We observe that Dinomo

quickly recovers from the KN failure (Figure 4.10). We notice that the throughput

briefly drops by 45%, average latency increases by 1.2× (0.8 ms), and the tail latency

increases by 1.5× (1.4 ms). Upon detecting the failure, Dinomo merges the pending

log segments from the failed KN and redistributes ownership across other alive KNs.
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Figure 4.10: Throughput of Dinomo, Dinomo-N, and Clover over time while
handling KN failure. Similar to Clover, Dinomo quickly tolerates a KN failure
and stabilizes its performance.

These steps take less than 109 ms.

Dinomo-N, on the other hand, experiences a 20-second dip in performance at

50 seconds, where the throughput drops to 0 as it stops serving requests while reshuf-

fling data. The time to reorganize data takes more than 11 seconds in Dinomo-N.

Clover tolerates the KN failure elastically, showing a brief 55% drop in its throughput.

Clover only needs to update the cluster membership of alive KNs in RNs after failures

(without any data reorganization) to allow clients to retrieve the new membership

after timeouts. The time to update RNs takes less than 68 ms.

Overall, compared to Dinomo-N, Dinomo recovers from KN failure faster

since it is not required to reorganize data owing to the data sharing in OP. Similar

to Clover, Dinomo stabilizes its performance quickly, and satisfies all SLOs.

4.5 Limitations and Discussion

Our work has a number of limitations. First, while we address the challenge of

scaling KNs, we do not tackle how to make DPM reliable or scalable. Second, while

our work provides mechanisms for scaling KNs, it does not tackle the policies for when
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KNs should be scaled. Third, we assume that M-node accurately detects KN failures

without false-positive or false-negative detection; such incorrect failure detection can

have detrimental consequences. For instance, if M-node mistakenly identifies a KN

failure when only a single KN exists, the system may malfunction. Furthermore, if

a false-positively detected KN continues to respond to client requests, clients may

receive incorrect data. However, evaluating the broader implications of the incor-

rect failure detection falls outside the scope of this work. Finally, Dinomo targets

key-value store functionality for DPM systems. Many of the ideas presented in this

work may be equally applicable for a broader range of DPM-based storage systems

and disaggregated DRAM systems. For instance, OP could be valuable for other

partitionable applications, such as partitioned databases [122, 188, 199, 221, 224]

and graph processing systems [47, 50, 90, 139, 152, 214], to achieve both elasticity

and scalability. Similarly, DAC could be employed in systems supporting KN-side

caching [3, 6, 74, 75, 177] to consistently maintain high performance, regardless of

workload dynamics, by minimizing I/Os to the slower memory/storage tier. How-

ever, the applicability of these techniques is currently limited to single-key or single-

partition operations. To support multi-key, multi-partition operations, an additional

coordinator may be necessary to ensure correct consistency across different keys and

partitions. We consider these areas ripe for future work.

4.6 Summary

This chapter presents Dinomo, a novel key-value store for disaggregated per-

sistent memory (DPM). Dinomo is the first key-value store for DPM that simulta-

neously achieves high common-case performance, scalability, and lightweight online

reconfiguration. We observe that previously proposed key-value stores for DPM had

architectural limitations that prevent them from achieving all three goals simultane-

ously. Dinomo uses a novel combination of techniques such as ownership partition-

ing, disaggregated adaptive caching, selective replication, and lock-free and log-free
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indexing to achieve these goals. Compared to a state-of-the-art DPM key-value store,

Dinomo achieves at least 3.8× better throughput at scale on various workloads and

higher scalability, while providing fast reconfiguration.
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Chapter 5: Shift - A Cache-Conscious Key-Value

Store for CDM

This chapter presents Shift, a Cache-Conscious key-value store for disaggre-

gated memory based on CXL (Compute eXpress Link). In this chapter, we explore

solutions to achieve high performance, scalability, crash recoverability, and elastic

reconfigurability for KVSs on CXL Disaggregated Memory (CDM). In particular, we

rethink indexing, caching, and partitioning techniques that are previously proposed

for RDMA disaggregated memory in the context of CXL. We first motivate the needs

of new designs for CDM while analyzing existing solutions for RDMA disaggregated

memory. Then, we present each technique in Shift in detail.

5.1 Motivation

We begin this section by explaining CXL in detail, an emerging cache-coherent

interconnect technology for resource disaggregation. Next, we discuss solutions pre-

viously proposed to achieve the similar goals for RDMA disaggregated memory (we

collectively call both disaggregated DRAM and DPM as disaggregated memory un-

less otherwise specified). Then, based on their limitations, we motivate the need to

rethink existing indexing, caching, and partitioning techniques in the context of CXL.

5.1.1 CXL (Compute Express Link)

CXL [125, 143, 182] is an emerging disaggregation technology, which is a cache-

coherent interconnect over PCIe. Among various CXL protocols, CXL.memory sup-

ports load-store accessible disaggregated memory expansion, pooling, and sharing.

CXL.memory is not restricted in a specific memory type, supporting both DRAM

and PM as the attachable CXL memory device. Like other disaggregation technolo-

gies, separate computing units, called as hosts in CXL settings, can access the dis-
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aggregated memory over the CXL interconnects and they are equipped with DIMM-

attached local memory. Depending on scale, CXL disaggregated memory can be

directly attached to a single host as CPU-less local memory or can be interconnected

to multiple hosts over a CXL switch(es)/fabric for memory pooling/sharing across

the hosts. From the following sections, we call the hosts as KVS nodes (KNs) when

they are specifically represented for KVS services.

Compared to RDMA-based memory disaggregation, CXL provides much lower

access latency and higher maximum bandwidth. The access latency from hosts to

CXL disaggregated memory is at hundreds of nanoseconds (e.g., 170− 300ns) while

RDMA network latency is 1 – 4µs [125, 143]. CXL 3.0, based on PCIe 6.0 technology,

supports the transfer rate to 64GT/s, which allows for aggregate raw bandwidth of up

to 256GB/s for x16 width link; ConnectX-6 RDMA NIC supports 200Gbps maximum

total bandwidth. The low access latency allows us to efficiently disaggregate device

memory while less compromising the performance of the applications compared to

when their size fits into the local memory.

Moreover, CXL provides cache coherence between the host CPUs for the co-

herent load/store accesses to the same CDM addresses while the RDMA interconnect

needs separate software-based protocols to guarantee this coherence. The hardware-

guaranteed coherence can simplify software stacks by enabling load/store accessible

coherent disaggregated memory without complex software-based coherence protocols.

Furthermore, the applications over CXL disaggregated memory can enjoy perfor-

mance benefits from CPU caches in accessing the disaggregated memory. However,

the cache coherence traffic between hosts can easily become a scalability bottleneck

in a system without careful designs. More importantly, incorporated into the cache-

coherent hierarchy, CXL disaggregated memory incurs the write reordering from CPU

caches at hosts to CDM, which causes more complexity for crash consistency.

Most modern processors reorder writes to memory at the cache-coherent hi-

erarchy to optimize performance, including CXL disaggregated memory. This write
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reordering can cause crash inconsistency when multiple hosts share the same CDM [52,

218]. Consider an example of an in-memory shared log built on CDM. Assume Host

1 writes data and commit records to the shared log (at different cache lines) in order,

while Host 2 reads these records to check their validity. In this scenario, a power

failure at Host 1 can result in the loss of the data record from CDM if the data record

still exists in the CPU cache of Host 1 when the failure occurs, but only the commit

record became evicted from the cache. If Host 2 reads the log records after this fail-

ure, it may assume that the log records were correctly written by Host 1, since the

commit record exists in the shared CXL disaggregated memory.

To address this issue, GPF (Global Persistent Flush) support or program-

ming using cache-line flushes (e.g., clwb), non-temporal stores, memory fences (e.g.,

sfence) is necessary for crash-consistent CDM sharing. GPF is originally proposed to

support PM for CXL providing the same functionality as eADR with NVDIMMs [91].

It ensures the persistence of data written back to the volatile CPU cache of a host by

flushing the entire CPU cache to the CXL DPM upon a host failure, such as a power

failure. However, the usability of GPF is not restricted to the CXL DPM settings;

it is also useful to guarantee crash consistency and to eliminate the expensive costs

of manually flushing data during runtime for any CXL memory sharing scenarios re-

gardless of the types of the memory devices. However, GPF is expected to be costly

since it would require a large standby battery to back the entire cache hierarchy [5],

thus GPF is likely to be provided as an optional feature like eADR. Therefore, appli-

cations developed for CDM sharing without GPF still need to be programmed using

the flush, fence, and non-temporal store instructions.

5.1.2 KVS designs for RDMA disaggregated memory

All key-value stores priorly proposed for disaggregated memory are designed

for RDMA-based memory disaggregation [116, 137, 190, 198, 225, 228]. However,

as CXL provides the different characteristics from RDMA interconnects, we need to
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rethink the existing solutions proposed for RDMA-based disaggregated memory in

the context of the new CXL.

Indexing. Although one-sided RDMA operations have attractive features allowing

low-latency remote memory accesses without involving remote CPUs, the usability of

one-sided operations is highly restricted by their limited functionality. For example,

due to the lack of pointer indirection, traversing remote data structures with one-sided

RDMA operations requires multiple expensive round trips. To address this problem,

many existing systems for RDMA-enabled memory servers as well as disaggregated

memory redesign their index data structures to reduce the number of network round

trips. For example, tree structures optimized for one-sided RDMA operations employ

coarse-grained node size (> 1KB) to reduce an overall tree height [198, 225]; the

smaller tree height results in fewer pointer-chasing counts using one-sided operations

for tree traversals. Furthermore, hash tables are redesigned to be tree-like hierarchical

structures to facilitate index caching [3] or to mitigate rehashing costs [228].

The existing designs, however, for RDMA-based memory disaggregation can be

sub-optimal for the indexes in CXL disaggregated memory due to their I/O-oriented,

cache-oblivious designs. Cache-conscious designs have been one of the key princi-

ples to build high-performance, scalable indexing data structures on byte-addressable

memory/storage media in the cache-coherent hierarchy [48, 105, 112, 120, 141, 173,

174]. For example, historically, block-based tree structures for secondary storage

medium (e.g., HDD, SSD) use block-sized nodes optimized for storage I/Os [72], but

cache-conscious in-memory tree structures [120, 141, 173, 174] employ smaller node

sizes (e.g., several cache lines: 128B, 256B, 512B) to minimize CPU cache misses

and coherence traffic due to contentions [105]. As CXL disaggregated memory is in

the cache-coherent hierarchy, improving cache efficiency is significantly important for

high-performance, scalable CXL index structures.

Besides the performance issues, indexes for disaggregated memory must guar-

antee partial failure tolerance in an elastic manner; the indexed data in CDM is
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consistently available regardless of any crash failures in some KNs. There are three

challenges in addressing the partial failures elastically. First, data written back to

KN-attached CPU caches must be flushed to the shared CDM to guarantee crash

consistency without data loss across KNs. Second, the partial updates to CDM due

to a KN crash must be recovered (roll-back or roll-forward) elastically to allow other

alive KNs to correctly make progress without blocking them. Third, locks held by

the KN that crashes must be released in an online manner without a deadlock.

We observe, however, that existing index structures for RDMA disaggregated

memory largely overlook the partial failure issues [198, 228]. Their write operations

employ update-in-place designs without any recovery mechanisms, which can cause

various issues like partial updates, data loss, or deadlock if a KN fails in the middle of

the write operations. Note that it is non-trivial to convert crash-vulnerable indexes to

be crash-resilient while keeping high performance and scalability without fundamental

changes in their designs [112]; simply adding general crash recovery mechanisms like

logging or CoW (Copy on Write) to the indexes can not only prevent elastic recovery,

but also largely disrupt their original performance and scalability [82, 111, 112, 227].

In summary, the existing index designs for RDMA disaggregated memory can

be sub-optimal or are not reliably applicable to CXL disaggregated memory. There

is a need both for a new CPU-cache conscious design and a way to address partial

failure for CXL index structures.

Caching. KNs in CXL disaggregated memory settings have processor-attached local

memory like in RDMA-based disaggregation settings. We may consider caching data

into the local memory of KNs to reduce the accesses to the slower CXL disaggregated

memory, as in RDMA-based disaggregation.

We observe, however, caching data into KN-side local memory does not al-

ways bring better performance than direct CDM accesses. Figure 5.1 shows the

performance comparisons between using KN-side caching over a hashtable index at

CDM (KN Cache) and using the index directly while bypassing KN-side caching
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Figure 5.1: Performance comparison between direct and caching accesses.
The plot compares the performance of using KN-side cache and directly using the
index (hashtable) in CXL disaggregated memory while bypassing the cache. The hot
set percentage is the proportion of the dataset that is accessed by every operation.

(CXL Direct) to retrieve data. We emulate CXL disaggregated memory using re-

mote NUMA-node memory and use local NUMA as KN while pinning all the threads

at the local NUMA socket. The size of KN Cache is configured to 4GB over the 16GB

key-value dataset at CDM. We run read-only workloads and measure the throughput

of KN Cache and CXL direct while varying the request skews under two different

request loads. The full details of the experimental setups are specified in Section 5.4.
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Low load High load

Hot set % of Dataset 10 20 40 80 10 20 40 80

KN Cache hit rate (%) 99.5 99.5 57 10 99.5 99.5 57 10

KN Cache miss penalty
(% consumed time)

0.4 0.4 18 27 0.3 0.3 19 30

CPU cache
misses per op

CXL Direct 9 9 9 9 8 8 8 8
KN Cache 13 12 16 14 11 10 15 13

Table 5.1: Performance profiling of direct and caching accesses. The table
compares the KN cache hit ratio, KN cache miss penalty rate of the total runtime,
and LLC misses per operation of CXL Direct and KN cache at different request skews.

As shown in Figure 5.1, using KN Cache does not always bring better perfor-

mance than CXL Direct. In the low load scenario (Figure 5.1 a), CXL Direct performs

1.3× better than KN Cache when the hot set percentage is 80%. Moreover, under

the high load, CXL Direct outperforms KN Cache in the hot set percentage 40%

and 80%, 1.2× and 1.3× better respectively. Finally, the performance gap between

CXL Direct and KN Cache in the high hot set percentages (10% and 20%) becomes

reduced as increasing the load. Note that these performance trends are different from

those in RDMA-based setups; we confirm that KN Cache can constantly outperform

the counterpart bypassing the cache only even with the 1% cache hit ratio.

These results come from non-negligible KN cache miss penalty with respect to

the media access costs and less cache-efficient design nature of caching mechanisms

than a standalone index design. Our performance analysis (Table 5.1) shows KN

Cache miss penalty can account for up to 30% of the total runtime. The cache

miss penalty includes the wasted overheads caused by cache index searches and cache

updates due to the misses and it was measured at around 270− 450ns per KN cache

miss in our experimental setup. This is a significant overhead considering the expected

CDM access latency (170−300ns), explaining the lower KN Cache performance than

CXL Direct at the low cache hit rates. Furthermore, KN Cache incurs more CPU

cache misses per operation than the direct CXL accesses through the single index, as
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shown in Table 5.1. The more CPU cache misses of KN Cache are derived from the

CPU cache-inefficient design nature of caching algorithms. The caching algorithms

include two features, one is an index to map cached entries and another is for cache

eviction. The additional cache eviction mechanism causes more memory accesses than

a standalone index design, thus incurring more CPU-cache misses. The better CPU-

cache efficiency makes CXL Direct perform closer to KN Cache at high cache hit rates

than expected by the raw device latency gap. Furthermore, it increases performance

gap from KN Cache at low cache hit rates by better scaling its performance under

the high load.

To summarize, we show that caching data into KN-side local memory does not

always give us better performance than that of directly accessing CXL disaggregated

memory while bypassing the cache. This is because the KN cache miss penalty can add

considerable overheads to total runtimes and the additional cache eviction in caching

mechanisms can cause more CPU cache misses degrading overall performance and

scalability than a standalone index design. These results motivate us to rethink how

and when to utilize KN-side local memory properly.

Partitioning. Two kinds of coherence mechanisms can exist in sharing CDM across

multiple KNs: hardware-managed coherence and software-managed coherence. Even

if CXL guarantees the coherent load/storage accesses to the same CDM from the hard-

ware level (hardware-managed coherence), the coherence of the data copies cached

locally at each KN-side memory still must be managed by software (software-managed

coherence). Although their support makes programming more convenient for appli-

cation developers over CXL, their coherence overheads from sharing the same CDM

can easily become a bottleneck in scaling the number of KNs [190].

Some existing KVSs for RDMA disaggregated memory sidestep the coher-

ence issues by using partitioning techniques [116, 137]. Partitioning schemes can

be the simplest solution to address both the hardware-managed [127] and software-

managed [116, 137] coherence traffic across KNs. However, as observed in our previous
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work (§4), total partitioning across all the data, metadata, and ownership (shared

nothing) can prevent elastic reconfiguration which is a critical requirement for dy-

namic resource provisioning [137].

5.2 Shift

We now present Shift, cache-conscious KVS design approaches for CDM.

Shift aims at building an elastic, scalable, high-performance, and partial-failure

resilient key-value store for CDM. Shift targets applications with dynamic working

sets/sizes and non-uniform workloads with varying skew [156, 171, 204]. In this

section, we first provide the overview of the Shift architecture. Then, we introduce

new cache-conscious indexing, caching, and partitioning techniques in Shift.

5.2.1 Overall architecture

Figure 5.2 shows the high-level architecture of Shift. Shift’s architecture

comprises clients, routing nodes (RNs), KVS nodes (KNs), CDM, and a monitor-

ing/management node (M-node). We reuse the existing design and implementation

of clients, RNs, and M-node in our prior DPM KVS [116] for Shift. We describe

these components and how a request flows between them.
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Applications interact with Shift through clients. The routing tier (RNs) pro-

vides cluster membership to the clients and isolates them from the internal variation

of the KVS cluster. A client first contacts an RN to obtain cluster membership. Then,

the client sends get or put requests to the appropriate KN, which will then perform

the requests on its behalf. Each KN is equipped with general-purpose processors and

a small amount of memory relative to the CDM capacity. KNs can access CDM over

the CXL interconnect using load and store instructions. CDM has the large CPU-

less memory pool shared across KNs. CDM is the source of ground truth in Shift,

storing data (key-value pairs) and metadata (indexing data structures). KNs cache

data fetched from CDM in their local DRAM and respond to client requests. The

M-node monitors KNs statuses and workload characteristics to detect failures or load

variance at KNs, and triggers a suitable reconfiguration or recovery.

Assumptions. We assume that KN failures are fail-stop and independent of DPM

failures; when an KN fails, the KN abruptly terminates its execution and its local

DRAM contents are lost. Furthermore, we assume CDM and M-node are always

available and alive. Lastly, we assume M-node detects the KN failures correctly

without false-positive or false-negative detection.

5.2.2 Reusing PM indexes for CDM

The CPU-cache oblivious designs of the index structures for RDMA disag-

gregated memory make them unsuitable for CDM. The index structures for CDM

must be designed in a CPU-cache conscious manner for high performance, scalability,

and partial failure tolerance. To achieve these goals, we propose reusing existing PM

indexes for CDM.

Overall intuition. We observe a number of existing PM index structures have

been already designed to be CPU-cache efficient, concurrent, and crash consistent.

Some of the mechanisms to tolerate partial KN failures such as online inconsistency

detection/recovery and write ordering (e.g., using cache-line flushes and fences) are
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already equipped with many PM indexes themselves [82, 112]. With these indexes,

writer threads (KNs in the context of CXL) have the ability to detect permanent

inconsistencies and fix them in an online manner without blocking the progress of

other reader threads (KNs). If we apply the PM indexes to CDM, they would be

cache efficient and partial-failure-tolerable.

Challenge. The existing PM indexes, however, cannot be used as-is for CDM due

to their distinct failure assumptions in design. The PM index structures are designed

while assuming full-system-crash failure and rely on a specific post-crash procedure in

an offline manner that releases all the permanent locks before resuming threads. The

offline lock release after a crash can be appropriate for the full-system-crash failure

model, where all resources fail together in the event of a crash and the timing of their

resumption can be controlled.

This offline approach, however, is not suitable for partial-failure models such

as in CXL settings, where some KNs can be partially crashed while the other KNs and

shared CXL disaggregated memory are still operational. Simply applying the offline

approach to the CXL settings can result in concurrency safety violation or largely

need to compromise elasticity. For example, even if a KN crashes, the locks held by

other alive KNs should not be released for correct mutual exclusion. Releasing all

the locks at CXL disaggregated memory without considering which KNs held them

can cause safety violation. Although we could consider blocking all KNs while the

exhaustive lock release is underway, this would significantly reduce elasticity.

There are two challenges to release the permanent lock after a KN crash safely

and elastically. First, we need to identify lock ownership to correctly distinguish

between valid locks held by alive KNs and permanent ones that must be released due

to a KN crash. Second, we need to efficiently narrow down locks to be checked for the

permanent lock release in order to quickly identify which locks are permanent and

minimize blocking time of other KNs due to the deadlock. We solve these challenges

by using lock intention log.
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Lock intention log. To correctly identify lock ownership across crashes, it is re-

quired that all the locks are stored in a shared CXL disaggregated memory, have the

ownership information along with the locking status indicator, and can be changed

(lock/unlock with the ownership) using atomic operations (e.g., Compare-and-Swap).

Furthermore, KNs maintain a per-KN log, lock intention log, at CXL disaggregated

memory to quickly identify a set of locks to be checked and released after a KN crash.

Prior to acquiring a lock, a KN first declares its intent of attempting the lock acquisi-

tion by recording the lock address into the lock intention log. After that, KNs acquire

a lock while recording their unique id (ownership) to that using atomic operations.

This mechanism ensures that following a KN crash, the per-KN lock intention logs

collectively indicate all locks that might be locked, and the recorded ownership in the

locks allow to identify which KN actually holds each lock.

Recovery. The lock intention log coupled with the locks embedding the KN own-

ership enables fast permanent lock release. When a KN crashes, M-node detects the

crash then sends a recovery request to one of alive KNs along with the unique id of

the KN that crashes. The recovery KN that receives the recovery request checks the

locks recorded in the lock intention log assigned to the crashing KN and compares

the ownership recorded inside each lock with the unique KN id. If they are matched,

the recovery KN releases the permanent locks by the crashing KN, otherwise skip-

ping. After unlocking all the permanent locks, other alive KNs can detect and fix any

inconsistency caused by the failed KN using the online inconsistency detection and

recovery mechanisms provided by the PM indexes.

5.2.3 Non-hierarchical processing

Caching data into KN-side local memory (KN cache) does not always result in

better performance than that of direct accesses to CXL disaggregated memory (CXL

direct). The performance trend is not even deterministic but can vary depending on

various factors such as KN cache miss penalty, CPU cache efficiency of each layer’s
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Algorithm 1 Non-hierarchical processing pseudocode

Require: N > 0
Ensure: 1 ≤ CacheRatio ≤ 99
1: RequestCount = 0
2: EpochInterval = N
3: CacheRatio = 50
4: CacheLatency = 0
5: DirectLatency = 0
6: CacheAccessCount = 0
7: DirectAccessCount = 0
8: while recvReq() == true do
9: if (RequestCount % 100) < CacheRatio then
10: ret = Cache.Get(key)
11: if ret == Hit then
12: CacheLatency += HitLatency
13: CacheAccessCount += 1
14: else if ret == Miss then
15: val = Direct.Get(key)
16: Cache.Update(key, val)
17: CacheLatency += MissPenalty
18: end if
19: else if (RequestCount % 100) ≥ CacheRatio then
20: Direct.Get(key)
21: DirectLatency += GetLatency
22: DirectAccessCount += 1
23: end if
24: if (RequestCount % EpochInterval) == 0 then
25: AvgCacheLatency = CacheLatency / CacheAccessCount
26: AvgDirectLatency = DirectLatency / DirectAccessCount
27: if AvgCacheLatency ≤ AvgDirectLatency then
28: CacheRatio += (AvgDirectLatency/AvgCacheLatency)
29: else if AvgCacheLatency > AvgDirectLatency then
30: CacheRatio -= (AvgCacheLatency/AvgDirectLatency)
31: end if
32: CacheLatency = 0, DirectLatency = 0
33: CacheAccessCount = 0, DirectAccessCount = 0
34: end if
35: end while
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implementations (e.g., the types of indexes at CXL disaggregated memory), and the

level of the loads, as we observed in Section 5.1.2. Even worse, a local trend at a KN

may not be global across other multiple KNs. Hardware specs and workload patterns

that each host has are likely to be different in the CXL environment that allows

heterogenous device setups. Such heterogeneity can result in different performance

trends between KN cache and CXL direct in each host. To address these challenge,

we present Non-Hierarchical Processing (NHP) to achieve the best-case performance

in the presence of those variables.

NHP strikes the right balance between using KN cache and CXL direct to

process requests. We employ in-situ A/B testing by monitoring the request process-

ing latency of each layer to dynamically balance the processing ratio between KN

cache and CXL direct. For example, we increase the cache processing ratio when the

measured latency from KN cache is lower than that of CXL direct. We opt for the

latency-based metric because it is not only simple to measure but also a robust single

metric that can effectively incorporate all the performance factors into our policy.

NHP policies are applied to each KN individually to account for the unique trends

of each KN; the processing ratio is adjusted only locally using latency information

measured within a KN. Note that NHP can be universally applied for any caching

algorithms at KN cache and index type at CDM, irrespective of specific implementa-

tions.

Algorithm 1 shows the pseudocode of the NHP policy. NHP initializes the

processing ratio of each layer equally at first (Algorithm 1, line 3). The get requests

are distributed to either KN cache or CXL direct by following the ratio (Algorithm 1,

line 9 − 21). After processing requests, NHP adds up each measured latency and

access counter to keep track of the overheads from each layer during the epoch interval

(Algorithm 1, line 11 − 12, 19 − 20). When a cache miss happens, NHP adds the

cache miss penalty that is the wasted overheads to search and update cache. At the

end of each epoch (default epoch size: 100), the processing ratio become adjusted by

comparing the average cache and direct latency collected during the epoch.
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5.2.4 Reusing ownership partitioning for CDM

When multiple KNs share the same CXL memory addresses, coherence over-

heads across CPU caches (hardware-managed coherence) or KN-side local memory

caches (software-managed coherence) at KNs can easily become a scalability bot-

tleneck in increasing the number of KNs. Simply applying traditional partitioning

approaches can end up largely reducing elasticity. To solve these issues, we propose

reusing ownership partitioning for scalable, elastic CXL memory sharing.

Ownership partitioning [116] can be reused for CDM sharing to reduce the

coherence overheads and to ensure elastic reconfiguration at KNs. By partitioning

ownership across KNs, we can avoid the coherence traffic for the accesses both to

the data in CDM and their copies in KN local memories. However, as ownership

partitioning shares metadata across KNs for the elastic reconfiguration, the accesses

and modifications to the shared metadata can incur the coherence traffic. Even if the

existing KVSs for RDMA disaggregated memory sidestep this issue by simply not

caching metadata structures [116, 198, 228], the shared metadata accessed via loads

and stores over CXL can be automatically cached into CPU caches at KNs by the

hardware-managed coherence protocol.

The level of the cache-coherence overheads from sharing the metadata can

be different depending on workloads; in write-heavy workloads, the coherence traffic

across KNs can be substantial due to the frequent metadata changes, but it can

be minimal in read-dominant workloads. Although most KVS workloads are read-

dominant [12], a recent study analyzing modern KVS clusters reports that write-heavy

is also common [212]. Therefore, the shared metadata (e.g., indexes) must be carefully

designed to minimize the cache-coherence overheads.

To alleviate this issue, we extensively apply an existing NUMA-aware lock,

optimistic locking, to the shared metadata as an optimization for ownership parti-

tioning. In the studies about NUMA-aware locks [22], optimistic locking has shown

superior performance than pessimistic locking (e.g., reader-writer locks) due to its
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minimal coherence overheads. To be specific, in pessimistic locking, both readers

and writers change shared lock variables to specify the lock status. The frequent

change to these shared variables causes a large cross-node (cross-KN in CXL set-

tings) coherence traffic that can become a scalability bottleneck. On the other hand,

in optimistic locking, writers change the shared lock variable, but readers do not;

readers only check the shared lock status to identify if another writer was concurrent.

Therefore, readers do not need to take cross-node coherence traffic in common cases.

Although it is originally design for NUMA architectures, it is also useful to reduce

cross-KN coherence traffic for the shared CXL disaggregated memory.

5.3 Implementation

We implement Shift in 10K lines of C++ code. We use the standard C++

library and several open-source libraries including ZeroMQ [169], Google Protocol

Buffers [24], the NVMM library [140].

CXL disaggregated memory emulation. As there are no commercially available

CXL prototypes, we emulate multi-host shared CXL disaggregated memory using

docker containers [60] and remote NUMA node. Each docker container instance

is emulated as a KN and implemented to use KN local resources (CPU, memory)

only from local NUMA node. We use Kubernetes [71] to monitor the host container

instances and to simulate dynamic CXL-host addition/removal scenarios.

Porting PM indexes for CXL disaggregated memory. The original PM indexes

rely on the PMDK library [103] for PM allocations. However, the PMDK library has

many restrictions in directly applying it for our (emulated) CDM due to the lack of

safe memory allocation across multiple processes/containers (multiple KNs in CXL)

and partial-failure tolerance mechanisms such as online garbage collection and online

recovery. Thus, we replace the original PMDK library with the NVMM library [140].

NVMM is another PM allocator built on the PMDK library that supports
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safe multi-process/container/node allocations, online garbage collection, and online

recovery. NVMM is specifically designed to work in cache-incoherent multi-node PM

environment like The Machine [97], but it also provides an option to enable cache-

coherent multi-NUMA node environments. We modify four different PM indexes

(P-CLHT, P-Masstree, P-ART, P-HOT) in the Recipe PM index library [175] to

use the NVMM allocator. Shift provides these PM indexes as the available main

KV indexing structure in CDM, so that application developers can optionally choose

them depending on their purpose.

Lock intention log. We implement per-KN lock intention log using a 1KB simple

8-byte record array. Each KN declares the lock acquisition intention by recording the

lock address to the 8-byte record in the log array. All the log writes recording the lock

intention are performed by non-temporal stores followed by memory fences for crash

consistency. After each index operation finishes, the log records become reclaimed

before starting a new operation. We call flushes (e.g., clwb) to the lock addresses

stored in the log records immediately before reclaiming the log records to ensure that

the final unlock statuses are consistently reflected in CDM after the reclamation.

When the log array becomes full, another log array can be added by changing

the next pointer in the prior log array. However, it is very rare that an additional log

array becomes required since the number of required lock acquisitions per operation is

bounded by an index traversal depth (e.g., tree depth) which is mostly much smaller

than the maximum log entries per array (with 1KB log array, the maximum is 128).

The root pointers to each per-KN lock intention log are stored to the known address

in CXL disaggregated memory so that the recovery KN can find the right intention

log associated with a crashing KN.

KN cache We employ MICA [127] cache as an example caching system for KN-side

local memory, which is the state-of-the-art in-memory cache implementation in terms

of performance and scalability [213]. MICA cache employs a lossy hash table index,

which has a CPU-cache friendly design. It evicts least-recently-used items when its

117



log-structured memory allocator becomes full or a colliding item in the hash table

when a hash collision occurs for high throughput. We chose MICA cache due to its

superior performance and scalability. Note that Shift does not specifically rely on

MICA. It can be freely replaced by other caching implementations, depending on

the purpose that requires more functions than what MICA provides like Time-to-

Live [213].

5.4 Evaluation

We evaluate the performance of Shift and study the breakdown of the benefits

from concurrent PM indexes, lock intention log, non-hierarchical processing. We

design our experiments to answer the following questions:

• How does PM indexes compare to the state-of-the-art indexes designed for

RDMA disaggregated memory in terms of performance and scalability?

• How much does the lock intention log impact the overall throughput of the PM

indexes?

• How does NHP fare against other static policies (KN cache, CXL direct) in

terms of performance and scalability?

Experimental setup. We use a two-socket 128-core machine with 512MiB LLC

(AMD EPYC 7763 64-Core Processor) and 256GB DRAM (128GB per socket) to

perform the experiments. We use one of NUMA nodes (node 0) as a KN and emulate

another NUMA node (node 1) as CXL disaggregated memory. The estimated laten-

cies in accessing local memory and remote memory (from node0 to node1) are 98ns

and 293ns respectively, which is very close to CXL disaggregated memory latency

(170ns − 300ns). The bandwidth in access the local and remote NUMA memory is

measured to 147GB/sec and 80GB/sec respectively.
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Figure 5.3: Performance/scalability comparison of PM and RDMA indexes.

We use 64 million requests with 8-byte keys and 256-byte values for workloads

that run on a 16 GB key-value dataset. We measure the performance of the workloads

while changing the number of threads at the local NUMA socket up to 128 in a single

KN. We further collect low-level performance counters such as the number of LLC

and DTLB misses per operation using the perf tool [164].

5.4.1 Performance & scalability comparison to RDMA indexes

We use Sherman [198], a state-of-the-art B+tree designed for RDMA disag-

gregated memory, as a baseline to compare the performance of our PM indexes.

Sherman redesigns the original B+tree to optimize it for one-sided RDMA operations

by tailoring the B+tree layout and algorithm to use unsorted keys, a dual versioning

mechanism, and hierarchical locks. Because the original implementation of Sherman

uses one-sided RDMA operations, we modified it to use load/store instructions to

run on our emulated CXL while retaining the original data structure layout and algo-

rithm. We compare Sherman to three different PM tree indexes (P-Masstree, P-ART,

P-HOT) [112] using a read-only workload with uniform distribution. P-Masstree is a

cache-efficient, hybrid tree structure of trie and B+tree. P-ART is a radix tree variant

optimized for space consumption and scalable performance. P-HOT is a lookup and

space-optimized variant of a trie.
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P-Masstree P-ART P-HOT Sherman

Average LLC misses per op 49 15 29 72
Average DTLB misses per op 10 3 4 3

Table 5.2: Performance profiling of PM and RDMA indexes. The table shows
the average number of last-level cache and data TLB misses per operation of each
index. The cache-oblivious, I/O-oriented designs of Sherman cause much higher hard-
ware cache misses than PM indexes.

Figure 5.3 shows the performance and scalability results of PM and RDMA

indexes. All the PM indexes scales to 128 threads, but Sherman does not scale after

64 threads. With 128 threads, P-ART, P-HOT, and P-Masstree perform 6×, 4×,

and 2× better than Sherman respectively. As shown in Table 5.2, Sherman has

much higher average LLC misses per operation, resulting in lower performance and

scalability than the PM indexes.

On the other hand, we observe Sherman performs 1.5× better than P-Masstree

with the smaller number of threads (1−4 threads) due to lower average DTLB misses

per operation (Table 5.2). Sherman uses the large node size (1KB − 4KB) to mini-

mize the number of one-sided RDMA operations by reducing the overall tree depth,

and it contributes to lower DTLB misses per operation than P-Masstree. However,

this result implies that the cache-oblivious, I/O-oriented index designs can perform

properly with low concurrent environments, but make hard to achieve scalability on

cache-coherent memory devices like CXL disaggregated memory.

5.4.2 Performance tradeoff of lock intention log

Lock intention log requires KNs to record their lock acquisition intent into

per-KN log arrays whenever accessing an index object. This additional overhead can

impact the performance of PM indexes, and it can vary depending on the index types.

Furthermore, without GPF, KNs should manually flush the recorded log entries and

final lock status to CDM for crash consistency; this adds more overheads. To study
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Figure 5.4: Performance impact by lock intention log without GPF. These
graphs show the performance drops ratio relative to the cases without lock intention
log when GPF is disabled. The performance drops due to lock intention log were up
to 3.4×, 2.3×, 1.2× in update 100%, 50%, and 5% respectively.
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Figure 5.5: Performance impact by lock intention log with GPF. These graphs
show the performance drops ratio relative to the cases without lock intention log
when GPF is enabled. The drop ratios are up to 1.5×, 1.3× in update 100%, 50%
respectively, but negligible in update 5%.
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these impacts, we use the four different types of PM indexes, P-CLHT (Hashtable),

P-Masstree (Trie and B+tree hybrid), P-ART (Radix tree), P-HOT (Trie). We also

measure their performance by dividing the groups into those with GPF and without

GPF, using uniformly-distributed workloads with different update ratios. We replace

all the flushes and non-temporal stores with corresponding temporal instructions to

simulate GPF.

Figure 5.4 shows the performance drop ratio relative to the one without lock

intention log, when GPF is disabled. In this configuration, the performance drops

due to lock intention log are observed by up to 3.4×, 2.3×, 1.2× in the workloads

with update 100%, 50%, and 5% respectively. Indexes with higher original perfor-

mance show a larger performance drop. And, the impact is reduced as the read ratio

increases; it is because the read operations in the PM indexes we employ are lock-

free or use optimistic locking, thus do not involve lock intention log. On the other

hand, the performance drops become much reduced when GPF is enabled (shown in

Figure 5.5); the drop ratios are up to 1.5×, 1.3× in the workloads with update 100%,

50% respectively, but negligible in update 5%.

5.4.3 Performance of non-hierarchical processing

We compare NHP with two static counterparts, hierarchical caching (KN

cache) and direct CXL access (CXL direct) strategies, using four different PM in-

dex structures at CDM. The hierarchical caching (KN cache) is a traditional caching

strategy that always first checks the cache in KN-side local memory and then does the

index in CDM if cache misses happen. The direct CXL access (CXL direct) checks

the index in CDM directly while bypassing KN cache. For this evaluation, the size

of KN cache is configured to 4GB over the 16GB key-value dataset at CDM. We use

read-only workloads with different request skews (hot set percentages1) and evalu-

ate the throughput of KN cache and CXL direct under two distinct request loads to

1The hot set percentage is the proportion of the dataset that is accessed by every operation.
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Hot set % of Dataset 10 20 40 80 10 20 40 80

KN Cache hit rate (%) 99.5 99.5 57 10 99.5 99.5 57 10

KN Cache miss penalty
(% consumed time)
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CPU cache
misses per op

CXL Direct 9 9 9 9 8 8 8 8
KN Cache 13 12 16 14 11 10 15 13
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(c) Average LLC misses per op

Figure 5.6: Comparison between NHP and static policies on P-CLHT. The
plots demonstrate that NHP can match the performance of the best policies for all
hot set percentages under different request loads.
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demonstrate the NHP’s adaptivity to diverse scenarios.

Figure 5.6 shows the performance comparison between NHP and other static

policies when P-CLHT is used as a main index in CDM. In both low load with

8 KN threads (Figure 5.6 a) and high load with 128 KN threads (Figure 5.6 b),

NHP matches the performance of the best policies in each hot set percentage almost

perfectly, showing error rates less than 9%. Interestingly, we also observe the average

LLC misses per operation does not exactly follow the performance trends of NHP

(shown in Figure 5.6 c). However, this mismatch rather demonstrates that NHP is

able to balance the processing loads across two layers while reflecting other factors

into its policy decision, based on the simple latency metric. On the other hand, we

confirm NHP also shows the similar adaptability regardless of the types of indexes in

CDM, shown in Figure 5.7, Figure 5.8, Figure 5.9.

5.5 Limitations and Discussion

Shift has a number of limitations. First, while we address challenges of scal-

ing KNs and tolerating their partial failures, we have not explored how to make

CXL disaggregated memory failure-resilient and scalable. Second, we assume the

system precisely detects KN failures without any false-positive or false-negative de-

tection. The incorrect failure detection can have severe consequences in both system

performance and correctness. However, assessing the wider ramifications of the inac-

curate failure detection is not within the purview of this study. Third, the techniques

proposed in Shift are derived from key-value store designs for CXL disaggregated

memory. They may be applicable to other system domains, but we have not ex-

plored their applicability in this work. Fourth, CXL disaggregated memory supports

various scales from a single local machine setup to a rack-scale deployment. Perfor-

mance specifications like the latency and bandwidth to disaggregated memory can

vary depending on these scales, but we have not evaluated our system with such a

variety of specifications. Fifth, we focus on how to correctly reuse PM indexes on
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CXL disaggregated memory. However, we have not explored how to further optimize

the PM indexes for CXL disaggregated memory specifically, given its unique latency

and bandwidth characteristics. Finally, in recent years, various caching policies have

emerged, such as caching shortcut pointers instead of data copies, utilizing the byte-

addressable characteristics of PM and disaggregated memory [116, 190]. However,

we have not explored these caching policies in our study for our non-hierarchical

processing. We consider these as attractive areas of future work.

5.6 Summary

This chapter presents Shift, a novel cache-concious key-value store for CXL

disaggregated memory. Shift aims at building an elastic, scalable, high-performance,

and partial-failure-recoverable KVS for CXL disaggregated memory. Motivated by

the limitations of existing solutions for RDMA disaggregated memory, Shift intro-

duces the new indexing, caching, and partitioning approaches to achieve these goals.

Shift propose reusing existing PM indexes and ownership partitioning to achieve

CPU-cache efficiency, concurrency, and elasticity for CXL disaggregated memory.

Shift further improves the PM indexes to be partial-failure-tolerable by using the

lock intention log and alleviates cache-coherence traffic by comprehensively apply-

ing a NUMA-aware locks, optimistic locking, for the shared metadata. Shift also

introduces non-hierarchical processing that synthetically utilize both KN cache and

CXL direct accesses to achieve better and more stable performance than the static

counterparts. Through the extensive evaluation, we show our PM indexes perform

up-to 6× better than Sherman, the state-of-the-art RDMA-based B+tree and show

the performance tradeoff of using the lock intention log. Lastly, we show NHP can

match the best performance among its static counterparts and even outperforms them

in high request loads.
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(b) High load (128 KN threads)

Low load High load

Hot set % of Dataset 10 20 40 80 10 20 40 80

KN Cache hit rate (%) 99.5 99.5 57 10 99.5 99.5 57 10

KN Cache miss penalty
(% consumed time)

0.5 0.5 19 27 0.3 0.3 20 24

CPU cache
misses per op

CXL Direct 15 15 15 15 14 14 14 14
KN Cache 13 12 19 22 11 11 18 21

NHP 13 13 17 15 11 11 16 14

(c) Average LLC misses per op

Figure 5.7: Comparison between NHP and static policies on P-ART.
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KN Cache hit rate (%) 99.5 99.5 57 10 99.5 99.5 57 10

KN Cache miss penalty
(% consumed time)
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CPU cache
misses per op

CXL Direct 30 30 30 30 26 26 26 26
KN Cache 14 13 27 38 12 11 24 33
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(c) Average LLC misses per op

Figure 5.8: Comparison between NHP and static policies on P-HOT.
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(c) Average LLC misses per op

Figure 5.9: Comparison between NHP and static policies on P-Masstree.
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Chapter 6: Related Work

In this chapter, we place our contributions of this dissertation in the context

of relevant prior work. First, we discuss the prior effort made in guaranteeing crash

consistency for PM. Then, we discuss the prior studies about partitioning and caching

techniques for data-intensive systems. Finally, we discuss the design techniques pro-

posed in the past for cache-coherent memory devices.

6.1 Crash consistency for PM

Isolation and Crash Recovery. Memory Persistency [163] makes the connec-

tion between crash recovery and the semantics of memory consistency by introduc-

ing the concept of Recovery Observer. Durable Linearizability [88] and Recoverable

Linearizability [17] theoretically define the relationship between crash recovery and

non-blocking synchronization. However, these works only propose model semantics,

without connecting the findings to practical index structures.

TSP [150] proposes the broad insight that non-blocking indexes can be con-

verted into crash-consistent counterparts by coupling Recovery Observer and Flush-

on-Failure. However, Flush-on-Failure technique requires additional hardware sup-

port like the backup power supply and kernel modifications. Recipe exploits and

extends these broad observations to build concurrent, crash-consistent PM indexes

without any hardware support and kernel changes. While TSP assumes non-blocking

writes, Recipe relaxes the assumption, allowing the commonly-used write exclusion.

Concurrent, crash-consistent PM Indexes. In the past five years, 15 PM indexes

have been proposed, out of which only three have open source, concurrent implemen-

tations: FAST & FAIR [82], CCEH [149], Level Hashing [37, 227], and Dash [133].

Recipe is complementary to these efforts in building a concurrent PM index. While

these studies design the new indexes for PM from scratch, Recipe takes a more
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principled approach by reusing decades of research in building concurrent in-memory

indexes with no modifications to the underlying design of the DRAM index.

Transactional PM Systems. Previous work like Atlas [34], JUSTDO [87], iDO [130],

and NVThreads [81], persist data at boundaries of critical sections called Failure

Atomic SEctions (FASE). They automatically inject logging for every persistent up-

date [34, 81] or program states [87, 130] within FASE by using compile-time analysis.

However, their approaches amplify the overhead of cache line flushes, as they require

an additional persistent log. These systems also pay a startup cost to replay the

log during recovery, which could be significant for large indexes. However, Recipe-

converted indexes do not employ additional logging mechanisms and pay no startup

recovery cost when the index restarts after a crash.

Crash-Consistency Testing for PMApplications. PM application testing frame-

works such as Yat [110], Intel PM-Inspector [85], and pmreorder [166] aim at enabling

correctness testing and debugging for applications built for PM. However, these tools

use either random or exhaustive techniques to construct crash states, which does not

scale as the number of writes to the PM increase [85, 110, 166]. Our crash testing

strategy used for Recipe, on the other hand, exploits the fact that operations in

PM indexes are comprised of a small set of atomic steps, thereby simulating crashes

only after these atomic steps. This technique makes our approach efficient and pow-

erful enough to reveal bugs within a few crash states. PMTest [131] requires that

developers manually annotate their source code with assert-like statements to find er-

rors [131]. However, our approach requires lower effort from developers, since changes

are localized to the write path.

6.2 Partitioning and caching for data-intensive systems

DPM architectures. OP (Ownership Partitioning) follows the idea that just be-

cause you can share, it does not mean you should share. This observation has been
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made before in other contexts. Storage Area Networks provide storage disaggregation

in a data center [15], where volumes could be shared among hosts, but often they are

not [31]. Key-value stores provide storage disaggregation in the cloud, where data

can be shared among nodes, but applications may choose not to [197]. Fine-grained

logical partitioning has been proposed to support live reconfigurations in in-memory

key-value stores [2, 106], in-memory databases [57], and graph processing [208]. Even

multiprocessor shared-memory systems sometimes forgo sharing of data structures

among threads, choosing instead to partition data [16, 25, 127]. Our work demon-

strates that partitioning logical ownership while sharing physical data and metadata

in DPM provides high performance and lightweight reconfigurability.

Distributed transactions for partitioned KVSs. Many distributed key-value

stores sacrifice transaction support to create a linearly scalable distributed data stor-

age tailored for partitionable applications [7, 30, 40, 51]. NewSQL key-value stores

seek to provide ACID transactions alongside non-transactional key-value stores while

maintaining their horizontal scalability [122, 188, 221, 224]. A common design princi-

ple of these systems is to decouple transaction management components (e.g., trans-

action logging, commit management, concurrency control) from data storage compo-

nents, enabling independent scaling of each component [142].

Ownership Partitioning (OP) is complementary to these studies; OP focuses

on enhancing the performance, scalability, and elasticity of data storage components,

while NewSQL KVS research focuses on scalable transaction support independently

of the data storage components. We believe that OP can be used in conjunction with

these studies to achieve the transaction support for Dinomo. However, the shared

metadata in OP can introduce more contention overheads between transactions than

shared-nothing counterparts. Therefore, further work may be needed to optimize

transaction processing performance and scalability by minimizing the contention.

Adaptive caching policy. Adaptive caching policies have been explored in other

contexts, illustrating how a single cache can be used for multiple purposes or how a
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replacement policy can consider multiple behaviors. For example, the Sprite operat-

ing system shared its memory between the file system buffer cache and the virtual

memory system [153]. The Adaptive Replacement Cache (ARC) uses a replacement

policy that balances between recency and frequency of accesses [145]. In contrast to

these systems, which use fixed-size cache entries with uniform miss penalties, DAC

(Disaggregated Adaptive Caching) manages a cache where different types of entries

(e.g., values vs. shortcuts) have different sizes and varying miss penalties. The novelty

of our scheme arises from a new setting (DPM) where adaptivity is essential.

6.3 Design techniques for cache-coherent memory devices

Caching for PM. Similar observations have also been made in systems for PM,

another low-latency, byte-addressable media in the cache-coherent hierarchy, that

hierarchical caching does not consistently outperform its bypassing counterpart [170].

The drawbacks of having a DRAM caching layer for the fast PM include additional

cache management and data copy (between DRAM and PM) overheads, unnecessarily

overwhelming CPU caches and outweighing the benefits of direct PM accesses [107].

For example, many PM-aware file systems statically bypass page cache to avoid these

overheads [43, 55, 209]. In contrast to these systems, our Non-Hierarchical Processing

(NHP) for CDM dynamically adapts the processing ratio between KN caching and

direct CDM accesses to achieve performance comparable to the best static policies

across diverse scenarios.

NUMA-aware designs. The hardware guaranteed cache coherence in CXL settings

brings the benefits of simplified software stacks and programming. However, it comes

at a cost; without careful consideration, the cache-coherence traffic can easily become

a scalability bottleneck. Conventional systems for NUMA architectures have the

similar challenges to reduce the cache-coherence overheads for high performance and

scalability. Various solutions to reduce the coherence traffic between different NUMA

nodes have been proposed. The core design principle in NUMA-aware designs is to
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preserve locality where processes and their memory are kept together on the same

NUMA node to reduce contentions (including the cache-coherence traffic, memory

controller, and interconnect) and remote access overheads. To ensure this locality,

various locality-aware designs have been proposed such as partitioning [127, 138, 147],

replication [27, 144], migration [13, 20, 121], and delegation [26, 138, 147, 220].

CXL disaggregated memory, however, is CPU-less without having local com-

puting units different from NUMA architecture. Thus, the locality assumption (pages

accessed by a CPU core need to be in its local NUMA node, or vise versa) as well as

the designs originated by it do not work for CXL architectures.

Systems for CDM. With the advent of CXL technologies, research on building

systems for CDM has been gathering traction recently. These studies aim at building a

general-purpose memory management system that can transparently enable CDM for

various applications. Pond [125] utilizes CDM as a zero-core virtual NUMA (zNUMA)

node to handle stranded memory spaces allocated by cloud virtual machines. It

employs a ML-based prediction model to determine how much CDM pool memory to

allocate for a VM to while minimizing performance degradation. TPP [143] proposes a

new page placement mechanism to utilize CDM as a slower memory tier. It leverages

techniques in existing NUMA Balancing and Linux’s LRU-based age management

mechanisms for page temperature detection and offloads cold pages to CDM. CXL-

SHM [218] proposes a partial-failure-resilient memory allocator for CDM using a

non-blocking era-based algorithm based on reference counting.

In the contrast to them, Shift focuses on design approaches to achieve high

performance, scalability, elasticity, and partial-failure tolerence for a specific system

application, a key-value store. Shift employs the NVMM allocator [140] to achieve

partial-failure-resilient memory allocations for CDM like CXL-SHM.
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Chapter 7: Conclusion

Cloud-based KVSs must evolve to meet rising demands for performance, scal-

ability, elasticity, utilization, and crash resilience. Transitioning to emerging memory

and disaggregation technologies like PM, RDMA, and CXL offers promising solu-

tions. However, these technologies require careful KVS design to optimize their ben-

efits. This dissertation explores novel indexing, caching, and partitioning techniques

to achieve a high-performance, scalable, elastic, and crash-recoverable KVS for the

emerging memory and disaggregation technologies.

7.1 Summary

In this dissertation, we first present Recipe, a principled approach for con-

verting concurrent DRAM indexes to crash-consistent indexes for PM. Recipe is

based on the following insight that isolation techniques in concurrent DRAM indexes

can be translated to crash consistency with minimal modifications. We present a

set of conditions that allow developers to identify this class of DRAM indexes and

the corresponding actions to convert the target DRAM indexes to be persistent and

crash-consistent. Next, we present Dinomo, the first key-value store for RDMA-

based DPM that simultaneously achieves high common-case performance, scalability,

and elasticity. Dinomo uses a novel combination of techniques such as ownership

partitioning, disaggregated adaptive caching, selective replication, and lock-free and

log-free indexing to achieve these goals. Finally, we propose Shift, a cache-conscious

key-value store for CXL disaggregated memory that achieves high performance, scal-

ability, elasticity, and partial-failure tolerance. Shift reuses the existing PM indexes

and ownership partitioning to enable CPU-cache efficient, KN-scalable, and elastic

KVS for CXL disaggregated memory. Shift further retrofits lock intention log to

make the PM indexes tolerate partial KN failures and propose non-hierarchical pro-

135



cessing to take right balance between KN cache and CXL direct accesses.

7.2 Lessons learned

In this section, we present a list of general lessons we learned while working

on this dissertation.

Effectively reusing existing techniques. Emerging technologies exhibit unique

characteristics, and modern cloud platforms must fulfill a diverse range of application

requirements. Designing a system from scratch to accommodate these demands is a

challenging and time-consuming endeavor. Consequently, effectively reusing existing

techniques is of paramount importance and often yields remarkable results. Recipe

exemplifies this approach by converting DRAM indexes into crash-consistent PM

indexes with minimal modifications. The indexes generated by Recipe outperform

many other PM indexes designed from scratch. This achievement is a testament to

the combined efforts of both the DRAM and PM research communities. A similar

approach was employed in Shift to develop a partial-crash-resilient, scalable, and

elastic KVS for CDM by reusing the existing PM indexing and DPM partitioning

techniques.

Application-specific approaches. We have also observed that general-purpose ap-

proaches often fall short in addressing the specific needs of emerging technologies and

platforms. Therefore, we advocate for tailored approaches. For instance, Recipe uti-

lizes index-algorithm-specific methods to ensure crash consistency in DRAM indexes,

circumventing the need for generic, but expensive logging mechanisms. This strategy

preserves the original performance benefits of DRAM indexes. Moreover, Dinomo

customizes traditional partitioning techniques to optimize them for DPM.

Cyclical nature of technology. Finally, the rapid rise and fall of technologies

is an undeniable reality. However, we must not be discouraged by such setbacks;

instead, we should persevere in our research endeavors as long as our vision for the
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technology remains valid. Despite the discontinuation of Intel Optane PM, we firmly

believe that another PM will eventually emerge, capitalizing on its byte-addressable,

high-performance, and durable attributes. Furthermore, lessons learned from one

research domain can be applied to others. Therefore, we must remain vigilant, as

new opportunities may arise where our expertise can make a significant contribution.

7.3 Closing words

The advent of new memory and disaggregation technologies, coupled with the

diverse demands of modern cloud platforms, marks a pivotal moment in systems

research. However, it is challenging to suitably integrate these technological advance-

ments into existing platforms to meet their specific requirements. Without careful

system designs that consider the unique characteristics of these new technologies, the

inherent benefits they offer can easily be overlooked. This dissertation proposes solu-

tions that meticulously account for the distinctive attributes of these new hardware

technologies without compromising the diverse requirements of an efficient cloud-

based KVS. It demonstrates the feasibility of developing a KVS for emerging mem-

ory and disaggregation technologies that simultaneously delivers high performance,

scalability, elasticity, and crash recoverability.

137



Works Cited

[1] S.V. Adve and K. Gharachorloo. Shared memory consistency models: a tuto-

rial. Computer, 29(12):66–76, 1996.

[2] Atul Adya, Daniel Myers, Jon Howell, Jeremy Elson, Colin Meek, Vishesh

Khemani, Stefan Fulger, Pan Gu, Lakshminath Bhuvanagiri, Jason Hunter,

Roberto Peon, Larry Kai, Alexander Shraer, Arif Merchant, and Kfir Lev-Ari.

Slicer: Auto-sharding for datacenter applications. In Proceedings of the 12th

USENIX Conference on Operating Systems Design and Implementation, page

739–753, 2016. ISBN 9781931971331.

[3] Marcos K. Aguilera, Kimberly Keeton, Stanko Novakovic, and Sharad Singhal.

Designing far memory data structures: Think outside the box. In Proceedings

of the 17th Workshop on Hot Topics in Operating Systems, page 120–126, 2019.

ISBN 9781450367271.

[4] Ahmad Al-Shishtawy and Vladimir Vlassov. Elastman: Elasticity manager for

elastic key-value stores in the cloud. In Proceedings of the 2013 ACM Cloud

and Autonomic Computing Conference, 2013. ISBN 9781450321723.

[5] Mohammad Alshboul, Prakash Ramrakhyani, William Wang, James Tuck, and

Yan Solihin. Bbb: Simplifying persistent programming using battery-backed

buffers. In 2021 IEEE International Symposium on High-Performance Com-

puter Architecture (HPCA), pages 111–124, 2021.

[6] Emmanuel Amaro, Christopher Branner-Augmon, Zhihong Luo, Amy Ouster-

hout, Marcos K Aguilera, Aurojit Panda, Sylvia Ratnasamy, and Scott Shenker.

Can far memory improve job throughput? In Proceedings of the Fifteenth Eu-

ropean Conference on Computer Systems, pages 1–16, 2020.

138



[7] J. Chris Anderson, Jan Lehnardt, and Noah Slater. CouchDB: The Defini-

tive Guide Time to Relax. O’Reilly Media, Inc., 1st edition, 2010. ISBN

0596155891.

[8] Thomas E. Anderson, Marco Canini, Jongyul Kim, Dejan Kostić, Youngjin
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